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UIST is about making impossible things possible,

and about making possible things easy…

– Scott Hudson

in service of people.



VizWiz, Bigham et al. (2010) OmniTouch, Harrison et al. (2011) KinectFusion, Izadi et al. (2011)

Soylent, Bernstein et al. (2010) Interactive Beautification, Igarashi et al. (2007) SearchTogether, Morris & Horvitz (2007)

Presenter Notes
Presentation Notes
In looking at the last six Lasting Impact Award winners, most are about making formerly impossible things possible; maybe some are about making possible things much easier.

Our work on the $1 unistroke recognizer definitely falls into the latter category.



How can we make 2-D gesture recognition easy?

Presenter Notes
Presentation Notes
We asked ourselves, “How can we make gesture recognition easy?”

How did we arrive at this question?

Well, it was from firsthand experience.



Presenter Notes
Presentation Notes
Back in the summer of 2003, I was a Ph.D. student intern of Andy Wilson’s at Microsoft. I was the first intern on the Microsoft Playtable, which eventually was released as the first Microsoft Surface tabletop computer.



Presenter Notes
Presentation Notes
My job was to add gesture recognition to the table, so a user could move their finger, draw shapes, circle or box items, make arrows, write letters, and so forth.



Rubine, SIGGRAPH 1991

Presenter Notes
Presentation Notes
At the time, Dean Rubine’s feature-based statistical classifier was used in some HCI and SIGGRAPH projects, but it required 20-30 training examples per gesture and implementors needed to know advanced concepts like Mahalanobis distance, discriminant analysis, and matrix inversions. And the paper itself wasn’t complete enough to make this easy to implement.



Tappert, IBM 1982

Presenter Notes
Presentation Notes
Years before Rubine, Tappert had published about cursive handwriting recognition using dynamic programming techniques, but these were complicated also, and also ran quite slowly.





Presenter Notes
Presentation Notes
During my internship, I ended up using linear time warping, which aligned gestures in time. This worked okay, but not as well as I’d hoped…. 

And Andy Wilson only gave me a “satisfactory” rating on my MSR internship… 

I couldn’t believe that the only ways to recognize stroke gestures robustly required fancy things like dynamic programming, feature extraction, Hidden Markov Models, or neural networks. Surely there had to be an easier way, but nothing really emerged, and the problem bugged me for a long time.



SHARK2, Kristensson & Zhai (2004)

 UIST Lasting Impact Award 2014

1. Resample 2. Rotate to 0°

3. Scale, translate 4. Compare to templates

Tappert (1982) with “zero look-ahead”

Presenter Notes
Presentation Notes
A few years later, I was talking to Per Ola Kristensson because he and Shumin Zhai faced this issue with their SHARK^2 system, published in 2004, which won the UIST Lasting Impact Award in 2014. Per Ola had used what they called “proportional shape matching,” which built on Tappert’s 1982 algorithm with  “zero-look-ahead parameterization.” This meant they evenly spaced out a gesture’s points spatially, rather than temporally.

So, in the $1 recognizer, just as Kristensson and Zhai (2004) had built on Tappert (1982), we built on them by using spatial resampling. And then we added to this location, scale, and rotation invariance, and made a purely geometric and trigonometric template matcher we called “$1” because it required only about 100 lines of code.



Similar gestures Dissimilar gestures

Search Method Rotations

Brute force
(+1° for 360°)

57,600

Hill climbing 8097

Golden Section 
Search

1600

*For a system with 10 templates for 16 gesture types 
(160 templates).

Rotation invariance

Presenter Notes
Presentation Notes
The rotation invariance aspect of $1 was most involved.

We first defined the “indicative angle” of a gesture to be the angle from a gesture’s its centroid to its first point. This gave us a coarse alignment between gestures.

Then we used the Golden Section Search algorithm to find the optimal angular alignment between two stroke gestures with high accuracy and efficient execution time.

It also avoided local minima, which you see here on the second graph. Matching gestures did not have local minima but non-matching gestures did, which actually was useful to the matching process.



Li, CHI 2010

Presenter Notes
Presentation Notes
(Incidentally, three years later, Yang Li would improve upon $1 by finding a closed-form formula for angular alignment in a version of $1 he called “Protractor.”)

So we can begin to see a progression from Tappert to Kristensson & Zhai to $1 to Protractor…. This is perhaps a rare case where HCI inventions directly build upon each other.



Number of Templates / Training Examples

Effect of Training on Recognition Errors
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Rubine DTW$1

$1 was 7.3 times more
accurate than Rubine, and
ran 80.7 times faster than DTW.

Presenter Notes
Presentation Notes
Our testing showed $1 was more accurate than Rubine and faster than Dynamic Time Warping.



Presenter Notes
Presentation Notes
A very unusual step we took at the time was to put the entirety of the $1 code in the paper. This was back when you only had 10 total pages, including references. 

Far from a “black box approach” to creating a recognizer, we explicitly adopted a “white box approach,” making the algorithm as visible and intuitive as possible.

It turned out to be a move that most papers in the $-family would come to replicate.



https://depts.washington.edu/acelab/proj/dollar/ 

Presenter Notes
Presentation Notes
We also made a web page and released the code as JavaScript and C#.

https://depts.washington.edu/acelab/proj/dollar/


Anthony & Wobbrock (GI 2012)

Li (CHI 2010)

Anthony & Wobbrock (GI 2010)

Vatavu et al. (ICMI 2012)

Vatavu (CHI 2017)

Vatavu et al. (MobileHCI 2018)

$-family

Presenter Notes
Presentation Notes
Soon, the $-family of recognizers grew… $N for multistrokes, $P to speed up $N by conceiving of multi-stroke gestures as point-clouds, and $Q that sped up $P even more for use on low-powered devices.

Lisa Anthony and Radu-Daniel Vatavu led a lot of this work, with my help.



Casiez et al. (CHI 2012)

Herold & Stahovich (SBIM 2012)

Reaver et al. (SBIM 2011)

Vatavu (IUI 2011)

Extended family

Kratz & Rohs (IUI 2011)

Kratz & Rohs (IUI 2010)

Presenter Notes
Presentation Notes
But it wasn’t just us who expanded the $-family… Many other people contributed their own versions, and most of these papers followed our lead by including their detailed pseudocode in them. They also, for the most part, continued with the naming convention…



Vanderdonckt et al. (ICMI 2018)

Extended family

Balcazar et al. (ISS 2017)

Caputo et al. (Eurographics 2017)

Pittman et al. (IUI 2016)

Taranta & LaViola (GI 2015)

Vatavu (IUI 2012)

Magrofuoco et al. (EICS 2022)

Presenter Notes
Presentation Notes
Many of these papers improve upon each other either in terms of accuracy or speed or both.

Again, we see a nice example of HCI innovations directly building upon each other over time.



Other people’s projects…

Presenter Notes
Presentation Notes
Most gratifying is not just the academic uptake but the uptake in other people’s projects.

I’ll show a few projects by other people now that utilized $1. There are also projects that used $N, $P, $Q, and other members of the $-family, and you can find those on the $-family project website.




Mr. Spiff’s
Revenge
(POW Studios
2008)

Presenter Notes
Presentation Notes
The earliest example of a project using $1 came from industry… In 2008, just one year after $1 was published, POW Studios used it to create “Mr. Spiff’s Revenge,” which won a $10,000 prize in the 2008 Dr. Dobb’s Challenge for Best Windows Game. The judges said they particularly liked the way gestures were used to control the game.

https://www.youtube.com/watch?v=nqeIuNTbT-8&t=56s
wobbrock
Sticky Note
https://www.youtube.com/watch?v=nqeIuNTbT-8&t=56s



Eden by Kin, Miller, Bollensdorff, DeRose, Hartmann & Agrawala (CHI 2011)

https://www.youtube.com/watch?v=Y9S0F7xtr_o&t=32s
wobbrock
Sticky Note
https://www.youtube.com/watch?v=Y9S0F7xtr_o&t=32s



Air+Touch by Chen, Schwarz, Harrison, Mankoff & Hudson (UIST 2014)

Presenter Notes
Presentation Notes
Start playback at 1m 18s.

https://vimeo.com/92972949
wobbrock
Sticky Note
https://vimeo.com/92972949



Expanding the input expressivity of smartwatches… by Xiao, Laput & Harrison (CHI 2014)

Presenter Notes
Presentation Notes
Smartwatches by Xiao et al. (CHI 2014)

https://www.youtube.com/watch?v=rLQtqTpZBOU&t=129s
wobbrock
Sticky Note
https://www.youtube.com/watch?v=rLQtqTpZBOU&t=129s



Finger-aware shortcuts by Zheng & Vogel (CHI 2016)

wobbrock
Sticky Note
https://www.youtube.com/watch?v=HWp0JBrl8rQ&t=36s

https://www.youtube.com/watch?v=HWp0JBrl8rQ&t=36s


https://www.inkandswitch.com/inkbase/ 

https://www.inkandswitch.com/inkbase/


Land lines by Lieberman & Felsen (2016)           https://lines.chromeexperiments.com/ 

https://lines.chromeexperiments.com/
wobbrock
Sticky Note
https://www.youtube.com/watch?v=w6-LK9BOVTA

https://www.youtube.com/watch?v=w6-LK9BOVTA


Takeaways

• UIST is definitely the place for novel UI inventions!
• But it also has a long history of contributions that make known 

things easier to do (e.g., UI toolkits)
• For maximum impact, we must continue to prioritize both!
• This means:

• Make your contributions easy to take up and use by others
• Enable others to replicate and test your innovations
• “White box” your prototypes and algorithms
• Think beyond your UIST publication!

(Yes, some of these are in tension with commercial priorities)



Thank you!
Jacob O. Wobbrock
University of Washington
wobbrock@uw.edu 

Andrew D. Wilson
Microsoft Research
awilson@microsoft.com 

Yang Li
University of Washington
(Now at Google DeepMind)
liyang@google.com https://depts.washington.edu/acelab/proj/dollar/ 
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