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Chapter 5
Situationally-Induced Impairments
and Disabilities

Jacob O. Wobbrock

Abstract This chapter presents an overview of situationally-induced impairments
and disabilities, or SIIDs, which are caused by situations, contexts, or environments
that negatively affect the abilities of people interacting with technology, especially
when they are on-the-go. Although the lived experience of SIIDs is, of course, unlike
that of health-induced impairments and disabilities, both can be approached from an
accessibility point-of-view, as both benefit from improving access and use in view of
constraints on ability. This chapter motivates the need for the conception of SIIDs,
relates the history of this conception, and places SIIDs within a larger framework of
Wobbrock et al.’s ability-based design (ACMTransAccessComput 3(3), 2011,Com-
mun ACM 61(6):62–71, 2018). Various SIIDs are named, categorized, and linked
to prior research that investigates them. They are also illustrated with examples in
a space defined by two dimensions, location and duration, which describe the
source of the impairing forces and the length of those forces’ persistence, respec-
tively. Results from empirical studies are offered, which show how situational factors
affect technology use and to what extent. Finally, specific projects undertaken by
this chapter’s author and his collaborators show how some situational factors can be
addressed in interactive computing through advanced sensing, modeling, and adapt-
ing to users and situations. As interactive computing continues to move beyond the
desktop and into the larger dynamic world, SIIDs will continue to affect all users,
with implications for human attention, action, autonomy, and safety.

5.1 Introduction

The computer user of today would be quite unrecognizable to the computer user of
30 years ago. Most likely, that user sat comfortably at a desk, typed with two hands,
and was not distracted or bothered by outside people, noises, forces, or situations.
He would have enjoyed ample lighting, a dry environment, moderate ambient tem-
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peratures, and a physically safe environment. Of course, these conditions describe
most of today’s office computing environments as well. But the computer user of
today can also be described quite differently (Kristoffersen and Ljungberg 1999).
Today, such a user might be walking through an outdoor space, her attention repeat-
edly diverted to her surroundings as she navigates among people, along sidewalks,
through doors, up and down stairs, and amidst moving vehicles. She might be in the
rain, her screen getting wet. Her hands might be cold so that her fingers feel stiff
and clumsy. She might only be able to hold her computer in one hand, as her other
arm carries groceries, luggage, or an infant. She might be doing all of this at night,
when lighting is dim and uneven, or in the blazing heat of a sunny day, with sweat
and glare making it difficult to use her screen.

The computer in the above scenario is not much like the desktop computer of 30
years ago. Today’s mobile and wearable computers, especially smartphones, tablets,
and smartwatches, enable us to interact with computers in a variety of situations,
contexts, and environments. But the flexibility of computing in these settings does
not come for free—it comes at a cost to our cognitive, perceptual, motor, and social
abilities. These abilities are taxed all the more in mobile, dynamic settings, where
we must attend to more than just a computer on our desk.

The notion that situations, contexts, and environments can negatively affect our
abilities, particularly when it comes to our use of computers, has been framed in
terms of disability (Gajos et al. 2012; Newell 1995; Sears et al. 2003; Sears and
Young 2003; Vanderheiden 1997; Wobbrock 2006). When disability is conceptu-
alized as limits on ability, then a notion of “situational disabilities” is meaningful,
because situations ofmany kinds clearly limit the expression of our abilities. In recent
years, an increasing number of studies show how various situations, contexts, and
environments negatively affect people’s abilities to interact with computing systems
(e.g., Dobbelstein et al. 2017; Lin et al. 2007; Ng et al. 2014a; Sarsenbayeva et al.
2016, 2018). Also, researchers in human–computer interaction have developedwork-
ing prototypes to demonstrate the feasibility of sensing and overcoming situational
disabilities (e.g., Goel et al. 2012a; Mariakakis et al. 2015; Qian et al. 2013b; Sarsen-
bayeva et al. 2017a), often employing smartphone sensors and machine learning to
adapt interfaces to better suit their users in given contexts.

Despite a trend in framing certain challenges as arising from situational disabil-
ities, the concept of situational disabilities is not without controversy. One might
argue that calling a “disability” that which can be alleviated by a change in circum-
stances diminishes the lived experiences of those with lifelong disabilities. A person
experiencing a situational disability suffers neither the sting of stigma nor the exile of
exclusion. Modern social scientists acknowledge that disability is as much a cultural
identifier as it is a personal ascription (Mankoff et al. 2010; Reid-Cunningham 2009;
Sinclair 2010), and nondisabled people experiencing a situational disability take no
part in, and make no contribution to, a “disability culture.” In fact, neither a person
experiencing a situational disability, nor anyone observing him or her, regards that
person as having a disability at all. No accommodations are required; no laws must
be enacted; no rights must be protected or enshrined. Perhaps, therefore, the notion
of SIIDs is not only wrong, but also misguided and offensive.
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Indeed, the aforementioned arguments have merit. There should be no confusing
situational disabilities with sensory, cognitive, or health-related disabilities. And yet,
many researchers today find that the notion of situational disabilities offers a useful
perspective, providing at least three benefits:

First, the notion of situational disabilities highlights that everyone experiences
limits to their abilities, sometimes drastic ones (Saulynas et al. 2017; Saulynas and
Kuber 2018), when interacting with technology in dynamic situations, contexts, or
environments. The notion is a reminder that disability is not just “about others”
but about people generally, and accessibility is for everyone to varying degrees.
Perhaps, this perspective simply redefines the term “disability” to be synonymous
with “inability,” inwhich case, one could promote the phrase “situational inabilities”;
but thus far, the field has adopted a disability lens and viewed situational challenges
to ability in terms of accessibility.

Second, the notion of situational disabilities is about finding design solutions
that benefit multiple people. Of course, the experience of a person holding a bag of
groceries is nothing like the experience of a person with one arm; but a smartphone
capable of being operated easily by one hand might be usable by and beneficial to
both people. In this sense, when one allows for situational disabilities in one’s design
thinking, one approaches designing for all users and their abilities—for what they
can do in a given situation, and not what they cannot do (Bowe 1987; Chickowski
2004; Newell 1995; Wobbrock et al. 2011, 2018).

Third, situational disabilities have real, even life or death, consequences because
people’s abilities are significantly diminished by them. For example, the popular
press has reported regularly on walking “smartphone zombies” who have hit and
been hit by other people, objects, and vehicles (Brody 2015; Haberman 2018; Richtel
2010). In 2009–2010, The New York Times ran an entire series on the negative
impacts on human attention due to texting while driving (Richtel et al. 2009).
Frighteningly, the Federal Communications Commission estimates that at any given
daylight moment in the United States, 481,000 drivers are texting while driving.1

Cities around the world are attempting to remedy these dangers. In Stockholm,
Sweden, traffic signs alert drivers to obliviouswalking texters.2 InChongqing, China,
city officials have divided their sidewalks into two lanes, one for people fixated
on their smartphones and one for people promising to refrain.3 London, England
experimentedwith padded lampposts along some of its lanes after injurious collisions
by texting walkers.4 In Bodegraven, near Amsterdam, red lights at busy intersections
illuminate the sidewalks at people’s feet so that smartphone users looking down halt
before entering crosswalks prematurely.5 The Utah Transit Authority fines people

1https://www.fcc.gov/consumers/guides/dangers-texting-while-driving.
2https://www.telegraph.co.uk/news/worldnews/europe/sweden/12139462/Road-signs-warn-
pedestrians-not-to-use-smartphones.html.
3http://www.newsweek.com/chinese-city-creates-cell-phone-lane-walkers-271102.
4https://www.independent.co.uk/news/world/americas/honolulu-texting-walking-hawaii-city-
distracted-pedestrian-law-a8018686.html.
5https://www.nytimes.com/2017/10/23/business/honolulu-walking-and-texting-fine.html.

https://www.fcc.gov/consumers/guides/dangers-texting-while-driving
https://www.telegraph.co.uk/news/worldnews/europe/sweden/12139462/Road-signs-warn-pedestrians-not-to-use-smartphones.html
http://www.newsweek.com/chinese-city-creates-cell-phone-lane-walkers-271102
https://www.independent.co.uk/news/world/americas/honolulu-texting-walking-hawaii-city-distracted-pedestrian-law-a8018686.html
https://www.nytimes.com/2017/10/23/business/honolulu-walking-and-texting-fine.html
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$50 USD for distracted walking near light rail tracks, which includes texting while
walking.6 In Honolulu, Hawaii and Montclair, California, recent distracted walking
laws make it illegal to text while crossing the street (Haberman 2018).7

When faced with the challenges and consequences of situational disabilities, cre-
ators of interactive technologies must ask what they can do to better understand these
negative effects and how to design solutions to address them. This chapter is devoted
to furthering these aims.

5.2 Background

Andrew Sears and Mark Young first joined the words “situational” and “disabili-
ties” together in 2003. The full phrase for their concept was “situationally-induced
impairments and disabilities (SIIDs)” (Sears and Young 2003) (p. 488). Their key
observation was:

Both the environment in which an individual is working and the current context (e.g., the
activities in which the person is engaged) can contribute to the existence of impairments,
disabilities, and handicaps (p. 488).

In a paper that same year, Sears et al. (2003) focused on the relevance of SIIDs
to ubiquitous computing:

As computers are embedded into everyday things, the situations users encounter become
more variable. As a result, situationally-induced impairment and disabilities (SIID) [sic]
will become more common and user interfaces will play an even more important role. …
Both the work environment and the activities the individual is engaged in can lead to SIID
(pp. 1298, 1300).

In both papers, the authors borrowed from theWorld Health Organization (WHO)
(World Health Organization 2000) when distinguishing among impairments, disabil-
ities, and handicaps. This chapterwill generally use the acronymSIIDs, and it isworth
noting the distinctions between impairments, disabilities, and handicaps. According
to Sears and Young (2003), who paraphrase the WHO classification:

• Impairments are “a loss or abnormality of body structure or function.” Impairments
generally manifest as limitations to perception, action, or cognition; they occur at
a functional level. Impairments can be caused by health conditions. For example,
arthritis (a health condition) might cause stiffness in the fingers (an impairment).
Impairments can also be caused by a user’s environment. For example, stiffness
in the fingers might also be caused by cold temperatures from prolonged outdoor
exposure.

6http://www.businessinsider.com/apps-and-street-signs-to-get-people-to-stop-texting-and-
walking-2016-2/#salt-lake-city-utah-a-50-fine-6.
7https://www.nytimes.com/2017/10/23/business/honolulu-walking-and-texting-fine.html.

http://www.businessinsider.com/apps-and-street-signs-to-get-people-to-stop-texting-and-walking-2016-2/#salt-lake-city-utah-a-50-fine-6
https://www.nytimes.com/2017/10/23/business/honolulu-walking-and-texting-fine.html
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• Disabilities are “difficulties an individual may have in executing a task or action.”
Disabilities are generally activity limitations; they occur at a task level. Theymight
be caused by impairments. For example, stiffness in the fingers (an impairment)
might lead to the inability to use a smartphone keyboard (a disability). Disabilities
might also be caused by the user’s context. For example, walking might cause
enough extraneous body motion that using a smartphone keyboard is too difficult
without stopping.

• Handicaps are “problems an individual may experience in involvement in life
situations.” Handicaps are generally restrictions on participation in society; they
occur at a social level. They are often caused by disabilities. For example, difficulty
using a computer keyboard (a disability) might result in the inability to search for
and apply to jobs online (a handicap). Handicaps might also be caused by a user’s
situation. For example, the distraction caused by incoming text messages might
make it difficult for a user to participate in face-to-face conversations at a meeting
or cocktail party.

Although this chapterwill refer toSIIDs as encompassingboth “situational impair-
ments” and “situational disabilities,” it is useful to consider their difference. For the
purpose of technology design, “situational disabilities” is a helpful notion because
it is at the level of tasks and activities that design opportunities present them-
selves—i.e., how to make a certain task or activity more achievable for users. In
contrast, “situational impairments” says nothing about the specific tasks or activi-
ties being attempted. For example, addressing stiff fingers due to cold temperatures
(a situational impairment) says nothing about the task being attempted or the tech-
nology being used; a remedy might simply be to wear gloves. But if the intended
activity is “texting on a small smartphone keyboard,” then stiff fingers and gloves
are both likely to be a problem. In considering how to design technologies to be
more usable and accessible in the presence of SIIDs, we consider how we can better
enable accomplishing specific tasks and activities.

Sears and Young (2003) were not the first to observe that situations, contexts, and
environments can give rise to disabling conditions. In 1995, eight years prior, Alan
F. Newell began his edited volume on Extra-Ordinary Human-Computer Interaction
with a chapter containing a subsection entitled, “People are handicapped by their
environments” (Newell 1995) (pp. 8-9). In it, he described a soldier on a battlefield:

He or she can be blinded by smoke, be deafened by gunfire, be mobility impaired by being up
to the waist in mud, have poor tactile sensitivity and dexterity because of wearing a chemical
warfare suit, and be cognitively impaired because of being scared stiff of being killed—and
this is before the solider is wounded! If one were to measure the effective abilities of a person
in such an environment, they would be poor enough over a number of dimensions for him or
her to be classified as severely disabled in a more normal environment (p. 9).

Newell went on to argue that everyone has a certain set of abilities and degrees
of those abilities, and situations, contexts, and environments play a major role in
affecting the expression of abilities in all people.
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Two years after Newell, in 1997, Gregg C. Vanderheiden (1997) articulated the
benefits of designing for people in disabling situations, arguing that when done
successfully, it creates more accessible interfaces for people with disabilities also:

If we design systems which are truly ubiquitous and nomadic; that we can use whether we
are walking down the hall, driving the car, sitting at our workstation, or sitting in a meeting;
that we can use when we’re under stress or distracted; and that make it easy for us to locate
and use new services—we will have created systems which are accessible to almost anyone
with a physical or sensory disability (p. 1439).

Vanderheiden (1997) further emphasized:

[D]ifferent environments will put constraints on the type of physical and sensory input and
output techniques that will work (e.g., it is difficult to use a keyboard when walking; it is
difficult and dangerous to use visual displays when driving a car; and speech input and
output, which work great in a car, may not be usable in a shared environment, in a noisy
mall, in the midst of a meeting, or while in the library). … [M]ost all of the issues around
providing access to people with disabilities will be addressed if we simply address the issues
raised by [this] “range of environments” (p. 1440).

Two years later, in 1999, Steinar Kristoffersen and Fredrik Ljungberg (1999)
published a seminal study of mobile group work, observing in the process that the
impediments to successful interaction are not only due to deficiencies in mobile
platformdesign, but due to the situations inwhich suchplatforms are used. In studying
telecommunications engineers and maritime consultants, they observed:

The context in which these people use computers is very different from the office … Four
important features of the work contexts studied are: (1) Tasks external to operating the mobile
computer are the most important, as opposed to tasks taking place “in the computer” (e.g.,
a spreadsheet for an office worker); (2) Users’ hands are often used to manipulate physical
objects, as opposed to users in the traditional office setting, whose hands are safely and
ergonomically placed on the keyboard; (3) Users may be involved in tasks (“outside the
computer”) that demand a high level of visual attention (to avoid danger as well as monitor
progress), as opposed to the traditional office setting where a large degree of visual attention
is usually directed at the computer; (4) Users may be highly mobile during the task, as
opposed to in the office, where doing and typing are often separated (p. 276) (emphasis
theirs).

In 2006, three years after Sears and Young coined their “SIIDs” acronym, and
still prior to the advent of the Apple iPhone in 2007, Wobbrock (2006) identified
four trends in mobile computing, one of which was the need to make mobile devices
more usable in the presence of situational impairments. Wobbrock wrote:

As mobile devices permeate our lives, greater opportunities exist for interacting with com-
puters away from the desktop. But the contexts of mobile device use are far more varied, and
potentially compromised, than the contexts in which we interact with desktop computers.
For example, a person using a mobile device on the beach in San Diego may struggle to read
the device’s screen due to glare caused by bright sunlight, while a user on an icy sidewalk
in Pittsburgh may have gloves on and be unable to accurately press keys or extract a stylus
(p. 132).

Wobbrock (2006) went on to suggest design opportunities that could help reduce
the negative impacts of SIIDs:
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Ultimately, it should be feasible to construct devices and interfaces that automatically
adjust themselves to better accommodate situational impairments. … A device could sense
environmental factors like glare, light levels, temperature, walking speed, gloves, ambient
noise—perhaps even user attention and distraction—and adjust its displays and input mech-
anisms accordingly. For example, imagine a device that is aware of cold temperatures, low
light levels, and a user who is walking and wearing gloves. The device could automatically
adjust its contrast, turn on its backlight, and enlarge its font and soft buttons so as to make the
use of a stylus unnecessary. If it detects street noise it could raise the volume of its speakers
or go into vibration mode. In short, understanding situational impairments presents us with
opportunities for better user models, improved accessibility, and adaptive user interfaces
(p. 132).

Although more than a dozen years have passed since these ideas were proposed,
and in that time we have seen an explosion of “smart” and wearable devices, these
devices still remain largely oblivious to their users’ situations, contexts, and envi-
ronments. Even in the research literature, only a handful of projects demonstrate
the sensing, modeling, and adaptive capabilities necessary to approach the kind of
accommodations proposed above.8 Clearly, more progress in developing “situation-
ally aware” and “situationally accessible” technologies is needed.

The early writings by Sears et al. (2003), Sears and Young (2003), Newell (1995),
Vanderheiden (1997), Kristoffersen and Ljungberg (1999), Wobbrock (2006), and
others clearly established the link between situation, accessibility, and disability that
underlies the notion of SIIDs today. Most recently, Wobbrock et al. (2011, 2018)
developed ability-based design as a holistic design approach that takes both ability
and situation into account, unifying “designing for people with disabilities” and
“designing for people in disabling situations.” Although a full treatment of ability-
based design is beyond the current scope, it represents the most unified conception
of SIIDs and their relation to accessible design to date. What seems necessary going
forward are more technological breakthroughs and infrastructure to enable designers
and engineers to sense the presence of (or potential for) SIIDs and overcome them.

5.3 Situations, Contexts, and Environments

This chapter has, thus far, used the words “situation,” “context,” and “environment”
rather loosely and interchangeably. Here is neither the first place to do so nor the
first place to attempt a more formal separation of these terms. In the abstract of their
highly cited article on context-aware computing, Dey et al. (2001) utilize all three of
these words within their one-sentence definition:

By context, we refer to any information that characterizes a situation related to the interaction
between humans, applications, and the surrounding environment (p. 97) (emphasis ours).

The precise meanings of these terms in computing have not reached consensus
despite being discussed for decades (see, e.g., Bristow et al. 2004; Dey et al. 2001;

8Some of the author’s projects are offered as examples near the end of this chapter.
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Dourish 2004; Pascoe 1998; Schmidt et al. 1999; Sears et al. 2003). Nonetheless,
the terms present relevant differences that are useful when discussing SIIDs. For our
purposes, we employ the following distinctions, which we admit are not always in
keeping with definitions from prior work since those, too, are mixed:

• Situation refers to the specific circumstance in which the user finds him- or herself.
The situation encompasses the “immediate now” of the user.

• Context refers to the current activities in which the user is generally engaged,
including the user’s purpose, goals, and motivations for those activities, and the
user’s physical, mental, and emotional state while doing those activities.

• Environment refers to the larger setting the user is in, including both the physical
and social setting.

The three terms above, progressing from situation to context to environment,
increase scope in time and space. A situation is highly specific, immediate, and local.
A context is broader, as activities have a narrative arc to them, including what came
before andwhat comes next; moreover, users undergo a process of doing, feeling, and
experiencing along this arc. An environment is broader still, encompassing physical
and social dimensions beyond the user’s immediate locale but that influence the user
nonetheless.

An example helps make the above distinctions clear. Consider a worker in a
factory (the environment) welding metal parts while wearing a dark welder’s mask
(the context). A red light on a nearby wall suddenly illuminates (the situation), but
is not visible through the welder’s dark mask (an impairment), causing the welder to
remain unaware of a potential safety hazard (a disability), thereby violating company
protocol by failing to evacuate the building (a handicap).

The above distinctions make clear, then, that the term “situational impairment”
refers to a functional limitation experienced by a user in a specific circumstance;
similarly, the term “situational disability” refers to the task or activity limitation
experienced by a user in a specific circumstance. These two notions are therefore
combined in “situationally-induced impairments and disabilities,” or SIIDs (Sears
et al. 2003; Sears and Young 2003).

5.4 A Categorized List of Factors That Can Cause SIIDs

The expanse of potential impairing or disabling factors that can arise for users of
interactive computing technologies is vast indeed. Table 5.1 offers a list of such fac-
tors, assembled in part from prior sources (Abdolrahmani et al. 2016; Kane et al.
2008; Newell 1995; Sarsenbayeva et al. 2017b; Saulynas et al. 2017; Sears et al.
2003; Sears and Young 2003; Vanderheiden 1997; Wobbrock et al. 2018) and cate-
gorized here in an original scheme (behavioral, environmental, attentional, affective,
social, and technological). References to empirical studies that have explored each
factor are listed, along with technological inventions that have attempted to sense or



5 Situationally-Induced Impairments and Disabilities 67

accommodate that factor. The references assembled are not comprehensive, but they
give the interested reader plenty to peruse.

5.5 A Two-Dimensional Space of Impairing and Disabling
Factors

Within the framework of ability-based design, Wobbrock et al. (2018) defined a
two-dimensional space in which examples of impairing and disabling factors can
be arranged. Portraying this space allows one to consider a broad range of factors,
both health-induced and situationally-induced. Specifically, one axis for this space
is Location, which refers to whether the potentially disabling factor comes from
within the user (“intrinsic”), arises external to the user (“extrinsic”), or is a mix of
both. Another axis is Duration, a spectrum for indicating whether the potentially
disabling factor ranges from very short-lived to very long-lived. SIIDs tend to arise
from short-lived extrinsic factors, but they are not limited to this zone. Table 5.2,
adapted from prior work (Wobbrock et al. 2018, p. 67), shows an example in each
zone of the two-dimensional space.

5.6 Some Empirical Results of SIIDs in Mobile
Human–Computer Interaction

This section highlights some empirical results from studies of situational factors
found in Table 5.1. Three factors that can affect people’s interactions with mobile
devices and services are discussed:walking, cold temperatures, and divided attention.
Each is addressed in turn.

5.6.1 The Effects of Walking

Perhaps unsurprisingly, walking has received the most attention by researchers wish-
ing to understand the effects of SIIDs on mobile computing, especially on the use of
smartphones. It is not only users’ abilities that are affected by walking—it is walk-
ing itself that is also affected by interacting when mobile. For example, walking
speed slows by about 30–40% when interacting with a handheld touch screen device
(Barnard et al. 2005; Bergstrom-Lehtovirta et al. 2011; Brewster et al. 2003; Lin et al.
2007; Marentakis and Brewster 2006; Mizobuchi et al. 2005; Oulasvirta et al. 2005;
Schedlbauer et al. 2006; Schildbach and Rukzio 2010; Vadas et al. 2006). Here, we
report specifically on target acquisition (i.e., pointing), text entry, and text readability
while walking.



68 J. O. Wobbrock

Table 5.1 Potentially disabling situational, contextual, and environmental factors that can nega-
tively affect a user’s ability to interact with computing technologies and services. Studies of these
factors’ effects on use, and technology inventions to sense or accommodate them, are referenced

Disabling factors Empirical studies Sensing and accommodating

Behavioral

Walking Abdolrahmani et al. (2016),
Barnard et al. (2005, 2007),
Bergstrom-Lehtovirta et al.
(2011), Brewster (2002),
Chamberlain and Kalawsky
(2004), Clawson et al.
(2014), Dobbelstein et al.
(2017), Kane et al. (2009),
Lin et al. (2005, 2007), Lu
and Lo (2018), Mizobuchi
et al. (2005), Mustonen et al.
(2004), Ng et al. (2014a,
2015), Nicolau and Jorge
(2012), Oulasvirta et al.
(2005), Perry and Hourcade
(2008), Price et al. (2004),
Schedlbauer and Heines
(2007), Schedlbauer et al.
(2006), Schildbach and
Rukzio (2010), Vadas et al.
(2006), Zucco et al. (2006)

Brewster et al. (2003), Goel
et al. (2012a)
Hincapié-Ramos and Irani
(2013), Kane et al. (2008), Lu
and Lo (2018), MacKay et al.
(2005), Marentakis and
Brewster (2006), Mott and
Wobbrock (2019), Qian et al.
(2013a, b), Vertanen and
Kristensson (2009), Yamabe
and Takahashi (2007), Yang
et al. (2012), Yatani and
Truong (2007, 2009), Zhou
et al. (2016)

Riding (e.g., in a car, bus, etc.) Abdolrahmani et al. (2016),
Brewster et al. (2007), Kane
et al. (2009), Naftali and
Findlater (2014)

Brewster et al. (2007)

Driving Alm and Nilsson (1994,
1995), Brookhuis et al.
(1991), Brown et al. (1969),
Brumby et al. (2009),
Fridman et al. (2018), Fussell
et al. (2002), Goodman et al.
(1999), Haigney et al. (2000),
McKnight and McKnight
(1993), Redelmeier and
Tibshirani (1997), Reed and
Green (1999), Schneider and
Kiesler (2005), Strayer and
Johnston (2001)

Manalavan et al. (2002),
Paredes et al. (2018), Qian
et al. (2013b)

Operating machinery (e.g., in
a factory)

Navigating obstacles Abdolrahmani et al. (2016),
Barnard et al. (2007), Lin
et al. (2007), Vadas et al.
(2006)

Hincapié-Ramos and Irani
(2013)

(continued)
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Table 5.1 (continued)

Disabling factors Empirical studies Sensing and accommodating

Various postures or grips Azenkot and Zhai (2012), Le
et al. (2018), Ng et al.
(2014a), Nicolau and Jorge
(2012), Schedlbauer et al.
(2006), Wobbrock et al.
(2008)

Cheng et al. (2012a, b), Goel
et al. (2012b), Lim et al.
(2016), Yin et al. (2013)

One-handed use,
hands-busy/free use

Abdolrahmani et al. (2016),
Karlson et al. (2008), Le et al.
(2018), Parhi et al. (2006),
Perry and Hourcade (2008),
Price et al. (2004)

Boring et al. (2012), Goel
et al. (2012b, 2013), Huot
and Lecolinet (2006),
Karlson and Bederson
(2007), Karlson et al. (2005),
Miyaki and Rekimoto (2009),
Pascoe et al. (2000),
Sawhney and Schmandt
(2000), Yang et al. (2012)

Encumbrance (e.g., carrying
luggage)

Abdolrahmani et al. (2016),
Dobbelstein et al. (2017), Ng
et al. (2014a, b, 2015), Wolf
et al. (2017)

Device out of reach Naftali and Findlater (2014)

Wearing impeding clothing
(e.g., gloves)

Naftali and Findlater (2014)

Environmental

Vibration

Cold temperatures Blomkvist and Gard (2000),
Goncalves et al. (2017),
Halvey et al. (2012),
Sarsenbayeva et al. (2016),
Ylipulli et al. (2014)

Sarsenbayeva et al. (2017a)

Ambient noise Abdolrahmani et al. (2016),
Sarsenbayeva et al. (2018),
Wolf et al. (2017)

Qian et al. (2013b), Reis et al.
(2009), Zamora et al. (2017)

Rainwater, humidity Halvey et al. (2012), Naftali
and Findlater (2014), Ylipulli
et al. (2014)

Tung et al. (2018)

Dim light, darkness Barnard et al. (2005, 2007),
Kane et al. (2009), Ylipulli
et al. (2014)

Bright light, glare Fisher and Christie (1965),
Fry and Alpern (1953), Kane
et al. (2009), Macpherson
et al. (2018), Tigwell et al.
(2018a, b)

LiKamWa and Zhong (2011)

Coloration Flatla and Gutwin (2010) Flatla and Gutwin (2012a, b)

(continued)
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Table 5.1 (continued)

Disabling factors Empirical studies Sensing and accommodating

Smoke, fog, smog, haze Wolf et al. (2017)

Difficult terrain (e.g., ice,
mud, stairs)

Confinement, constraining
spaces

Extraneous forces (e.g.,
G-forces)

Attentional

Divided attention, distraction Abdolrahmani et al. (2016),
Bragdon et al. (2011), Lu and
Lo (2018), Oulasvirta (2005),
Oulasvirta et al. (2005)

van Dantzich et al. (2002),
Horvitz et al. (2003), Kern
et al. (2010), Mariakakis et al.
(2015), Pascoe et al. (2000)

Diverted gaze, eyes-busy,
eyes-free use

Fussell et al. (2002), Price
et al. (2004)

Azenkot et al. (2013),
Brewster et al. (2003), Chen
et al. (2014), Ghosh et al.
(2018), Hincapié-Ramos and
Irani (2013), Li et al. (2008),
Lumsden and Brewster
(2003), MacKenzie and
Castellucci (2012),
Mariakakis et al. (2015),
Pielot et al. (2012), Saponas
et al. (2011), Sawhney and
Schmandt (2000), Tinwala
and MacKenzie (2009, 2010),
Zhao et al. (2007)

Interruptions Adamczyk and Bailey
(2004), Czerwinski et al.
(2004), Iqbal and Horvitz
(2007), Kane et al. (2009),
Karlson et al. (2010), Mark
et al. (2005, 2008),
McFarlane (2002), Salvucci
(2010)

Fischer et al. (2011), Fogarty
et al. (2005), Horvitz et al.
(1999), Parnin and DeLine
(2010)

Multitasking Abdolrahmani et al. (2016),
Brumby et al. (2009),
Czerwinski et al. (2004),
Gonzalez and Mark (2004),
Levy et al. (2011, 2012),
Salvucci and Bogunovich
(2010), Su and Mark (2008),
Zhang and Hornof (2014)

Smith et al. (2003), Vizer and
Sears (2017), Wang and
Chang (2010)

(continued)
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Table 5.1 (continued)

Disabling factors Empirical studies Sensing and accommodating

Information overload Fussell et al. (2002), Levy
et al. (2011, 2012)

High cognitive workload Salvucci and Bogunovich
(2010), Schildbach and
Rukzio (2010)

Fridman et al. (2018), Kosch
et al. (2018)

Affective

Stress, anxiety Levy et al. (2011, 2012) Ciman and Wac (2018),
Ciman et al. (2015), Costa
et al. (2016), Ghandeharioun
and Picard (2017),
Hernandez et al. (2014),
Maehr (2008), Moraveji et al.
(2011, 2012), Paredes et al.
(2018), Sun et al. (2014)

Fear

Fatigue, exhaustion Kane et al. (2009),
Williamson and Feyer (2000)

Dinges and Powell (1985)

Haste

Elation

Intoxication Peterson et al. (1990),
Vuchinich and Sobell (1978)

Mariakakis et al. (2018)

Social

Conversation, multiple
conversations

Mayer et al. (2018)

Crowds Kane et al. (2009)

Social norms or expectations Abdolrahmani et al. (2016) Qian et al. (2013b)

Laws, policies, or procedures

Privacy or security concerns Naftali and Findlater (2014)

Technological

Small output displays (e.g.,
tiny fonts)

Brewster (2002), Christie
et al. (2004), Kim and Albers
(2001), Yesilada et al. (2010)

Baudisch and Chu (2009),
Baudisch et al. (2004),
Wobbrock et al. (2002)

Small input areas (e.g., tiny
keys)

Brewster et al. (2007),
Clarkson et al. (2005),
Clawson et al. (2014),
Yesilada et al. (2010)

Brewster et al. (2007), Chen
et al. (2014), Miniotas et al.
(2003), Oney et al. (2013),
Shibata et al. (2016)

Lack of power (e.g., dead
battery)

Lack of connectivity (e.g.,
Wi-Fi out)
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Table 5.2 Examples of impairing or disabling factors, many of which are situational in nature,
categorized on a two-dimensional space defined by location and duration. The former distin-
guishes factors that come primarily from within people or from outside them. The latter indicates
how long-lived factors are. Accessibility research and practice applies not just to long-lived health-
induced impairments and disabilities, but also to SIIDs, which are found largely, but not exclusively,
in the rightmost column

LOCATION
DURATION From within

(“intrinsic”)
Mixed, both From without

(“extrinsic”)

Seconds Double vision from
watery eyes

Sneezing from
allergies due to pollen

Loud truck passing

Minutes Out of breath from
sprinting

Wheelchair users
encountering stairs

Arms full of groceries

Hours Sleeping Intoxication Prisoner’s
straightjacket during
prison transfer

Days Soreness from exercise Illness from common
cold

Walking over difficult
terrain while hiking

Weeks Ankle sprain Injured arm in a hard
cast

Solitary confinement

Months Insomnia Seasonal affective
disorder

Darkness in Alaskan
winter

Years Young children’s
psychomotor
development

Addiction Incarceration

Decades or more Muscular dystrophy Color vision deficiency Heavy water, air, or
soil pollution

Target Acquisition. Prior studies have shown that walking reduces human motor
performance. In a stylus-based target-tapping task modeled with Fitts’ law (Fitts
1954; MacKenzie 1992; Soukoreff and MacKenzie 2004), Lin et al. (2005, 2007)
demonstrated the appropriateness of that law and showed that Fitts’ throughput, a
combined speed–accuracy measure of pointing efficiency, was 18.2% higher when
seated than when walking. Schedlbauer and Heines (2007) also confirmed the suit-
ability of Fitts’ law for modeling pointing performance while walking, and measured
standing to have 8.9% higher throughput than walking. They also observed a 2.4×
increase in stylus-tapping errors while walking. Chamberlain and Kalawsky (2004)
conducted a stylus-tapping test, finding a 19.3% increase in target acquisition time
when walking than when standing.

Today’s handheld mobile devices operate more often with fingers than with styli.
Schildbach and Rukzio (2010) evaluated finger-based target acquisition while walk-
ing, finding a 31.4% increase in time and 30.4% increase in errors when walking
compared to standing for small targets (6.74 sq. mm).9 Bergstrom-Lehtovirta et al.

9This target size was based on the Apple iPhone Human Interface Guidelines of 2009.
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(2011) also examined finger touch, but across a range of walking speeds, finding
selection accuracy to be 100% while standing, 85% while walking at 50% of one’s
preferred walking speed (PWS), 80% at full PWS, and degrading quickly thereafter
to only 60% at 140% of PWS.

Human performancewithwearable computers is also subject to the adverse effects
of walking. Zucco et al. (2006) evaluated four handheld input devices in pointing
tasks with a heads-up display.While standing, the gyroscope had the fastest selection
time at 32.2 s, but while walking, it was the slowest at 120.1 s. The trackball, which
had been secondwhile standing at 36.6 s,was the fastestwhilewalking at 37.6 s. Error
rates were lowest for the gyroscope when standing and the touchpad when walking.
More recently, Dobbelstein et al. (2017) evaluated targeting on a smartwatch while
standing and walking, seeing a standing error rate of 2.9% more than triple to 9.7%
when walking.

Text Entry. Prior studies of walking with a mobile device have also focused a
great deal on text entry, a fundamental task in mobile computing. Mizobuchi et al.
(2005) tested stylus keyboards with users who were standing or walking, finding that
text entry speed was slower for walking for all but the largest key size. Text entry
error rates were also generally higher when walking.10 For thumb-based, rather than
stylus-based, touch screen text entry, Nicolau and Jorge (2012) found that when
text entry and walking speeds were maintained from standing to walking, insertion
errors increased from 4.3 to 7.0%, substitution errors increased from 3.8 to 5.5%, and
omission errors increased from 1.7 to 3.0%. Clawson et al. (2014) studied the effects
of walking on text entry with hardware keys, such as the mini-Qwerty keyboards
found on BlackBerry devices. After training each of 36 participants for 300 minutes
to become expert mini-Qwerty typists, their study showed that seated and standing
text entry rates were about 56.7 words per minute (WPM), while walking entry rates
were about 52.5 WPM, a statistically significant reduction. Error rates, however, did
not exhibit a difference for the experts tested.

Using keys, whether “soft” or “hard,” to enter text while walking is a difficult
task, and other input modalities might be better suited. Price et al. (2004) investi-
gated speech-based text entry while walking, finding that walking increases speech
recognition error rates by about 18.3% with an IBM Via Voice Pro system; however,
first training the recognizer while walking improves recognition for both walking
and seated scenarios. Along similar lines, Vertanen and Kristensson (2009) evalu-
atedParakeet, a novelmobile user interface atop the PocketSphinx speech recognizer
(Huggins-Daines et al. 2006). Entry rates for Parakeet were 18.4 WPM indoors and
12.8 WPM outdoors. Speech recognition error rates were 16.2% indoors and 25.6%
outdoors. The authors noted the influence of other situational impairments besides
walking, including wind and sunlight glare, adding further difficulty to the outdoor
tasks.

Text Readability. Input while walking is only half the challenge; output is affected
by walking, too. For example, studies have examined users’ ability to read and com-

10Unfortunately, specific numeric results are not reported directly in the paper. They are graphed
but only support visual estimation.
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prehend text while on-the-go. Early work on this topic by Mustonen et al. (2004)
found that reading speed, visual search speed, and visual search accuracy signif-
icantly decreased with increasing walking speed. Similarly, Barnard et al. (2007)
conducted a reading comprehension task on a personal digital assistant (PDA) with
sitting andwalking participants, finding that walking increased reading time by about
14.0% over sitting, and was about 10.0% less accurate. Vadas et al. (2006) obtained
a similar result: reading comprehension was 17.1% more accurate for seated partic-
ipants than walking participants. Similarly, Schildbach and Rukzio (2010) saw an
18.6% decrease in reading speed due to walking in a mobile reading task.

Although much more could be said about the effects of walking on mobile
human–computer interaction, this brief review makes it clear that walking imposes a
significant hindrance on users’ motor performance, text comprehension, and visual
search. Of course, walking imposes additional constraints on people’s abilities, too,
such as generating body movement, dividing attention, causing fatigue, and so on.
Such effects could be isolated and studied further.

5.6.2 The Effects of Cold Temperatures

In many parts of the world and for many activities, mobile devices are used out of
doors. Capacitive touch screens usually function best when bare fingers are used
to operate them, raising the possibility that ambient temperature could be an issue.
Two recent investigations have examined the effects of cold temperatures on mobile
human–computer interaction. Sarsenbayeva et al. (2016) investigated the effects of
cold temperatures on both fine motor performance and visual search time, finding
the former was reduced significantly by cold but not the latter. Specifically, after
about 10 min of standing in a –10 °C room, touch screen target acquisition in cold
temperatures was 2.5% slower, and 4.7% less accurate, than in warm temperatures
(a 20 °C room). The authors report that 16 of 24 participants “felt they were less
precise in cold rather than in warm [temperatures] … [because of a] sense of cold
and numb fingers” (p. 92).

A follow-up study by Goncalves et al. (2017) produced findings from a formal
Fitts’ law-style target acquisition task using index fingers and thumbs on a smart-
phone. They found that Fitts’ throughput was higher in warm temperatures (a 24
°C room) than in cold temperatures (a –10 °C room) for index fingers and thumbs.
Interestingly, speed was slower in cold temperatures, but accuracy was lower only
for the thumb, not for the index finger. As the authors observed:

One potential reason why this effect was stronger in one-handed operation (i.e. using the
thumb) is that […] [the task] required thumb movement and dexterity, whereas when com-
pleting the task with the index finger, no finger dexterity was required since the task required
more of the wrist movement, than finger movement (p. 362).

Commendably, the authors of these studies did not stop with their empirical find-
ings, but proceeded to take initial steps to sense ambient cold using temperature
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effects on a smartphone’s battery Sarsenbayeva et al. (2017a). Perhaps future mobile
devices and interfaces used for prolonged periods in cold weather will automatically
adapt to such environments.

5.6.3 The Effects of Divided Attention and Distraction

In 1971, Herb Simon famously wrote (Simon 1971):

In an information-rich world, the wealth of information means a dearth of something else:
a scarcity of whatever it is that information consumes. What information consumes is rather
obvious: it consumes the attention of its recipients. Hence a wealth of information creates a
poverty of attention and a need to allocate that attention efficiently among the overabundance
of information sources that might consume it (pp. 40–41).

Today, nigh on 50 years after Simon’s quote, it is even more relevant in the
context of mobile human–computer interaction, where situational, contextual, and
environmental factors can contribute to regular and repeated distractions, resulting
in highly fragmented and divided attention.

Oulasvirta (2005) and Oulasvirta et al. (2005) were pioneers in quantifying just
how fragmented our attention iswhen computing on-the-go. Specifically, they studied
attention fragmentation arising from participants moving through urban settings:
walking down quiet and busy streets, riding escalators, riding buses, and eating at
cafés. Findings indicate that on a mobile Web browsing task, depending on the
situation, participants’ attention focused on the device for only about 6–16 s before
switching away for about 4–8 s and then returning. Clearly, the fragmentation of
our attention during mobile interactions is very different from that during focused
desktop work (Kristoffersen and Ljungberg 1999).

Bragdon et al. (2011) studied three different levels of distraction, with a particular
interest in how touch screen gestures compare to soft buttons. Distractions were
operationalized using situation awareness tasks, with three levels: sitting with no
distractions, treadmill walking with a moderate situation awareness task, and sitting
with an attention-saturating task. They found that bezel marks (Roth and Turner
2009)—swipe gestures that begin off-screen on a device’s bezel and come onto the
screen to form a specific shape (e.g., an “L”)—were 13.4–18.7% faster with slightly
better accuracy than conventional soft buttons for the distraction tasks. The time
taken to use soft buttons degraded with increasing levels of distraction, but not so
with bezel marks. Also, the number of glances at the screen with soft buttons was
over 10× as much than for bezel marks, occurring on 98.8% of trials compared to
just 3.5% for bezel marks! These results show that conventional touch screen soft
buttons demand much more time and attention than do touch screen gestures.

People with health-induced impairments and disabilities also experience SIIDs
(Kane et al. 2009). Abdolrahmani et al. (2016) conducted interviews with eight blind
participants about their experiences of SIIDs. Problems that emerged included the
challenges of one-handed device use while using a cane; the inability to hear auditory
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feedback in noisy or crowded settings; an unwillingness to use a device on buses or
trains due to privacy and security concerns; difficulties entering text when riding
public transportation due to vibration and ambient noise; cold and windy weather
affecting device use; the inability to use a device while encumbered (e.g., while
carrying shopping bags); the demands of attending to the environment (e.g., curbs,
steps, cars, etc.) while also interacting with a device; and the challenge of covertly
and quickly interacting with a device without violating social norms (e.g., when in
a meeting). Thus, the SIIDs experienced by blind users are much the same as, but
more intrusive than, the SIIDs experienced by sighted users. Although challenging
to design, interfaces that enable blind users to overcome SIIDs undoubtedly would
be more usable interfaces for sighted people, too.

5.7 Some Example Projects Addressing SIIDs in Mobile
Human–Computer Interaction

General context-aware computing infrastructures have been pursued for many years
(e.g., Dey et al. 2001; Mäntyjärvi and Seppänen 2003; Pascoe 1998; Schmidt et al.
1999a, b), but as shown in Table 5.1, specific technological innovations have also
been pursued to sense or accommodate certain SIIDs. In this section, six specific
projects by the author and his collaborators are reviewed. These projects attempt to
sense, model, and in some cases, ameliorate, the impairing or disabling effects of
walking, one-handed grips, diverted gaze, and even intoxication. In every project,
only commodity devices are used without any custom or add-on sensors. Here, only
brief descriptions of each project are given; for more in-depth treatments, the reader
is directed to the original sources.

Walking User Interfaces. Kane et al. (2008) explored walking user interfaces
(WUIs), which adapt their screen elements towhether the user is walking or standing.
Specifically, in their prototype, buttons, list items, and fonts all increased 2–3× in
size when moving from standing to walking. Study results showed that walking with
a nonadaptive interface increased task time by 18%, but with an adaptive WUI, task
time was not increased.

WalkType. Goel et al. (2012a) addressed the challenge of two-thumb touch screen
typing while walking. Their prototype utilized machine learning to detect systematic
inward rotations of the thumbs during walking. Specifically, features including fin-
ger location, touch duration, and travel distance were combined with accelerometer
readings to train decision trees for classifying keypresses. In a study, WalkType was
about 50% more accurate and 12% faster than an equivalent conventional keyboard,
making mobile text entry much more accurate while walking.

GripSense. WalkType assumed a hand posture of two-thumb typing using two
hands, common for mobile text entry. To detect hand posture in the first place,
Goel et al. (2012b) created GripSense, which detected one- or two-handed interac-
tion, thumb or index finger use, use on a table, and even screen pressure (without
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using a pressure-sensitive screen). GripSense worked by using interaction signals
(e.g., touch down/up, thumb/finger swipe arc, etc.) as well as tilt inference from the
accelerometers. For pressure sensing, it measured the dampening of the gyroscope
when the vibration motor was “pulsed” in a short burst during a long-press on the
screen. GripSense could also detect when a device was squeezed (e.g., to silence an
incoming call without removing the device from a pocket). GripSense’s classification
accuracy was about 99.7% for device in-hand versus on-the-table, 84.3% for distin-
guishing three hand postures within five taps or swipes, and 95.1% for distinguishing
three levels of pressure.

ContextType. In something of a blend of WalkType and GripSense, Goel et al.
(2013) created ContextType, a system that improved touch screen typing by inferring
hand posture to employ different underlying keypress classification models. Specif-
ically, ContextType differentiated between typing with two thumbs, the left or right
thumb only, and the index finger. ContextType combined a user’s personalized touch
model with a language model to classify touch events as keypresses, improving text
entry accuracy by 20.6%.

SwitchBack. In light of Oulasvirta’s (2005) and Oulasvirta et al.’s (2005) findings
about fragmented and divided attention,Mariakakis et al. (2015) created SwitchBack,
which aided users returning their gaze to a screen after looking away. Specifically,
SwitchBack tracked a user’s gaze position using the front-facing smartphone camera.
When the user looked away from the screen, SwitchBack noted the last viewed screen
position; when the user returned her gaze, SwitchBack highlighted the last viewed
screen area. The SwitchBack prototype was implemented primarily for screens full
of text, such as newspaper articles, where “finding one’s place” in a sea of words
and letters can be a significant challenge when reading on-the-go. In their study,
Mariakakis et al. found that SwitchBack had an error rate of only 3.9% and improved
mobile reading speeds by 7.7%.

Drunk User Interfaces. Mariakakis et al. (2018) showed how to detect blood
alcohol level (BAL) using nothing more than a commodity smartphone. They termed
a set of user interfaces for administering a quick battery of human performance
tasks “drunk user interfaces,” and these included interfaces for (1) touch screen
typing, (2) swiping, (3) holding a smartphone flat and still while also obtaining
heart rate measurements through the phone’s camera covered by the index finger
(Han et al. 2015), (4) simple reaction time, and (5) choice reaction time. The DUI
app, which combined these tasks, used random forest machine learning to create
personalized models of task performance for each user. In their longitudinal study,
which progressively intoxicated participants over subsequent days, Mariakakis et al.
showed that DUI estimated a person’s BAL as measured by a breathalyzer with an
absolute mean error of 0.004% ± 0.005%, and a Pearson correlation of r = 0.96.
This high level of accuracy was achievable in the DUI app in just over four minutes
of use!



78 J. O. Wobbrock

5.8 Future Directions

This chapter has provided an overview of SIIDs. Collectively, the topic of SIIDs
covers a large space concerning both science and invention, ranging from studying
the effects of certain activities (like walking or driving) on mobile interaction, to
devising ways of sensing, modeling, and adapting to environmental factors and their
effects on users, like cold temperatures. Even though we are approaching 20 years
since Sears and Young coined the term “situationally-induced impairments and dis-
abilities” (Sears and Young 2003), we have only begun to understand and overcome
SIIDs.

Future work should continue to pursue a deeper, quantitative, and qualitative
understanding of SIIDs and their effects on users, especially during mobile human-
computer interaction. This improved understanding can then guide the development
of better methods of sensing, modeling, and adapting to SIIDs. The example projects
by the author and his collaborators, described above, show how much can be done
with commodity smartphone sensors, including detecting gait, grip, gaze point, and
even blood alcohol level. Custom sensors included on future devices ought to be able
to do much more, and motivation for them to do so might come from compelling
studies showing how SIIDs affect users and usage. Clever adaptive strategies can
then improve devices’ interfaces for mobile users in just the right ways, at just the
right times.

For researchers and developers, software and sensor toolkits to support the rapid
development and deployment of platform-independent context-aware applications
and services would be a welcome priority for future work. Ideally, such toolkits
must take full advantage of each mobile platform on which they are deployed, while
allowing developers to remain above the gritty details of specific hardware and soft-
ware configurations. Simplifying the development and deployment of context-aware
applications and services will enable the greater proliferation of context-awareness,
with benefits to all.

5.9 Author’s Opinion of the Field

Including a chapter on situationally-induced impairments and disabilities (SIIDs)
in a book on Web and computer accessibility is admittedly controversial, and per-
haps to some readers, objectionable. At the outset of this chapter, I presented my
arguments for why SIIDs are real, relevant, and even potentially dangerous—in my
view, they are worthy of our research and development attention. But SIIDs do sit
apart from sensory, cognitive, motor, and mobility impairments and disabilities, and
they should indeed be regarded differently. To date, researchers within the fields of
assistive technology and accessible computing have not widely embraced SIIDs as a
research topic. For example, the ACM’s flagship accessible computing conference,
ASSETS, has published very few papers devoted to the topic thus far. This lack of



5 Situationally-Induced Impairments and Disabilities 79

embrace is, I think, less due to a rejection of SIIDs as worthy of study andmore due to
a lack of awareness of SIIDs as accessibility challenges. Furthermore, as a research
topic, SIIDs sit at the intersection of accessible computing and ubiquitous comput-
ing, subfields that share few researchers between them. Where research into SIIDs
does appear, it tends to be published at mainstream conferences in human–computer
interaction, mobile computing, or ubiquitous computing. Publications tend to present
scientific studies about the effects of SIIDs more often than technological solutions
for ameliorating those effects. The predominance of studies over inventions betrays a
relatively immature topic of inquiry, one whose scientific foundations are still being
established. Ultimately, the range of issues raised by SIIDs is vast, and solutions to
SIIDs will come both from within and beyond the field of accessible computing.
That is a good thing, as SIIDs have the potential to broaden the conversation about
accessibility and its relevance not just to people with disabilities, but to all users of
technology.

5.10 Conclusion

This chapter has presented situationally-induced impairments and disabilities, or
SIIDs—what they are; their origins; how they relate to health-induced impairments,
disabilities, and handicaps; the distinctions between situations, contexts, and envi-
ronments; a categorization of many situational factors and prior research on them; a
two-dimensional space of SIIDswith examples; some empirical findings about SIIDs
as they relate to mobile human–computer interaction; and a series of technological
innovations by the author and his collaborators for sensing and overcoming them.

It is the author’s hope that the reader will be convinced that SIIDs, however,
momentary, are real. They matter, because successful interactions with technolo-
gies are key to enjoying the advantages, privileges, and responsibilities that those
technologies bring. SIIDs deserve our attention, because we can do more to make
technologies respect human situations, contexts, and environments and better serve
their users. In the end, more than just usability is at stake: safety, health, engagement
with others, participation in society, and a sense that we control our devices, rather
than our devices controlling us, depends on getting this right.
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