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Abstract 
We sought to understand and reduce the challenges creators face 
with making their data visualizations accessible. Specifcally, we 
administered a formative survey of 57 creators to comprehend their 
challenges, perceived importance, knowledge, and prioritization 
of data visualization accessibility. Participants identifed fve in-
terventions to minimize their challenges: Workshops, Emulators, 
Evaluators, Feedback Collectors, and Multi-Modal Automated Tools. 
Additionally, we report specifcations and recommendations from 
12 visualization creators for efective versions of each intervention, 
gathered via semi-structured interviews. Utilizing our fndings, such 
as a “mini-survey” format that is efective for collecting accessibility-
related feedback from screen-reader users, we implemented and 
integrated these interventions into VoxLens (Sharif et al., 2022). 
We assessed our enhancements through a task-based user study 
with 10 visualization creators, fnding 44%, 17%, and 12% improve-
ments in their understanding of screen-reader users’ challenges 
with data visualizations, knowledge of visualization accessibility, 
and perceived usefulness of the enhanced VoxLens, respectively. 

CCS Concepts 
• Human-centered computing → Information visualization; 
Accessibility systems and tools; • Social and professional 
topics → People with disabilities. 
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1 Introduction 
Lack of access to the underlying information in online data vi-
sualizations can be an inequity issue and severely disenfranchise 
screen-reader users1 [16, 49, 52, 66], of which there are over 7.6 mil-
lion in the United States, and who rely on visualization creators to 
make online data visualizations accessible. Empirical fndings show 
that even the most commonly used technique in data visualization 
accessibility, alternative text (“alt-text”), is often missing or insuf-
cient, causing screen-reader users to extract information 61% less 
accurately and spend 211% more time than non-screen-reader users 
[66, 90]. Recently, researchers have provided increased accessibility 
awareness for visualization creators, especially after inaccessible 
COVID-19 graphs, maps, and charts resulted in health concerns 
for the blind and low-vision community [25, 61]. Consequently, 
the visualization community has undertaken steps to address these 
accessibility concerns. For example, The New York Times recently 
created the new job position of an Accessibility Visuals Editor, which 
had never before existed [14, 20]. 

However, despite these eforts, accessibility2 in data visualiza-
tions is often non-existent and signifcantly varies based on visu-
alization creators’ expertise and subject-matter familiarity. Con-
sequently, this inaccessibility results in inconsistent and cumber-
some interactions with online data visualizations for screen-reader 
users. Although researchers have proposed solutions to make data 
visualizations accessible, such as auto-generated alt-text [51, 67], 
sonifcation [4, 62], 3-D printing [11, 37], data tables [18], and multi-
modality3 [69, 79], investigating and minimizing the challenges 
1People who use screen readers (e.g., JAWS [65]) and might have complete or partial 
blindness, low vision, learning disabilities, or motion sensitivity [66, 70].
2We follow prior work’s [7, 66, 69, 79, 90] defnition of “accessibility” in this paper, i.e., 
provision of access to information contained in data visualizations to screen-reader 
users in an efcient manner. 
3We consider “multi-modality” as any combination of alt-text, sonifcation, tables, and 
voice-based question-and-answering, similar to prior work [7, 69, 79]. 
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Figure 1: Feedback Collector, one of four new technology features added to VoxLens based on 12 semi-structured interviews 
with visualization creators. 

for visualization creators when making online data visualizations 
accessible remains unexplored. While Joyner et al. [39] shed prelim-
inary light on developers’ challenges with accessibility, our work 
is the frst to reduce those challenges by identifying interventions 
to: (1) improve developers’ understanding of the experiences of 
screen-reader users, (2) enhance developers’ knowledge of data vi-
sualization accessibility, and (3) assist developers in making data 
visualizations accessible to screen-reader users. 

To this end, we surveyed 57 visualization creators to understand 
their perceived importance, knowledge, and prioritization of data 
visualization accessibility. Our fndings indicate that their perceived 
importance of visualization accessibility impacts their knowledge 
of it, and together, these factors signifcantly afect their prioriti-
zation of it, which infuences the challenges they encounter when 
making visualizations accessible. We also inquired about creators’ 
challenges with accessibility and tools that could reduce those chal-
lenges. Our analysis revealed fve interventions that, when used 

in combination with each other, elevate creators’ understanding 
of screen-reader users’ interactions with visualizations, strengthen 
their knowledge of data visualization accessibility, and aid them 
in making data visualizations accessible. These fve interventions 
include one educational intervention (Workshops) and four tech-
nological interventions (Emulators, Evaluators, Feedback Collectors, 
and Multi-Modal Automated Tools). 

To gather further insights into the features that make these inter-
ventions efective, we conducted semi-structured interviews with 
12 visualization creators, inquiring about their perception of each 
identifed intervention. Specifcally, we asked about the distinc-
tive features that would enhance each intervention’s efectiveness 
to: (1) improve their knowledge of accessibility and screen-reader 
users’ experiences, and (2) assist them in creating accessible visu-
alizations. Our fndings identify the nuanced features, perceived 
challenges, specifcations, and recommendations from visualization 
creators for efective versions of each intervention. 
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Then, to assess the generalizability of our fndings and the ef-
fectiveness of these interventions, we performed a task-based user 
study with 10 visualization creators. Specifcally, we implemented 
each of the four technological interventions, integrating them into 
VoxLens, an open-source JavaScript plug-in that makes online data 
visualizations accessible by ofering a multi-modal solution for 
screen-reader users [69–71]. We compared our enhanced version’s 
performance with the original version of VoxLens. Our enhance-
ments increased participants’ understanding of screen-reader users’ 
challenges with data visualizations, knowledge of data visualization 
accessibility, and perceived usefulness of the enhanced VoxLens by 
43.8%, 16.7%, and 11.5%, respectively. 

The contributions of this work are: 

(1) Empirical results from our survey of 57 and interviews of 
12 visualization creators, respectively. Emerging from these 
studies are fve interventions (Workshops, Emulators, Evalu-
ators, Feedback Collectors, and Multi-Modal Automated Tools) 
that enhance creators’ experiences with data visualization 
accessibility. 

(2) Implementations of each of the four technological interven-
tions to extend the capabilities of VoxLens, an open-source 
JavaScript library to make data visualizations accessible to 
screen-reader users [69]. Our source code is available in our 
open-source GitHub repository.4 

(3) Empirical results from our task-based user study with 10 
visualization creators conducted to assess the generalizability 
of our fndings and performance of our enhanced version 
compared to the original version of VoxLens. 

2 Related Work 
We spotlight prior research that has contributed to data visualiza-
tion accessibility and provided insights into the challenges visual-
ization creators experience in making data visualizations accessible 
to screen-reader users. 

2.1 Importance of Data Visualization 
Accessibility 

Several researchers have emphasized the importance of making data 
visualizations accessible by highlighting the inequities caused by 
inaccessible visualizations [24, 40, 44, 48, 50, 52, 66]. Most recently, 
Keilers et al. [40] surveyed 45 blind and low-vision adults to explore 
data visualization accessibility on computers, phones, tablets, paper, 
and TVs, fnding that insufcient accessibility practices signifcantly 
impact these users to access the underlying data in visualizations. 
Similarly, Sharif et al. [66] conducted experiments with 72 users 
and reported that not only do screen-reader users spend 211% more 
time on data visualizations, they also extract information 61% less 
accurately from visualizations than non-screen-reader users. 

As Marriott et al. [52] stated, the lack of access to the information 
contained in visualizations is a signifcant equity issue for screen-
reader users. Therefore, recognizing the critical need for accessible 
visualizations, researchers have provided recommendations to visu-
alization creators [13, 22, 50, 57, 66, 77], including auto-generating 

4https://github.com/athersharif/voxlens 

alternative text, multi-modality, participatory design, and appropri-
ate use of Accessible Rich Internet Application (ARIA) attributes. 

2.2 Tools to Make Data Visualizations 
Accessible 

Following the recommendations in prior work, several researchers 
have created tools to make data visualizations accessible to screen-
reader users. These tools include auto-generating alternative text [42, 
51, 56, 67], sonifcation [2, 4, 26, 36, 54, 62, 69, 74, 89], summariza-
tion [41], tables [18], haptic graphs [81, 87], 3-D printing [11, 37, 72], 
and multi-modality [7, 69, 79]. Most recently, Thompson et al. [79] 
introduced ChartReader, an open-source prototype accessibility 
engine that renders accessible data visualizations. They created 
their tool following an iterative co-design study with 10 Microsoft 
employees and reported the evolution of the design of ChartReader 
during this fve-month study. Blanco et al. [7] built an open-source 
library called Olli that converts visualizations into a keyboard-
navigable structure accessible to screen-reader users, which en-
ables visualization creators to easily create accessible visualizations 
across various toolkits, including Vega-Lite [64]. Similarly, Sharif 
et al. [69] developed VoxLens, an open-source JavaScript plug-in 
that enables screen-reader users to interact with online data visual-
izations using a multi-modal approach, assisting them in obtaining 
data through sonifcation, summary, and verbal querying (ques-
tion and answer). They reported a 164% and 50% improvement in 
screen-reader users’ information extraction and interaction times, 
respectively, compared to conventional methods, through multiple 
user studies with over 100 users over time. 

2.3 Accessibility Challenges Faced by 
Visualization Creators 

Several researchers have recognized the obstacles to making data 
visualizations accessible [43, 59, 73, 77, 86]. However, to our knowl-
edge, only a few have studied challenges that visualization cre-
ators face in making data visualizations accessible to screen-reader 
users [39, 80]. Most relevant to our work is the exploration by Joyner 
et al. [39], in which they surveyed 144 developers and conducted 
follow-up interviews with 10 selected respondents to understand 
the rationale and context behind the design choices of visualization 
creators. Their fndings provide insight into visualization creators’ 
challenges, knowledge, and prioritization of making their data vi-
sualizations accessible. 

In contrast, our work is the frst to identify educational and 
technological interventions to reduce the challenges visualization 
creators experience with making online data visualizations accessi-
ble while additionally shedding light on their challenges with data 
visualization accessibility. Furthermore, we complement Joyner et 
al.’s work [39] by quantitatively analyzing our survey respondents’ 
ratings of their accessibility challenges, knowledge, and prioritiza-
tion. We also provide the results from our task-based user study 
that we conducted to assess and validate our fndings. 

3 Online Survey 
In this work, our goal was to investigate visualization creators’ 
challenges with data visualization accessibility, identify the factors 
inducing these challenges, and determine solutions to minimize 

https://4https://github.com/athersharif/voxlens
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these challenges. Therefore, we surveyed 57 visualization creators. 
We used a mixed-methods approach. 

3.1 Participants 
We surveyed 57 visualization creators (�=35.3 years old, ��=8.4). 
We advertised our survey through social media platforms and vari-
ous email distribution lists for visualization creators. Among our 
respondents, 28 identifed as women, 24 as men, four as non-binary, 
and one did not disclose their gender identity. Thirty-one partici-
pants were afliated with industry, 20 with academia, and six with 
both. Twenty-eight participants specifed themselves as developers, 
19 as researchers, and 10 as both. The highest level of education 
was a doctoral degree for 20 participants, a master’s degree for 14, 
an undergraduate degree for 20, an associate’s degree for two, and a 
high school diploma for one participant. For visualization accessibil-
ity knowledge, three participants identifed as “beginner,” seven as 
“moderate beginner,” 10 as “advanced beginner,” 10 as “competent,” 
19 as “profcient,” six as “advanced profcient,” and two as “expert.” 

3.2 Procedure 
Our survey included fve steps. Participants flled out each step 
without supervision. In the frst step of the survey, we displayed the 
purpose of our study, eligibility criteria, and data anonymity clause. 
Additionally, we collected participants’ demographic information, 
including their gender [76], preferred pronouns, age, education 
level, domain (�� ; “industry,” “academia,” or “both”), and role (�� ; 
“developer,” “researcher,” or “both”). For clarity, the term “developer” 
encompassed similar terms, including “programmer” and “designer.” 

Next, in the second step, we asked about their current practices 
and knowledge (��) about visualization accessibility. We also asked 
them about their accessibility prioritization (��) and perceived im-
portance (��), accessibility policy enforcement (�� ; “no policies,” 
“policies recommended,” or “policies enforced”) at their respective 
organizations, and their strategies to make data visualizations acces-
sible to screen-reader users. Additionally, we asked our participants 
about their frequency of testing their visualizations with screen-
reader users (�� ). We used a Likert scale ranging from 1 (lowest; 
e.g., “not important”) to 7 (highest; e.g., “extremely important”) for 
collecting ��, ��, ��, and �� . 

In the third step, we inquired about the challenges they experi-
ence in incorporating accessibility in visualizations and their Likert-
scale rating for the challenge level (��). Then, in survey step four, 
we asked the following open-ended questions to gather insights 
about interventions that could mitigate participants’ challenges: 

(1) Which resources or tools could enhance creators’ under-
standing of screen-reader users’ challenges? 

(2) Which resources or tools could help enhance creators’ knowl-
edge regarding accessible online data visualizations? 

(3) Which resources or tools could help make online data visu-
alizations accessible to screen-reader users? 

Finally, in survey step fve, we asked for any optional comments 
and participants’ interest in a follow-up interview. 

3.3 Quantitative Evaluation 
To quantitatively analyze our survey responses, we investigated 
the factors that contribute to visualization creators’: 

Table 1: Statistical results from our ordinal logistic regression 
analysis of � =57 survey responses. “IV” means the Indepen-
dent Variable. “BIC” is the Bayesian Information Criterion 
(lower is better). “CR” = Challenge Rating, “PR” = Prioritiza-
tion Rating, “DO” = Domain, “KR” = Knowledge Rating, “SF” 
= Studies Frequency, “IR” = Importance Rating, and “PO” = 
Policies. Results with �<.05 are statistically signifcant. 

Model IV � �2 � 

CR ∼ PR + DO + age 

BIC = 190.76 

�� 57 19.68 < .05 

�� 57 6.62 < .05 

��� 57 3.18 .075 

KR ∼ SF + IR + age 

BIC = 229.49 

�� 57 22.45 < .001 

�� 57 19.68 < .05 

��� 57 8.52 < .05 

PR ∼ KR + IR + PO 
BIC = 232.67 

�� 57 12.86 < .05 

�� 57 13.32 < .05 

�� 57 5.19 .075 

• Challenges with implementing accessibility in data visual-
izations (RQ1) 

• Knowledge of data visualization accessibility (RQ2) 
• Prioritization of making data visualizations accessible (RQ3) 

We used stepwise ordinal logistic regression (both directions) [19, 
21, 35] to identify possible outcomes of our independent variables 
out of the following candidate variables: �� , ��, ��, ��, �� , �� , 
�� , and age. As a result, for RQ1, our dependent variable (DV) was 
��, and our independent variables (IVs) were ��, �� , and age. For 
RQ2, our DV was ��, and our IVs were �� , ��, and age. For RQ3, 
our DV was ��, and our IVs were ��, ��, and �� . 

Variables ��, �� , ��, ��, and �� had an ordinal representation (1 
to 7 on a Likert scale), whereas �� , �� , and �� were trichotomous. 
We investigated the efect of our independent variables on our 
dependent variables using ordinal logistic regression [53, 55], a 
standard technique for analyzing ordinal responses. Table 1 shows 
our statistical results. 

Variables �� and �� had a signifcant efect on ��. Specifcally, 
46.7% (� =21) of the respondents who regarded implementing ac-
cessibility as at least somewhat challenging (5–7 on the Likert 
scale) rated their prioritization as 5–7, and 60.0% (� =27) reported 
their afliation with “industry.” Age had only a marginal efect on 
�� (� ≈.075). 
�� , ��, and age had a signifcant main efect on ��. Specifcally, 

3.7% (� =1) and 88.9% (� =24) of the respondents who considered 
themselves at least somewhat knowledgeable in accessibility (5–7 
on the Likert scale) rated their frequency of conducting studies with 
screen-reader users and accessibility importance a 5–7. Additionally, 
74.1% (� =20) of these respondents reported being between 30 and 
50 years old. 
�� and �� had a signifcant main efect on ��. Specifcally, 63.3% 

(� =19) and 96.7% (� =29) of the respondents who at least somewhat 
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prioritized accessibility (5–7 on the Likert scale) rated their acces-
sibility knowledge and importance a 5–7. �� had only a marginal 
efect on �� (� ≈.075). 

As a supplementary analysis, we performed Spearman’s non-
parametric rank correlation [75] to investigate the linear relation-
ship between all our variables. We found a positive correlation be-
tween �� and �� (�<.001), �� and �� (�<.05), �� and �� (�<.05), 
�� and �� (�<.001), �� and �� (�<.001), �� and �� (�<.05), and 
�� and �� (�<.05). (See Appendix A for statistical results.) This 
analysis was supplementary to this work and these results do not 
imply causality. However, these fndings provide avenues for future 
research to determine possible causal relationships among these 
variables to shed further light on visualization creators’ challenges 
with data visualization accessibility. 

3.4 Qualitative Evaluation 
We qualitatively analyzed our participants’ (� =57) open-ended 
responses to questions in Step 4 of our survey. We conducted a the-
oretical thematic analysis [9] using a semantic approach [58] and an 
essentialist paradigm [60, 84], following guidelines from Braun and 
Clarke [10]. Three co-authors coded each response. We calculated 
the inter-rater reliability using pairwise percentage agreement, 
reaching a high agreement percentage of 97%. Our analysis gave 
rise to one educational intervention (Workshops) and four techno-
logical interventions (Emulators, Evaluators, Feedback Collectors, 
and Multi-Modal Automated Tools) identifed by creators that would 
reduce their challenges in making data visualizations accessible to 
screen-reader users. We discuss these below. (For a qualitative anal-
ysis of visualization creators’ experiences with data visualization 
accessibility, we direct readers to work by Joyner et al. [39].) 

3.4.1 Workshops. For simplicity, we use the umbrella term “work-
shops” to represent synonymous terms that our participants used 
in their responses, including “courses,” “trainings,” and “tutorials.” 
Our participants expressed an interest in attending workshops to 
gain “hands-on” experience (P52) to understand challenges that 
screen-reader users encounter with online data visualizations and 
to enhance their knowledge of data visualization accessibility. For 
example, P5 shared their enthusiasm for taking part in and efec-
tively advertising a workshop: 

I would LOVE to take a class taught by 
someone who uses these features. An effective 
way might be to raise awareness of such 
courses in U.S. federal programs. (P5) 

Additionally, P41 discussed the scarcity of such workshops at 
her organization: 

Workshops and tutorials that specifically 
address the experiences of screen-reader 
users are helpful, but scarce at my 
institution. (P41) 

3.4.2 Emulators. In this paper, we defne an “emulator” as software 
that mimics responses from screen readers to assist visualization 
creators in hearing the screen reader output without needing to 
install a screen reader on their computer. Our participants stated 
their desire to understand the interaction experiences of screen-
reader users with data visualizations through emulating the output 

from screen readers. For example, P23 considered an emulator a 
“middle-ground task”: 

I wish there were a middle-ground task between 
running a screen reader myself and hiring 
someone to use a screen reader for me. (P23) 

Similarly, P47 and P51 identifed an emulator’s benefts as “quickly 
previewing the experience” and “instantly hearing the visualization 
from a screen reader perspective,” respectively. Additionally, P21 
highlighted its use case as a centralized tool that would assist in 
self-auditing data visualizations: 

Centralized walk-throughs of different screen 
reader modalities would be cool. How blind 
and visually impaired users use the screen 
reader. (P21) 

3.4.3 Evaluators. Unsurprisingly, our participants identifed the 
need for tools that “evaluate” their data visualizations for accessi-
bility. Several tools currently exist that evaluate data visualizations’ 
accessibility [3, 22, 78, 83] based on established guidelines, such 
as WCAG 2.1 [12]. However, as our participants identifed in their 
responses, these solutions are not integrated into the visualization 
libraries and do not provide real-time evaluation of visualizations 
during the development process. For example, P49 communicated 
the need for automated evaluators by providing relatable examples 
of existing solutions: 

Having a tool that checks your visualizations 
as you’re working... Like, a Grammarly-type 
of resource, but to improve the accessibility 
of your visualization! (P49) 

Similarly, P48 shared his challenges with generating alternative 
text and identifed a specifc use case for evaluators: 

I’ve been relying on alt-text and I feel 
that I have spent a lot of time and effort 
into this but I don’t have a way to say, 
“okay, what you’re doing is sufficient!” So 
a checker (e.g., alt-text checker) would be 
great! (P48) 

3.4.4 Feedback Collector. A common theme in our survey responses 
was visualization creators’ desire to get feedback on the accessibility 
of their data visualizations from “real-life users” (P29) and “access 
to screen-reader users for input” (P46). (In this paper, we refer to 
this utility as ”feedback collectors.”) For example, P54 accentuated 
the need to connect with screen-reader users to receive feedback: 

I’d like to connect with more people with 
disabilities to test our designs. (P54) 

Similarly, P35 highlighted the overall usefulness of a feedback 
collector, emphasizing protecting users’ privacy: 

I think writing to report a bug or enhancement 
should be easy. A tool to enable users to 
report without losing privacy or sensitive 
information would be valuable. (P35) 

3.4.5 Multi-Modal Automated Tool. A “multi-modal automated 
tool” in data visualization accessibility is software or a plug-in 
that provides multiple modalities for users to extract information, 
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Table 2: Gender, age, domain, role, and education level of our 
interview participants. 

Gender Age Domain Role Education 

S1 Woman 29 Industry Developer Master’s 

S2 Woman 32 Industry Developer Bachelor’s 

S3 Woman 35 Academia Both Doctorate 

S4 Man 40 Industry Researcher Doctorate 

S5 Woman 27 Academia Researcher Master’s 

S6 Man 37 Industry Developer Bachelor’s 

S7 Woman 31 Industry Developer Bachelor’s 

S8 Man 33 Industry Researcher Doctorate 

S9 Man 54 Both Both Bachelor’s 

S10 Man 49 Industry Developer Master’s 

S11 Man 36 Industry Developer Bachelor’s 

S12 Man 22 Academia Researcher Bachelor’s 

such as sonifcation, alt-text, and tables. A prevalent mention in 
our survey responses was that of an “easy to create” (P44) and 
“auto-implement” (P18, P46) multi-modal solution. Additionally, the 
visualization creators emphasized the need for such solutions to be 
“open-source” (P29) and “fnancially accessible” (P25). Notably, P53 
classifed an automated multi-modal solution as a “magic wand”: 

A magic wand... a charting tool where a chart 
is just made accessible in the background 
without the chart author needing to do anything 
special. (P53) 

P6 identifed ways and specifc domains where a multi-modal 
solution would be benefcial: 

[It would be useful as] R/ggplot2 and 
python/seaborn extensions to automatically 
sonify data and/or generate alt-text, or a 
web-based library that can be built-in 
automatically. (P6) 

Additionally, our participants suggested using artifcial intelli-
gence (P2, P28, P42), computer vision (P52), and technologies such 
as ChatGPT (P26) and large-language models (P38) for creating 
multi-modal solutions. 

Overall, our fndings shed light on the challenges visualization 
creators experience with making data visualizations accessible, 
identifying factors contributing to these challenges. In particular, 
our qualitative results determine an educational intervention and 
four technological interventions that might assist visualization cre-
ators in minimizing these challenges. These fndings motivated the 
need to conduct in-depth interviews with visualization creators to 
delve further into the specifc features that improve the efective-
ness of the recognized interventions. We present our methodology 
and fndings from the interviews with visualization creators in the 
section below. 

4 Interviews with Visualization Creators 
To better understand the creators’ perceived efectiveness of fea-
tures for each intervention (Workshops, Emulators, Evaluators, Feed-
back Collectors, and Multi-Modal Automated Tools), we conducted 
semi-structured interviews with 12 visualization creators. We present 
the details and results of our qualitative analysis. 

4.1 Participants 
We randomly selected 12 survey respondents from those who indi-
cated they would participate in a follow-up interview (see Table 2). 
Five participants identifed their gender as women and seven as 
men. Their average age was 35.4 years (��=9.0). Three participants 
had attained or were pursuing a doctoral degree, three a master’s 
degree, and the remaining six a bachelor’s degree. We discontinued 
recruiting participants once we reached saturation of insights. We 
compensated participants with a $25 Amazon gift card for partici-
pating in our hour-long interview. 

4.2 Procedure 
We interviewed our participants via Zoom and used its built-in 
features to record the calls, subsequently transcribing the interviews 
using Descript [17]. Our study sessions were semi-structured and 
lasted one hour. At least three authors administered each interview, 
one taking detailed notes during each session. We engaged our 
participants in a conversation to identify the utility, challenges, 
and suggestions to enhance the efectiveness of the interventions. 
Specifcally, we explored each intervention’s features that could 
assist visualization creators in: (1) understanding screen-reader 
users’ challenges with data visualizations, (2) improving creators’ 
knowledge about data visualization accessibility, and (3) making 
creators’ data visualizations accessible to screen-reader users. 

4.3 Analysis 
To analyze our interviews, we used inductive thematic analysis [10]. 
Specifcally, we followed a semantic approach [58] and an essential-
ist paradigm [60, 84]. As per prior work’s guidelines on thematic 
analysis [10, 63], we used the frst two interviews to develop an 
initial set of codes. We added codes to our codebook, when appro-
priate, during our analysis of the rest of the interviews, identifying 
83 total codes. Three researchers coded each interview transcript 
independently, resolving disagreements through discussions. Our 
fnal analysis identifed the utility, challenges, and suggestions for 
enhanced efectiveness for all fve interventions, discussed in the 
section below. 

We calculated inter-rater reliability using Krippendorf’s � [45] 
as well as pairwise percentage agreement, following the recommen-
dation by Landis et al. [47]. Computed using ReCal 3.0 [27], our 
Krippendorf’s � was 0.88, indicating a high level of reliability [46]. 
The average pairwise percentage agreement between authors was 
also high, at 88.2% [28, 32]. 

4.4 Results 
We present the fndings from our qualitative analysis of our semi-
structured interviews with 12 visualization creators. Specifcally, 
we discuss each of the fve identifed interventions in turn. We show 
these fndings in Table 3. 
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Table 3: Interventions and their efectiveness features identifed during our survey of and interviews with visualization creators. 

Intervention Features 

Synchronous 

Workshops 
Co-instructed by screen-reader users and practitioners 

Materials available post-workshop 

Step-by-step instructions with examples 

Output in textual format 

Emulators Incorporate output from multiple screen readers 

Toggle activation (on/of) 

Score-based evaluation 

Explanation of the underlying issue 

Evaluators 
Evaluation of presence as well as quality of alt-text 

Evaluation of color contrast ratio 

Toggle activation (on/of) 

Post-creation evaluation (CI/CD pipelines, “linters”) 

Simple radio buttons (Likert scale) 

Feedback Collectors Optional open-ended feld for feedback 

Tracking feedback (GitHub tracker) 

Customization and personalization options 

Multi-Modal Automated Tools A.I. techniques for efciency 

Low-efort avenues to test technical accuracy 

4.4.1 Workshops. Our participants preferred synchronous over 
asynchronous workshops, recognizing several benefts of in-person 
workshops, including the ability to ask questions in real-time, the 
value of discussions and collaborations with fellow attendees, and 
a desire to interact with screen-reader users. For example, S7 iden-
tifed the advantages of real-time interactive workshops: 

I find that to be pretty useful to have a 
person in real-time. You can ask your 
questions and have all of that happen in 
real-time. Because you wanna make sure 
those charts are accessible, it’s nice if 
you can go ask someone. (S7) 

S3 agreed, saying: 

[In] an in-person workshop, there’s more 
motivation to be present and actually 
building collaborations and general 
interactions with other people that might 
also be interested in that space. (S3) 

If there was a workshop given by someone 
who uses a screen reader and they give that 
firsthand perspective and show how they use 
their screen reader, challenges they run 
into... If I were to learn more about 
accessibility and understanding the 
challenges, having that sort of direct 
instruction is very valuable. (S6) 

Our participants also highlighted the importance of learning 
from the practitioners, emphasizing the need for “multiple expertise 
levels” (S5) and “relatability” (S3). For example: 

The people I’d like to learn from are people 
who are sighted and trying to do the same 
things that I’m doing. Like practitioners, 
who know what the steps are. (S1) 

Additionally, some participants specifed time prioritization as 
a challenge for attending in-person workshops, addressable by 
making the materials available post-workshop. S5 identifed this 
challenge and also ofered a solution: 

Similarly, S6 discussed the importance of interacting with and I think the struggle is always just finding 
learning from screen-reader users in workshops: time. My ideal format is having the materials 
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be available asynchronously. It takes the 
burden off of having to be somewhere at 
a specific time and you feel like you’re 
missing out on content. So there’s something 
just really nice about that format that I 
feel like you kind of get the best of both 
worlds. (S5) 

Additionally, P11 ofered content suggestions and emphasized 
the need for step-by-step instructions with examples: 

Step-by-step... explain [it] like I’m five. 
“Accessible visualization for dummies.” What 
is ARIA? What fields are available to me to 
use for screen readers? How can I actually 
make Tableau work with a screen reader? Give 
me viable examples of steps to follow. (P11) 

Overall, our participants found workshops on data visualization 
accessibility efective in a synchronous format, in which they could 
collaborate with other attendees in person and ask questions. They 
preferred the workshops to be co-instructed by screen- and non-
screen-reader users to leverage varying knowledge and expertise. 
Additionally, they suggested making content available after the 
workshops as a workaround for time prioritization challenges. 

4.4.2 Emulators. Our participants found emulators essential for 
understanding the experiences of screen-reader users. They identi-
fed several use cases for emulators, including assisting visualization 
creators in comprehending how screen readers “read” their visu-
alizations, minimizing the need to install and learn several screen 
readers, and enhancing their accessibility testing experience. For 
example, S9 said: 

The simple fact that there is more than one 
[screen reader] out there and that they would 
need to be installed is a barrier to somebody 
like me. I mean, obviously, I can just go 
and install lots of different ones, but then 
I think if I knew I had the option to not 
install and simply go to one place, which 
is going to emulate the experience, I would 
start there for sure. (S9) 

S2 expressed a similar sentiment: 
I’ll say testing with screen readers has 
always just been a little difficult. For 
somebody just trying to quickly see in general 
what’s happening with my data through a 
screen reader, you could use it for that 
case. (S2) 

S12 expressed a suggestion to emulate the output of a screen 
reader in textual format: 

I would appreciate if it could just generate 
text so I can just look at the output of a 
screen reader. So you kind of wanna first 
take away the narration part of it and [just] 
have it in a transcript kind of form. (S12) 

Unsurprisingly, some of our participants preferred using the 
actual screen readers for a better understanding of the experiences 

of screen-reader users while also identifying use cases where em-
ulators could be benefcial. For example, S11 advocated for using 
the screen reader itself while also recognizing situations where an 
emulator could assist him: 

This is really hard because there is a little 
bit of me that thinks, “Why not enable the 
screen reader in the first place?” But I 
could definitely see a use case for having 
an emulator because at the moment I’ve [got] 
VoiceOver running and I wanna see how it 
works in NVDA. And I can’t really do that 
very easily. So yeah, actually, to be honest, 
there’s definitely a use case. (S11) 

Our participants also emphasized that emulators would be in-
creasingly useful if they incorporated the ability to emulate the 
responses from various screen readers, including users’ customiza-
tions and preferences. For example, S12 shared his enthusiasm for 
this feature: 

There are different screen readers on the 
market, and visually impaired groups, they 
tend to use different tools according to 
their preferences. So if this emulator can 
account for all different screen readers, I 
think that would be great. (S12) 

S2 said she also wanted an emulator to combine screen readers: 
So, obviously if there’s a way to kind of 
combine all of those screen readers into, 
you know, this emulator, and you were able 
to flip to different screen readers to test 
the nuances, that might be cool. (S2) 

In summary, our participants considered emulators a benefcial 
intervention to understand screen-reader users’ experiences. They 
also noted that learning a screen reader rather than using an emu-
lator could have potential advantages. However, they recognized 
that due to the technical and learning challenges involved with 
installing and using several screen readers, emulators would be 
a plausible alternative to test visualization accessibility. We note 
that our fndings are particularly directed toward emulating the 
interactions of screen-reader users with data visualizations; these 
fndings might not be generalizable to their interactions with other 
digital content. 

4.4.3 Evaluators. In our interviews, creators identifed the usage 
of evaluators as an educational toolkit. For example, S1 recognized 
the beneft of evaluators to improve knowledge of accessibility: 

That’s a common mistake that people don’t put 
alt-texts, right? So, say it starts to catch 
that and show that, hey, well no alt-text. 
So then it’s slowly, in a way, teaching you 
a little bit and improving your knowledge of 
accessibility. (S1) 

Additionally, our participants highlighted essential features to 
enhance the efectiveness of evaluators, including a score-based 
evaluation and an explanation of the underlying accessibility issues 
with visualization elements. S9 discussed the benefts of a score-
based evaluation: 
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Well, definitely having an overall score is 
a good thing. Scoring maybe each element 
or assessing each element so you can make 
design choices. (S9) 

Our participants also provided recommendations to include nu-
anced evaluations of accessibility measures such as alternative text 
(“alt-text”), color contrast ratio, and the ability to toggle the activa-
tion of automated checkers. For example, S3 shared her thoughts 
about alternative text: 

Appropriate alt-text... You have to be able 
to recognize what it is and for it to be 
useful, prompt somebody to actually include 
meaningful elements in the alt-text. (S3) 

S1 shared the importance of toggling features for the evaluator: 
Depending on where you don’t want a certain 
behavior and if it keeps giving you an error, 
then you just get annoyed. Then you don’t 
want to use it anymore. So being able to 
either dismiss it or [have] a “linter” where 
you can turn off rules. (S1) 

Furthermore, some participants were interested in evaluating 
visualizations post-creation in addition to during visualization de-
velopment, such as through Continuous Integration/Continuous 
Delivery (“CI/CD”) pipelines and “linters” (code analysis tools that 
report programming errors): 

I would want it as part of a test system or 
a “linting” system. Cause I always see those 
run on most CI/CD projects before it gets 
to deployment. I think it’d be good to give 
that red flag before anyone gets a chance to 
see and encounter it. (S7) 

In summary, our participants identifed the use case for evalua-
tors as an educational toolkit for visualization creators, particularly 
novice creators, to learn about the underlying accessibility issues 
with their visualizations. They also noted several features of an 
efective evaluator, including evaluating alt-text quality and color 
contrast ratio and using score-based methods during and after vi-
sualization creation, such as in CI/CD pipelines. 

4.4.4 Feedback Collectors. Our participants expressed a keen in-
terest in “welcoming feedback” (S5) on the accessibility of their 
visualizations from screen-reader users. S9 shared the enthusiasm 
of the visualization community for this idea: 

It’s a fantastic idea! I don’t know anybody 
who’s working in this field who doesn’t 
welcome feedback. It helps you refine, improve 
your work. In the visualization world, everybody 
wants to get better at making their data 
visualizations accessible. (S9) 

As expected, some participants acknowledged and noted the 
undue burden screen-reader users face in reporting accessibility 
issues online. For example, S5 said: 

We think a lot about user burnout and burdens 
around constantly having to provide feedback. 
So, I want to be cognizant of that and 

not overwhelm screen-reader users who are 
wanting to provide feedback. (S5) 

To make the feedback collector efective and minimize the bur-
den on screen-reader users providing feedback, our participants 
suggested using simple radio-button options with an optional open-
ended text feld to collect the accessibility rating of a visualization. 
S5 shared some solutions to her concerns: 

Something simple, something easy with options 
to provide more feedback if they choose to, 
give them the agency to how much and not put 
the burden and onus on them to do a lot. So, 
as much as they want to provide is effective 
for you. (S5) 

S11 shared his ideas for capturing feedback efciently: 
Maybe you can make it a little easier, like, 
quick “yes” or “no.” For example, was the 
visualization appropriate? You just want to 
keep it simple, but at the same time, you 
want an open-ended [option], like a mini-survey 
that they can fill out. (S11) 

Additionally, our participants highlighted that tracking feedback 
would be a benefcial feature for screen-reader users. For example, 
S8 used GitHub’s issue tracker as an example to identify the benefts 
of tracking feedback: 

[By] going to GitHub, you can do issue 
trackers or report a bug and then it gets 
posted. So there should potentially be some 
way for a dialogue with the creator and 
also notification of resolution of the 
feedback. (S8) 

Overall, our participants emphasized the potential usefulness of 
feedback collectors, typifed by the enthusiastic quote, “[E]verybody 
wants to get better at making their data visualizations accessi-
ble” (S9). Our participants suggested making feedback collectors 
simple, similar to a mini-survey, with an optional choice to pro-
vide open-ended responses. Additionally, they identifed feedback 
tracking as a potentially benefcial feature. 

4.4.5 Multi-Modal Automated Tools. Our participants expressed 
enthusiasm for multi-modal automated tools, identifying their in-
herent characteristic of being an “easy sell” (S11) for decision-
makers and helpful for minimizing visualization creators’ chal-
lenges with making online data visualizations accessible to screen-
reader users. As S11 said: 

So the idea that, well, we have a solution, 
where we can make [visualizations] more 
accessible rather than rewriting them. I 
can’t even begin to tell you how appealing 
that is and how much of an easier sell that 
would be. (S11) 

S12 was similarly enthusiastic: 
It would be great. It would be absolutely 
awesome to have a tool that’s sort of in 
the middle between the developer and screen 
reader; it would just be awesome. (S12) 
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As identifed by our participants, customization and personal-
ization options for screen-reader users would make multi-modal 
automated tools more efective. In particular, our participants rec-
ommended utilizing the default screen reader settings of the screen-
reader users to aid in developing the personalized tool. S11 discussed 
his concerns with customization options and ofered a solution: 

I worry about too many options and sensible 
defaults; are they gonna be too 
prescriptive? So instead, what if we took 
their preferences that they already have 
and used them? I definitely think that 
would certainly help. (S11) 

Our participants noted that multi-modal automated tools ofer 
limited opportunities to learn about accessibility, but also argued 
that the goal should be about screen-reader users being able to 
extract the information from visualizations: 

It’d be great if people knew about accessibility, 
but if everything was just magically accessible 
in the background and you didn’t have to 
know, that’s the best possible outcome for 
people who need the stuff to be accessible. 
So, I believe that having an automated tool 
that just fixes it for you is the most 
effective way. The outcome of accessibility 
should be [that] screen-reader users are 
able to do stuff. (S7) 

Additionally, our participants recommended using research stud-
ies with screen-reader users to develop such tools: 

So, if it’s a person who does accessibility 
research and they’re the ones building that 
tool... So, research done with 
screen-reader users, and something that 
has been evaluated with them, assessed with 
them, taken their preferences into account, 
that would give you more credibility for 
the tool. (S1) 

S6 suggested providing low-efort avenues for visualization cre-
ators to test for technical accuracy to build trust: 

I think if the tool was research-based and 
reacting to direct feedback from screen 
reader users, [and] best practices from 
developers, that makes it feel much more 
valuable. You know... research-based, and 
has been validated and vetted. (S6) 

Altogether, our participants expressed their exhilaration for 
multi-modal automated tools, classifying them as an “easy sell” 
for decision-makers. They ofered suggestions to customize and 
personalize these tools to enhance the experiences of screen-reader 
users. Additionally, they discussed the importance of using research 
methods and co-design approaches in building such tools with 
screen-reader users, considering it essential for building trust in 
the tool’s accuracy. 

Utilizing our fndings, we implemented and integrated the four 
technological interventions into VoxLens [69]. Subsequently, we 

conducted a task-based user study to assess the utility of our fnd-
ings in enhancing creators’ work to make data visualizations acces-
sible. We discuss our integration and assessment below. 

5 Integration of Technological Interventions 
Into VoxLens 

We extended the the open-source tool VoxLens [69] by implement-
ing the four technological interventions identifed by visualization 
creators in our aforementioned studies. Our goal in implementing 
and integrating these interventions into VoxLens was to assess 
the generalizability of our fndings. Although these enhancements 
were open source and can assist in creating future solutions, we 
developed them within the context of an existing system—VoxLens. 
Therefore, these enhancements may not be generalizable to other 
platforms and tools, the exploration of which we leave to future 
work. Furthermore, as VoxLens is a technological solution, our 
implementation and integration focused on the identifed techno-
logical interventions. (We plan to carry out the educational inter-
vention, namely Workshops, as future work.) We discuss the four 
new technological interventions and their implementations below. 

5.1 VoxLens Overview 
We chose VoxLens [69] for our integration because VoxLens is (1) 
a multi-modal solution, (2) open-source, and (3) easy to integrate 
into existing data visualizations. Additionally, while commercial 
versions of some of our interventions exist, such as the WebAIM 
Contrast Checker [82], VoxLens provides us with the ability to col-
lectively use these interventions during the development of online 
data visualizations via JavaScript libraries. 

VoxLens is a JavaScript plug-in that improves the accessibil-
ity of online data visualizations for screen-reader users using a 
multi-modal approach [69–71]. It requires only a single line of code 
for integration into visualizations created using D3 [8], Google 
Charts [18], or ChartJS [15]. There are three modes of VoxLens: 
(1) Question-and-Answer, where the user verbally interacts with the 
visualization; (2) Summary, where VoxLens gives a summary of 
the underlying information; and (3) Sonifcation, where VoxLens 
enables listeners to interpret data by mapping it to a musical scale 
using the Sonifier library [68, 69]. 

5.2 Video Tutorial 
We created a video tutorial for implementing VoxLens, further 
explaining the usage of confguration options available in both 
versions. We uploaded the tutorial to YouTube and provided its 
link to participants in our step-by-step instructions in the second 
part of our study. (Although a video tutorial can be an educational 
intervention, we do not consider it a replacement for Workshops.) 

5.3 Debug Mode as Emulator 
We introduced a “debug” mode in our VoxLens enhancements to 
emulate the responses from screen readers. This mode enables 
visualization creators to hear VoxLens’s responses without using 
a screen reader, similar to prior work [6]. We relayed the audio 
output using the Web Speech API, commonly available in mod-
ern browsers. As VoxLens responses are consistent across various 
screen readers, including JAWS [65], NVDA [1], and VoiceOver [38], 
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Figure 2: Screen capture of a sample COVID-19 data visualization with our VoxLens enhancements. Without our enhancements, 
only the visualization and its title would be shown to the visualization creators. 

we implemented the following features from Table 3: (1) output 
in textual format, and (2) toggle activation (on/of). Specifcally, 
visualization creators could deactivate the emulator (speech and 
text) or turn of the voice output to view the responses only in 
textual format. With these features, visualization creators can hear 
and see every piece of information that VoxLens relays to a screen 

reader, an additional capability that adds emulation and improves 
multi-modality of VoxLens, which it did not possess before. 

5.4 Color Contrast Evaluator 
To uphold our interview fndings of an evaluator, we built a color 
contrast evaluator for visualizations that automatically extracts the 
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background color of the visualization and assesses it against the col-
ors of the visualization elements, including the lines, bars, shapes, 
and text, using the Level AA standards specifed in WCAG 2.1 [12]. 
To extract the background colors from SVG-based visualizations, 
we traverse the elements recursively. For visualizations created 
using HTML Canvases, we convert the canvas element into an 
image and fetch the color palette using the Color Thief library.5 

For background-to-foreground ratios not in compliance with the 
Level AA standard, we provide the visualization creators with de-
tails of each element for easier debugging with an overall score. 
When in compliance, we show the number of elements inspected 
and confrmation of compliance (see Figure 2). Additionally, per 
our participants’ preferences, we added the ability to disable the 
evaluator by setting the “contrastChecker” confguration option to 
“false” (see Appendix B), which turns this feature of. 

As VoxLens automatically generates a summary, we did not 
implement an evaluator for checking the presence and quality of 
alt-text (see Table 3). Similarly, we did not implement post-creation 
tools, as these solutions are internal to the deployment environment 
of developers and outside of the technical scope of VoxLens. 

5.5 Feedback Collector 
We developed a feedback collector that enables screen-reader users 
to provide feedback to the visualization creator regarding the ac-
cessibility of the visualization. Based on the features identifed by 
our participants (see Table 3), we limited the feedback to a simple 
rating of the visualization accessibility using radio buttons with an 
optional text feld for further comments. By default, the rating is on 
a 5-point scale ranging from 1 (“not accessible”) to 5 (“fully accessi-
ble”). Per their preferences, visualization creators can modify the 
scale and hide the feedback collector in debug mode. A valid email 
address is required from the visualization creators to activate the 
feedback collector. We collaborated with and utilized the services 
from EmailJS6 to enable client-side email sending. We note that 
screen-reader users provide feedback anonymously to the visualiza-
tion creators using our feedback collector without any additional 
risk to their privacy. We did not implement the tracking feature 
that enables users to get the real-time status of their reported issues, 
as it requires additional setup from visualization creators, which is 
outside of the technical scope of our exploration. 

5.6 Algorithm Improvements for 
Multi-Modality 

Our respondents suggested using advanced and contemporary al-
gorithms for the multi-modal automated tools (see Table 3). Specif-
ically, they recommended the use of artifcial intelligence (A.I.). 
Therefore, we improved the functionality of VoxLens by using 
fuzzy logic [29, 33, 88], a natural language processing (NLP) tech-
nique, to replace the current keyword matching algorithm in use 
by the original VoxLens. Our internal testing revealed that fuzzy 
logic performed queries faster and more accurately than the key-
word matching algorithm, improving the performance of VoxLens’s 
Question and Answer mode. We did not implement customization 
and personalization options, as this feature warrants a separate 

5https://lokeshdhakar.com/projects/color-thief/
6https://www.emailjs.com/ 

exploration, requiring additional empirical studies. We also did 
not implement avenues to test technical accuracy, as VoxLens al-
ready provides automated unit and functionality testing with 100% 
coverage. 

Figure 2 displays a screen capture of our VoxLens enhancements, 
and Appendix B shows a comparison of the confguration options 
between the original VoxLens and our enhanced version. 

Table 4: Gender, age, domain, role, and education level of our 
VoxLens task-based experiment participants. 

Gender Age Domain Role Education 

V1 Woman 29 Industry Developer Master’s 

V2 Woman 19 Academia Developer Bachelor’s 

V3 Man 20 Academia Researcher Bachelor’s 

V4 Man 19 Both Developer Bachelor’s 

V5 Woman 29 Industry Developer Master’s 

V6 Man 33 Industry Researcher Doctorate 

V7 Woman 49 Industry Developer Master’s 

V8 Woman 33 Industry Researcher Master’s 

V9 Man 54 Industry Developer Bachelor’s 

V10 Woman 23 Academia Researcher Doctorate 

6 Task-Based User Study Using VoxLens 
To evaluate the usability and usefulness of our VoxLens enhance-
ments, which were based on our survey and interview fndings, we 
conducted a task-based user study with 10 visualization creators 
using the original VoxLens and our enhanced version. Our goal 
from this study was to investigate the efect of our enhancements 
on our participants’ understanding of screen-reader users’ chal-
lenges, knowledge of data visualization accessibility, and perceived 
usefulness of the enhanced VoxLens. We present our methodology 
and results below. 

6.1 Participants 
Our participants were 10 visualization creators recruited via social 
media platforms and email distribution lists for data visualization 
creators (see Table 4). Six participants identifed as women and four 
as men. Their average age was 30.8 years (��=12.2). The highest 
level of education was a doctoral degree for two participants; four 
had a master’s degree, and the remaining four had a bachelor’s 
degree. We compensated them with a $100 Amazon gift card for 
their participation in our task-based user study. 

6.2 Procedure 
Our study was a two-part unsupervised task-based study. Each part 
included a step-by-step instruction for our participants to complete 
the task. The frst part involved using the original VoxLens [69] 
without any modifcations, following the instructions, documen-
tation, and examples from its open-source GitHub repository. We 

https://6https://www.emailjs.com
https://5https://lokeshdhakar.com/projects/color-thief
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Table 5: Statistical results from our mixed ordinal logistic 
regression analysis from � =10 visualization creators with 
VoxLens Version (� � ) as the independent variable (“original” 
vs. “enhanced”). “DV” means dependent variable. All results 
are statistically signifcant (� < .05). 

DV �2 � 

Understanding Level (� �) 7.78 < .05 

Knowledge Level (��) 5.88 < .05 

Perceived Usefulness (�� ) 4.07 < .05 

provided instructions for participants to familiarize themselves 
with VoxLens before the study to account for learning. In the sec-
ond part, our participants used our enhanced VoxLens version. Our 
goal was to assess the generalizability of our empirical fndings as 
instantiated in VoxLens, not to assess the accessibility of visual-
izations themselves. Therefore, we used the same visualization in 
both parts and there was no diference in the accessibility of the 
visualization between the original and enhanced versions. 

At the end of each part of the study, our participants flled out a 
questionnaire rating their understanding of the challenges screen-
reader users experience with online data visualizations (� �), knowl-
edge of data visualization accessibility (��), and perceived useful-
ness of the enhanced VoxLens (�� ) on a scale of 1 to 7 on a Likert 
scale (with “1” being the lowest and “7” being the highest). The ques-
tionnaire also included questions from the NASA-TLX workload 
instrument [30, 31] and open-ended queries to collect our partici-
pants’ liked or disliked features, ideas for improvement, and general 
comments. We also recorded their demographic information. 

6.3 Design & Analysis 
We conducted a task-based user study to investigate the efect of our 
VoxLens enhancements on our participants’ subjective responses. 
Our independent variable was VoxLens Version (� � ; within-Ss.), 
having two levels (“original,” “enhanced”). Our dependent variables 
were Understanding Level (� �), Knowledge Level (��), and Perceived 
Usefulness (�� ); all dependent variables were ordinal (1 to 7 on a 
Likert scale; “1” being the lowest and “7” being the highest). To 
analyze the efect of � � on each of these variables, we used mixed 
ordinal logistic regression [53, 55], identical to our quantitative 
survey analysis. This model is a type of generalized linear mixed 
model (GLMM). Our focus being a task-based user study and not a 
controlled experiment, we deliberately had all participants interact 
with the original version frst, and then the enhanced version, since 
the latter contains a strict superset of functionality of the frst. 

To qualitatively assess the open-ended questionnaire responses, 
we followed the same protocol for thematic analysis [10] that we 
used for analyzing our survey. To quantitatively assess how � � 
impacts NASA TLX perceived workload ratings, we performed the 
nonparametric aligned rank transform (ART) procedure [23, 34, 85]; 
the 1-21 scales were for mental demand, physical demand, temporal 
demand, performance, efort, and frustration. 

Figure 3: Visualization showing the Likert scale scores (with 
“1” being the lowest and “7” being the highest) for the original 
and our enhanced VoxLens version. Higher scores are better. 
Error bars represent ±1 standard deviation. 

6.4 Results 
We present the fndings from our quantitative, qualitative, and 
perceived workload assessment of our VoxLens enhancements. 

6.4.1 Qantitative Assessment. VoxLens Version (� � ) had a sig-
nifcant efect on all three ordinal outcomes, indicating signifcant 
diferences between the original VoxLens and our enhanced version 
(see Table 5). Overall, there was a 43.8%, 16.7%, and 11.5% increase 
in Understanding Level (UL), Knowledge Level (KL), and Perceived 
Usefulness (PU), respectively, for our enhanced version compared 
to the original VoxLens (see Figure 3). These results confrm that 
the interventions and features revealed by our interviews provided 
measurable improvements to visualization creators’ understanding, 
knowledge, and utility of visualization accessibility. 

6.4.2 Qalitative Assessment. We assessed our enhancements’ use-
fulness by analyzing the open-ended questionnaire responses from 
all participants. Specifcally, we asked about their liked and disliked 
features and improvement areas. 

Overall, in comparison to the original VoxLens, participants 
found our enhanced version to be valuable for researchers in the 
feld of data visualization; more user-friendly (V10), a great inclusion 
for developers; makes it easier to create accessible visualizations (V3), 
and a good step forward to helping with inclusive data visualization 
development (V6). Additionally, participants expressed their excite-
ment by stating [the enhanced version] provided better accessibility 
(V2) and [is] really useful, [I] can’t get over it! (V5). 

Our participants also emphasized the usefulness of the emulator 
feature by classifying it as a good sanity check that testing was 
working as expected; an entry point for novice creators (V1), defnitely 
enhanced the experience (V3), much more convenient than opening 
and closing a Narrator (V4), and ease of testing screen reader use 
without having a screen reader (V5). Additionally, they found the 
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evaluator feature handy (V1) and a good addition that could save 
developers time versus having separate tools to do that (V9). They also 
shared their liking for the other features, including customization 
options to toggle these features through confguration preferences. 

We also asked our participants to share areas for improvement. 
They suggested having more working examples and customization 
settings for the emulator feature. For example, our participants 
wished to have the capability to increase and decrease the response 
speed of the emulator. At the time of this writing, we have started 
the process of implementing this suggestion to improve our en-
hanced VoxLens version. 

6.4.3 Workload Assessment. We collected perceived workload rat-
ings for both VoxLens versions (� � ) using the NASA Task Load 
Index survey (NASA-TLX) [31], recording participants’ mental de-
mand, physical demand, temporal demand, performance, efort, and 
frustration. Our analysis used the nonparametric aligned rank trans-
form procedure [23, 34, 85], but did not reveal a signifcant efect 
of VX on any of the six workload scales, indicating similar work-
load levels for each version of VoxLens. (See Appendix C for the 
workload scores.) This result indicates that the additional features 
and tools in the enhanced version of VoxLens did not detectably 
increase the perceived workload of the original VoxLens. 

7 Discussion 
In this work, we sought to understand and reduce the challenges 
visualization creators experience in making data visualizations 
accessible to screen-reader users. We surveyed 57 visualization cre-
ators to comprehend their visualization accessibility challenges, 
identifying one educational and four technological interventions 
that can, when used together, assist them in enhancing their under-
standing of the challenges screen-reader users experience with data 
visualizations, improving their accessibility knowledge, and mak-
ing data visualizations accessible. We conducted interviews with 
12 visualization creators to determine the efectiveness of these 
interventions. Additionally, we implemented the four technological 
interventions into an existing open-source library, VoxLens, and 
conducted a task-based user study with 10 participants to validate 
the generalizability of our fndings. 

7.1 Uniqueness of Each Intervention 
Our participants identifed and discussed the efectiveness of fve 
interventions: Workshops (WS), Emulators (EM), Evaluators (EV), 
Feedback Collectors (FC), and Multi-Modal Automated Tools (MM). 
Assessing against our three objectives of enhancing visualization 
creators’ (1) understanding of screen-reader users’ challenges with 
data visualizations, (2) knowledge of data visualization accessibility, 
and (3) ease of making data visualizations accessible, our partici-
pants determined that each intervention, when used separately, was 
benefcial in fulflling the three objectives only to a certain degree. 
For example, �� would drastically improve the ease of making vi-
sualizations accessible but would be less efective in understanding 
the challenges screen-reader users experience with data visualiza-
tions. In contrast, these benefts and limitations would be vice versa 
for �� . (For clarity, in this work, we do not explore if these inter-
ventions build empathy for screen-reader users, a notion criticized 
by Bennett et al. [5]. Instead, our work examines the utility of these 

interventions to understand the technology.) Therefore, to achieve 
all three objectives, we recommend future work to utilize these 
interventions conjointly, leveraging the unique benefts they ofer 
visualization creators and screen-reader users. 

7.2 The Paradox of a “Magic-Wand” Solution 
Our participants referred to the Multi-Modal Automated Tools (MM) 
as a “magic-wand” solution (S2, S3, S7). Although they communi-
cated volumes about the usefulness of �� , some participants also 
identifed how �� could restrict visualization creators from fully 
understanding the challenges of screen-reader users and enhanc-
ing their knowledge of accessibility. While S7 provided clarity on 
the matter by acknowledging the importance of gaining accessibil-
ity knowledge (it’d be great if people knew about accessibility) and 
sharing her opinions on the outcome (the outcome of accessibility 
should be people who use screen readers are able to do stuf ), we en-
courage researchers and practitioners to carry forward this critical 
discussion, taking into account the perspectives of both visualiza-
tion creators and screen-reader users. (We note that all authors 
remained neutral on this subject when communicating with our 
participants and remain similarly so in this paper.) 

7.3 User Agency for Visualization Creators 
A prominent observation from our interviews was the individ-
ualized usage needs and preferences of visualization creators in 
determining the efectiveness of each intervention. For example, 
S3 conveyed an essential component for the evaluators to turn of 
rules so people wouldn’t get annoyed and, in turn, wouldn’t wanna 
use it anymore. Prior work on data visualization accessibility has 
identifed the need for customization and personalization options 
for screen-reader users [69, 70, 90]. Based on our fndings, we rec-
ognize that the same is true for visualization creators, especially 
given that our participants appreciated the customization options 
to toggle the features in our enhanced version of VoxLens. There-
fore, we recommend future work to investigate and provide more 
customization and personalization options in tools created to sup-
port visualization creators in making data visualizations accessible. 
Future work can further examine the diferences in these options 
based on granular factors, including their domain (e.g., industry, 
academia), role (e.g., developer, researcher), or experience with data 
visualization accessibility. 

7.4 Limitations and Future Work 
Our survey fndings revealed a signifcant correlation between some 
variables used in our study, such as visualization creators’ knowl-
edge of data visualization accessibility and their prioritization of 
making data visualizations accessible to screen-reader users. Our 
data was observational and not experimental; therefore, we did 
not explore causal relationships among the variables we analyzed 
for correlations. We encourage future work to investigate these 
correlations further, particularly via experiments to determine pos-
sible causal relationships. Furthermore, we did not implement our 
educational intervention (Workshops) due to logistical constraints. 
Utilizing the fndings from our studies, we intend to organize a 
synchronous in-person workshop in the future with screen-reader 
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users and practitioners as co-leads to assess the usefulness of Work-
shops for visualization creators. Additionally, future work can con-
duct studies with screen-reader users to assess further competencies 
of visualization creators. 

8 Conclusion 
In this work, we sought to understand and improve visualization 
creators’ (1) understanding of screen-reader users’ challenges with 
data visualizations, (2) knowledge of visualization accessibility, and 
(3) ease of making data visualizations accessible to screen-reader 
users. To this end, we surveyed visualization creators to deter-
mine and identify interventions to minimize their challenges with 
visualization accessibility. These interventions were: Workshops, 
Emulators, Evaluators, Feedback Collectors, and Multi-Modal Auto-
mated Tools. Then, we conducted semi-structured interviews to 
examine the efective versions of each of the fve interventions 
and reported the specifc features that make these interventions 
efective. To validate our fndings, we implemented and integrated 
the technological interventions into VoxLens [69] and performed a 
task-based user study with visualization creators to assess the gen-
eralizability of our fndings and the usefulness of our open-source 
enhancements. Using our enhancements, visualization creators im-
proved their understanding of screen-reader users’ challenges with 
data visualizations, knowledge of visualization accessibility, and 
perceived usefulness of VoxLens. Overall, we ofer the efective ver-
sions of the interventions we used to achieve our three objectives as 
generalizable knowledge for researchers and practitioners, particu-
larly in the data visualization community. We hope our work will 
inspire future eforts in further supporting visualization creators to 
make data visualizations accessible to screen-reader users. 
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A Spearman’s Rank Correlation Results 

Table 6: Statistical results from our Spearman’s rank correlation analysis of all our variables. “V1” means Variable 1 and “V2” 
means Variable 2. � is the Spearman’s rank correlation coefcient. All results with � <.05 are statistically signifcant. 

V1 V2 � � 

�� �� -.05 .719 

�� �� .00 .980 

�� �� -.05 .725 

�� �� .09 .528 

�� �� -.08 .561 

�� �� .16 .247 

�� �� -.08 .541 

�� �� .20 .145 

�� �� .42 < .001 

�� �� -.39 < .05 

�� �� .29 < .05 

�� �� .23 .088 

�� �� -.08 .548 

�� �� .49 < .001 

�� �� -.24 .068 

�� �� .21 .119 

�� �� .66 .659 

�� �� .09 .499 

�� �� -.43 < .001 

�� �� .12 .373 

�� �� .14 .304 

�� �� -.06 .655 

�� �� -.34 < .05 

�� �� -.07 .605 

�� �� -.03 .803 

�� �� -.15 .257 

�� �� -.01 .962 

�� �� -.25 < .05 
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B VoxLens Confgurations Options 

Figure 4: VoxLens confguration for the original version, our enhanced version with default debug options, and our enhanced 
version with granular debug options. 
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C Workload Assessment Analysis Results 

Table 7: Statistical results from our nonparametric aligned rank transformation procedure used in the workload assessment of 
our task-based user study fndings. “VO” means Original Version and “VE” means Enhanced Version. Scores are mean values. 
No results are statistically signifcant (� <.05). 

Scale VO Score VE Score � 

Mental Demand 3.3 3.7 .552 

Physical Demand 1.4 2.3 .188 

Temporal Demand 2.4 3.5 .104 

Performance 3.6 3.4 .824 

Efort 3.4 3.3 .739 

Frustration 2.8 2.7 1.000 
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