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Abstract 
We introduce ChartA11y, an app developed to enable accessible 
2-D visualizations on smartphones for blind users through a par-
ticipatory and iterative design process involving 13 sessions with 
two blind partners. We also present a design journey for mak-
ing accessible touch experiences that go beyond simple auditory 
feedback, incorporating multimodal interactions and multisensory 
data representations. Together, ChartA11y aimed at providing di-
rect chart accessing and comprehensive chart understanding by 
applying a two-mode setting: a semantic navigation framework 
mode and a direct touch mapping mode. By re-designing traditional 
touch-to-audio interactions, ChartA11y also extends to accessible 
scatter plots, addressing the under-explored challenges posed by 
their non-linear data distribution. Our main contributions encom-
pass the detailed participatory design process and the resulting 
system, ChartA11y, ofering a novel approach for blind users to 
access visualizations on their smartphones. 

CCS Concepts 
• Human-centered computing → Human computer interac-
tion (HCI); Accessibility technologies; Visualization systems 
and tools. 

Keywords 
Assistive Technology, Smartphone, Touchscreen Experience, Data 
Visualization, Sonifcation, Multimodal Interaction, Blind Users, 
Participitory Design 

ACM Reference Format: 
Zhuohao (Jerry) Zhang, John R. Thompson, Aditi Shah, Manish Agrawal, 
Alper Sarikaya, Jacob O. Wobbrock, Edward Cutrell, and Bongshin Lee. 

∗corresponding author 

This work is licensed under a Creative Commons Attribution International 
4.0 License. 

ASSETS ’24, October 27–30, 2024, St. John’s, NL, Canada 
© 2024 Copyright held by the owner/author(s). 
ACM ISBN 979-8-4007-0677-6/24/10 
https://doi.org/10.1145/3663548.3675611 

2024. ChartA11y: Designing Accessible Touch Experiences of Visualizations 
with Blind Smartphone Users. In The 26th International ACM SIGACCESS 
Conference on Computers and Accessibility (ASSETS ’24), October 27–30, 2024, 
St. John’s, NL, Canada. ACM, New York, NY, USA, 15 pages. https://doi.org/ 
10.1145/3663548.3675611 

1 Introduction 
Data visualizations play a crucial role in understanding and ex-
ploring complex datasets, and in gaining insights such as trends, 
correlations, and outliers. Despite their efectiveness for sighted 
users, the inherently visual nature of data visualizations poses sig-
nifcant accessibility barriers for blind and low-vision individuals 
(BLVIs). Screen readers, which serve as essential assistive technolo-
gies for BLVIs to access digital content, are not optimally designed 
to interpret and convey the multidimensional aspects of charts. This 
incompatibility is amplifed by the complexity of data visualizations, 
which often render as multiple data trends, clusters, and correla-
tions, making navigation and comprehension through auditory 
feedback alone particularly challenging. Moreover, more complex 
chart types, such as scatter plots, further complicate accessibility 
due to their non-linear and spatially distributed data points. 

The feld of accessible visualization research has witnessed sub-
stantial eforts from the community. Traditional accessibility guide-
lines [67] often advise visualization authors to provide alternative 
textual or tabular representations of graphical data. This method 
theoretically enables screen reader users to access and analyze 
data, potentially even applying statistical tools. Yet, this approach 
demands signifcant technical expertise and imposes a heavy cog-
nitive load on BLVIs. The goal of ensuring that BLVIs can access 
data as quickly and intuitively as sighted individuals do when they 
glance at a visualization highlights the need for simpler and more 
efective methods of accessing. 

In response, researchers have created numerous approaches in-
cluding diferent navigational structures that allow screen reader 
users to interact with charts through detailed aspects such as in-
sights, axes, data points, and flters, often in customizable ways 
[27, 65, 74]. Among the investigated modalities, touch-based expe-
riences [10] have attracted interest for their capacity to improve 
accessibility. However, the focus has predominantly been on simplis-
tic touch-to-audio feedback mechanisms, raising a critical question: 
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Can screen reader users efectively process complex information 
in a two-dimensional (2-D) space without the beneft of hand-eye 
coordination? Our investigation takes this discourse further by 
examining the interaction of BLVIs and charts with touchable el-
ements, and identifying previously unrecognized challenges. For 
example, we noted that even with immediate feedback like audio 
and haptics, BLVIs still frequently face challenges when follow-
ing visual traces like the curve of a line, the boundary of a data 
cluster, or simply horizontal directions within a chart. The set of 
under-explored challenges makes it difcult for BLVIs to discern 
underlying trends, shapes, or relationships among data points dis-
tributed across a 2-D space. 

To address the challenges inherent in creating accessible touch 
experiences for visualizations, we conducted an iterative partici-
patory design approach, collaborating with two blind smartphone 
users across 13 sessions over eight months. This method diverged 
from conventional user studies, where blind participants are typi-
cally only introduced to formative or summative prototypes [36]. 
Instead, our collaborators were integrally involved in every step 
of the design and development process from the outset. We dived 
into the specifc challenges faced by BLVIs when using standard 
touch-to-audio methods for accessing data visualizations. 

Through iterative design and testing, we developed ChartA11y, 
a system ofering interaction techniques for making line charts, bar 
charts, and scatter plots accessible. Ultimately, our blind collabora-
tors could independently navigate complex charts with ChartA11y, 
extracting data insights from multi-series scatter plots comparably 
to how sighted users do so. Our contributions in this work include: 

(1) ChartA11y, a functional system with multiple interaction 
techniques that facilitate non-visual access to complex charts 
on smartphones—unachieved by prior research, which mostly 
focused on simpler visualizations like single-series scatter 
plots with clear patterns. 

(2) A design journey, which highlights how various assistive 
techniques can initially fall short in terms of their efective-
ness for BLVIs despite our initial expectation that they would 
beneft our target users. 

2 Related Work 
Our work is informed by existing research on (1) accessible visual-
ization experiences for BLVIs and (2) approaches of multisensory 
data representation and multimodal interactions in assistive tech-
nology design. 

2.1 Accessible Visualization Experiences 
Recent eforts within the HCI, accessibility, visualization, and AI 
research communities have been directed towards rendering tradi-
tionally inaccessible visual content accessible. A number of stud-
ies [11, 28, 35, 37, 58] have investigated the current landscape of 
chart accessibility, identifying signifcant knowledge gaps and socio-
technical challenges within this domain. Fan et al. [15] pinpointed 
prevalent accessibility issues in online visualizations, which are of-
ten crucial for conveying information to BLVIs. Lundgard et al. [42] 
emphasized that contemporary technologies may inadvertently 
introduce barriers, advocating for clear communication of acces-
sibility needs and the inclusion of individuals with disabilities as 

equal stakeholders in the design process. Marriott et al. [45] noted 
that despite advances, understanding of how to efectively support 
accessible visualizations lags. Elavsky et al. [14] proposed a set of 
heuristics for visualization authors aimed at transcending minimal 
accessibility standards to create genuinely usable experiences. 

In the realm of designing digital and practical assistive technolo-
gies, signifcant strides have been made in diferent venues. Support 
from mainstream screen readers such as NVDA [1], JAWS [26], iOS 
VoiceOver, and Android TalkBack enables BLVIs to navigate web 
pages and mobile applications containing visual content. Despite 
these advancements, the majority of online-based visualizations 
remain largely inaccessible to screen readers due to the diferent 
rendering methods. In the meantime, commercial eforts such as 
Audio Graphs [13] and Highcharts [23] have endeavored to ofer 
accessible alternatives. 

Within the academic community, innovative projects have aimed 
to create more engaging and interactive visualization experiences. 
Early initiatives like the iGRAPH-Lite system [17] facilitated chart 
navigation and caption generation via keyboard inputs. Zong et al. 
[74] structured screen reader interactions with chart elements in a 
hierarchical manner. Sharif et al.’s VoxLens [60] and its subsequent 
extension [61] enhanced online visualization accessibility through 
voice-activated commands for “Q&A” and “drill-down” information 
retrieval interactions. Additionally, research has been conducted 
on optimizing the textual output received by BLVIs. Jung et al. 
[29] explored the necessary levels of textual support. Sharif et 
al. [62] looked into methods for communicating uncertainty in 
visualizations, discovering a preference among users for statistical 
information to be presented in plain language and in a detailed 
manner. Leveraging the Olli accessible visualization toolkit [7], 
Jones et al. [27] enabled speech output customizations to simplify 
the identifcation and recall of chart information. 

Within this landscape, AI has increasingly been employed to au-
tomatically extract content and insights from visualizations. Studies 
have introduced interactive and semi-automatic systems for data 
extraction from chart images [30, 55]. Lundgard and Satyanarayan 
[43] conceptualized how natural language descriptions could se-
mantically articulate the content of visualizations. Battle et al. de-
veloped Beagle [5] for automatic insight extraction from online 
visualizations. Several works have applied AI solutions, including 
transformer models [52] and deep neural networks [2, 33, 34], to 
summarize and generate natural language descriptions of charts. 

2.2 Multisensory Data Representation and 
Multimodal Interactions 

The integration of multisensory data representations stands as a 
signifcantly notable practice within accessibility research, encom-
passing a broad spectrum of assistive technology designs beyond 
just data visualizations. Utilizing auditory cues and sonifcations, 
researchers have signifcantly advanced the accessibility of diverse 
digital content for visually impaired users [4, 20, 25, 38, 47, 48, 68]. 
Specifcally in the context of visualizations, early studies have as-
sessed the efcacy of auditory scatter plots in conveying the direc-
tion and magnitude of correlations [18]. Further explorations have 
focused on evaluating the usability and efectiveness of sensory sub-
stitutions [12] and sonifed feedback mechanisms [59]. Prior work 
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such as iSonic by Zhao et al. [72] ofers support for visually impaired 
users in navigating georeferenced data through enriched auditory 
and speech output. Similarly, Seo et al. introduced the MAIDR 
system [57] that extends modalities to include braille, alongside 
conventional sonifcation and textual descriptions. Infosonics by 
Holloway et al. [24] integrates diverse audio tracks to facilitate the 
interpretation of infographic trends. More recently, Zong et al. [75] 
present visualization, sonifcation, and textual descriptions as equal 
mediums to enhance accessibility of charts. 

Another promising venue to substitute traditional textual feed-
back in accessible visualization and other types of digital media 
[8, 9, 21, 46, 51, 56, 63] is to use multimodal interactions, like touch, 
haptics, and vibrotactile feedback [10]. Noteworthy contributions 
include the work by Palani et al. [53], which proposed guidelines 
for depicting oriented lines on touchscreen devices, leveraging vi-
brotactile stimuli to convey information. Awada et al. [3] explored 
protocols that enable BLVIs to identify geometric shapes on vibrat-
ing touchscreen interfaces. Furthermore, recent work by Moore et 
al. [54] investigated spatial-audio enhanced visualizations on touch 
screen devices to support BLVIs in learning data trends efciently. 

Given the rich set of works from various research communities, 
ChartA11y sets out to explore a distinct aspect. Given the wide-
spread adoption of smartphones, blind individuals are increasingly 
likely to interact with charts on their mobile devices. This shift 
presents unique opportunities for improving the accessibility of 
visualizations, leveraging the inherent multimodal capabilities of 
these devices. However, this transition is accompanied by a new 
set of challenges. Our aim is to systematically identify these chal-
lenges and, through an iterative design process, develop an efective 
solution to enable accessible touch experience on smartphones. 

3 Participatory Design Method 
In this section, we introduce the participatory design method em-
ployed in our research, setting the stage for a detailed presentation 
of the ChartA11y system design in the subsequent section. This 
overview serves to acquaint readers with the foundational approach 
underpinning our research, prior to diving into the intricacies of 
the design journey itself. 

Our research involved two blind co-authors who contributed to 
the iterative design process over an eight-month period and 13 co-
design sessions. Unlike traditional research paradigms, where blind 
participants may engage solely as subjects in the fnal stages, our 
collaborators were integral to our iterative design and development 
from the outset, responding to calls from the community [36, 42]. 
The accessibility community has also been widely adopting this 
co-design approach with BLVIs [16, 49, 65, 66, 70]. This inclusive 
approach ensures that system creation is closely aligned with the 
actual needs and experiences of BLVIs, moving beyond passive 
participation to active co-creation. 

Each session, lasting between 60 to 90 minutes, commenced with 
an update on the system’s progress, incorporating insights and 
feedback from the previous meeting. Subsequently, the sessions 
focused on hands-on interaction with the system, where blind col-
laborators were introduced to new features based on their growing 
familiarity with the system. To diferentiate learning from testing, 
we employed diferent charts for tutorials and tasks (eight charts in 

total), ensuring that the collaborators’ ability to perform interpre-
tive tasks was assessed without prior context. For example, both 
partners were asked to identify potential correlations between � 
and � values, distinguish clusters that are obvious to sighted users, 
spot outliers in a scatter plot, and compare data distributions from 
diferent series. 

4 ChartA11y Prototype 
We present the fnal design iteration of ChartA11y, including its 
implementation and interaction techniques. We then describe the 
design journey and insights that led to ChartA11y in Section 5. 

4.1 ChartA11y Overview 
ChartA11y is built as an Apple iOS1 mobile application that opens 
an existing chart on the Web in an accessible format (Figure 1b). 
The rendering of charts is powered by the open-sourced Chart 
Reader software [65], a web-based accessibility engine that takes 
in a dataset in CSV format and renders an SVG chart to a web page. 
By leveraging this technology, ChartA11y efectively simulates the 
experience of smartphone users encountering visualizations online, 
enabling these charts to be opened within ChartA11y. For simplicity, 
we assume that the underlying source data for visualizations are 
available. Approaches to overcoming this assumption, which are 
well explored in machine learning and computer vision [41, 44, 64], 
are left to future work. (Similar assumptions have also been made 
by recent work in touch accessibility [39, 40].) 

4.2 ChartA11y Interactions 
ChartA11y is distinguished by its integration of two innovative 
modes: (1) the Semantic Navigation Framework (SNF) mode and 
(2) the Direct Touch Mapping (DTM) mode. The two modes work 
together to provide a comprehensive understanding of charts. The 
SNF mode is engineered to ofer a VoiceOver-like experience, se-
mantically organizing the chart’s navigational structure within the 
mobile application. This mode allows users to intuitively explore 
the visualization as if the chart were physically mapped onto the 
touch display. Conversely, the DTM mode grants blind users direct 
access to data points, simulating a tactile representation of the chart 
on the screen. ChartA11y enables users to easily switch between 
these modes, maintaining awareness of their position within the 
chart or in the semantic navigational structure. In the following 
sections, we describe the detailed interactions and corresponding 
multisensory data representations of ChartA11y. 

4.2.1 Semantic Navigation Framework (SNF). ChartA11y provides 
a semantic navigation framework (Figure 1) that renders diferent 
components of the chart semantically onto the touch display for 
an accessible touch experience. 

Fundamental Interaction Logic. The SNF’s central interaction is 
“fnger-reading” [31, 71] without encountering any blank areas, as 
the entire touch space is semantically populated with chart ele-
ments. This design ensures that any touch by users always elicits a 
meaningful response, facilitating a continuous and intuitive explo-
ration of the chart’s structure and data points [6]. Chart elements 
1Our use of iOS devices stems from the prevalence of iPhones and their VoiceOver 
touch-based screen-reading software among BLVIs. 
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Figure 1: The design of the Semantic Navigation Framework mode, including (a) the original chart rendered on a web page, (b) 
the starting point of how blind users open charts in ChartA11y, and (c-f) the example scenes of using SNF mode. 

are rendered as accessible, rectangular views, ensuring that navi-
gation through diferent parts of the chart is straightforward and 
efective, as shown in Figure 1(c)-(f). As users shift their focus 
to a new element by panning or swiping left or right, immediate 
feedback is provided via VoiceOver announcements or sonifcation 
audio tones, depending on the selected audio mode. 

The navigation begins with an overview of the chart (Figure 1c), 
presented as a full-screen view, from which users can dive into four 
distinct semantic zones: the � axis, � axis, flters, and data points. 
Each zone further unfolds into lists of data bins or cells, tailored to 
the specifc type of chart being explored. For clarity in subsequent 
discussions, we defne “data bins” and “data cells” as such: Data bins 
are used to describe aggregated data segments on the � or � axis, 
where data is grouped based on ranges. Data cells refer to discrete 

sections within scatter plots, delineated by intersecting � and � 
values, facilitating a granular analysis of data point distributions. 

VoiceOver Touch and Gesture. The SNF leverages the intuitive 
touch and gesture controls familiar to blind smartphone users— 
specifcally, VoiceOver gestures—to facilitate access to chart el-
ements. These gestures (Figure 2) include swiping to navigate 
through items, double-tapping to drill down to deeper layers of data, 
executing a two-fnger “�”-scrub to return to a previous navigation 
level, and employing touch to directly select a particular data point. 
To accommodate instances where a navigation level contains a 
high density of items, a paging mechanism is implemented, which 
ensures that each data item is allocated a minimum width or height 
sufcient for fnger recognition. Consequently, users can employ a 
three-fnger swipe to move seamlessly between pages. 
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Figure 2: The design of touch and gestures in the Semantic Navigation Framework, with most similar to VoiceOver’s gestures to 
give users a similar navigation experience. 

Series Switching Rotor. In iOS VoiceOver, rotor is an accessibil-
ity widget that enables convenient mode switching. ChartA11y 
introduces custom accessibility rotors for enhanced navigation, in-
cluding a “series” rotor enabling users to cycle through data series 
or access an overview summary. This feature, coupled with the 
ability to toggle specifc series in the flter area, enriches the data 
exploration experience. To use the rotor, BLVIs can rotate two fn-
gers on the screen as if they are turning a dial. After they choose 
an option, BLVIs can fick their fnger up or down on the screen to 
select diferent options. In our case, they can switch between all 
data series. 

Sonifcation Toggle Rotor. A dedicated rotor toggles sonifcation 
on or of, replacing visual labels with audio tones. These tones vary 
intelligently across diferent scenarios and data series, ofering users 
a nuanced auditory representation of the data. The sonifcation 
settings are adaptable, catering to diferent investigation needs and 
personal preferences. 

Sonifcation and Encodings. Sonifcation in ChartA11y (Figure 3) 
is carefully designed to refect various data attributes. For line and 
bar charts, the sonifcation strategy employs pitch variation to 
represent changes in data values, which was widely adopted in 
prior research and products [12, 13, 65], allowing users to perceive 
trends and fuctuations in the data as they move their fngers across 
the chart. This method ensures that users can follow the progression 
of data points through a continuous auditory experience, where 
higher pitches correspond to higher values and vice versa, enabling 
an intuitive understanding of the data’s highs and lows. 

In scatter plots, however, the encoding strategy shifts from fo-
cusing on pitch only to also incorporating tone duration to convey 
the density of data points within a chart’s grid cell. This adjustment 
refects the unique challenge of interpreting scatter plots, where 
the spatial distribution of points conveys signifcant information. 
With this enhanced encoding, users can either explore individual 
data cells or aggregated data bins in diferent navigational levels. 
When engaging with data cells, the sonifcation experience is akin 
to freely exploring the 2-D space with one’s fnger, where each 
contact with a data cell triggers a distinct audio tone. On the other 
hand, navigating through data bins involves a sequential sonifca-
tion approach, where users encounter a series of audio tones that 
represent each cell within a bin, moving methodically from one 

to the next. For instance, in a scenario where a user examines a 
data bin along the � -axis containing nine data cells, they would 
be presented with nine sequential audio tones. These tones vary 
from “numb” sounds, signifying the absence of data points in a 
cell, to meaningful musical notes that difer in pitch and duration, 
indicating the presence and density of data points. 

Accessible Narration Design. The design of accessible labels for 
each element is a critical component in ChartA11y’s navigation 
framework. These labels follow a conventional structure by report-
ing the � and � values, along with any related flter information. 
Additionally, we have enriched this basic model with innovative 
features to create a more intuitive and informative interaction. 

First, we introduced a location-aware and adaptive data narra-
tion feature. It dynamically adjusts the narration based on the user’s 
interaction with the charts. When a user touches a new position on 
the screen or swipes to navigate through data items, ChartA11y dis-
cerns whether the user has landed on a new position or is moving to 
an adjacent item. For a new position, the accessible label prioritizes 
positional information by announcing the � value frst, catering 
to the user’s need to understand their new location. Conversely, 
when navigating to a neighboring data item, the system shifts focus 
to announce the � value frst, recognizing that the user, familiar 
with their current position, seeks detailed data information next. 
This adaptive approach ensures that users receive the most relevant 
information based on their navigation pattern. 

Second, our iterative design process has refned how we report 
data bins in line and bar charts, or cells in scatter plots. An illus-
trative example of this can be seen in the accessible narration for a 
scatter plot (Figure 4), where the label frst indicates the percentage 
of data points within the current bin, followed by a qualitative de-
scription of the data distribution within that range. This description 
varies from very sparsely distributed to very densely distributed, 
providing users with a clear explanation of the data’s spatial ar-
rangement. Going deeper, users can explore specifc data series 
within a bin and access detailed distribution information about data 
cells. This layered approach to data narration ensures that users 
can both grasp the overall data landscape and explore the minutiae 
of data distributions and relationships. Together with the sonifca-
tion toggle introduced above, this integration allows for smooth 
switching between descriptive feedback and auditory feedback for 
detailed inforation or data trends and distributions, respectively. 
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Figure 3: The design of auditory feedback in Semantic Navigation Framework mode, including two examples of feedback in 
line charts and scatter plots. 

Figure 4: An example of accessible narration design in scatter plots, including the bin, series, and cell levels. 

4.2.2 Direct Touch Mapping (DTM). Beyond the Semantic Naviga-
tion Framework (SNF), our design process also iterated and adapted 
a distinct interaction mode called Direct Touch Mapping (DTM). 
This mode diverges from semantic navigation by ofering blind 
users direct access to the original chart elements. The direct touch 
mapping was achieved by enabling “direct touch” on an accessibil-
ity view in Apple iOS, allowing us to provide immediate feedback. 
The interactions in DTM are tailored to manage the cognitive load 
of blind users, ensuring the dense 2-D information remains accessi-
ble and afordable without overwhelming them. In the following 
subsections, we describe the specifc interactions in DTM, and how 
we integrated it with the SNF, allowing blind users to fuidly switch 
between the two without losing their sense of position. 

Fundamental Interaction Logic. The core interaction principle in 
DTM continues to leverage speech or audio tone feedback in re-
sponse to a user’s touches. However, our approach advances beyond 
the conventional touch-to-audio methodology by incorporating ad-
ditional modalities and considerations in our design. The detailed 

design of DTM difers between line or bar charts and scatter plots, 
as described below. 

Line and Bar Charts. For line and bar charts, which typically 
display data linearly along the X-axis, ChartA11y provides audio 
feedback correlating with the user’s direct touch position projected 
on the � -axis. This interaction mimics a slider mechanism, sup-
plemented by vibration feedback upon contact with actual visual 
elements, like lines or bars (Figure 5a). This tactile feedback ofers 
users a more engaged understanding of data distribution, mov-
ing beyond passive auditory sonifcation to actively tracking data 
trends. Audio tone adjustments are calibrated to the speed of the 
user’s fnger movement [31], employing a throttle technique to 
ensure the consistency of meaningful audio feedback, regardless of 
how swiftly the fnger moves. 

Zoom functionality, achieved through pinching gestures (Fig-
ure 5b), allows users to focus on specifc data segments. For exam-
ple, in a densely packed three-year COVID-19 data chart, users can 
zoom into a particular year or month for a closer look. This feature, 
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Figure 5: The design of Direct Touch Mapping mode, including diferent features to enable BLVIs to directly and efortlessly 
access visual elements in chart. 

akin to that in the SNF, also permits users to switch between data precise information on axis values and labels, further enhancing 
series by swiping up or down. users’ navigational and interpretive capabilities within the chart. 

ChartA11y enriches data exploration by enabling users to ac- These features collectively support a more comprehensive and in-
cess detailed information beyond simple data point interactions. tuitive exploration of data visualizations for blind users. 
The design is facilitated through a split-tap gesture [31], where 
users tap with a second fnger while the frst remains on the screen, Scatter plots. Scatter plots are complex and require a tailored set 
providing immediate access to positional details (Figure 5c). Ad- of interactions mindful of blind users’ cognitive load and working 
ditionally, direct interaction with the � and � axes ofers users memory. Given that scatter plots often feature densely populated 
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data points, ChartA11y employs a radius-based scanning technique. 
The system treats a fngertip as a scanning window; as users move 
their fnger, the “window” encounters data points, triggering hap-
tic feedback via the device’s vibration engine for each data point 
contacted. This mechanism emulates tactile interfaces, providing a 
continuous haptic experience mirroring the sensation of touching 
raised data points. The scanning window’s size dynamically adjusts 
based on the local density of data points, ensuring users can detect 
both densely packed areas and isolated outliers. This design was 
partly inspired by Bubble Cursor [22] and Bubble Lens [50] that 
enhance target acquisition, but we employed a diferent algorithm. 
Our algorithm for the “dynamic scanning radius” feature (Figure 5e) 
is provided below in Appendix (Algorithm 1). 

In our participatory design sessions, we identifed a signifcant 
challenge for blind users navigating 2-D visualizations like scat-
ter plots: maintaining a consistent movement direction without 
visual cues. For example, when attempting to explore data points 
along a specifc axis, users often inadvertently shift their move-
ment vertically or horizontally, leading to misinterpretations of a 
chart’s spatial distribution. To counteract this, we implemented 
a “directional lock feedback” mechanism (Figure 5f) designed to 
support blind users in accurately navigating the visualization space 
without increasing cognitive burden. This feature activates when 
a user moves sequentially in a straight line across three data cells, 
at which point ChartA11y locks onto that movement direction. 
Deviations from this locked direction trigger an audio cue—a “step-
up” or “step-down” tone using two musical notes [71]—indicating 
the user has moved of course. For instance, if a user intended to 
move horizontally across data cells but accidentally moves to a cell 
higher up, a step-up tone alerts them to the unintended vertical 
movement. The user can then adjust their movement downward 
until a step-down tone indicates a return to the correct horizontal 
path, ensuring precise and oriented navigation through the chart. 

Additionally, the split-tap for positional information and series 
switching via swiping (Figure 5(c)-(d)) remains functional in scatter 
plots, maintaining consistency across interaction modes. 

4.2.3 Seamless Transition Between DTM and SNF. Transitioning 
between modes in screen reader use often poses challenges, par-
ticularly in maintaining context, due to the linear focus inherent 
to screen readers. To mitigate this issue, ChartA11y incorporates a 
transition mechanism between the DTM and SNF modes. This inte-
gration allows users to employ a simple one-fnger gesture to toggle 
between modes while maintaining their current position within 
the visualization, ensuring continuity and context are preserved. 
For instance, consider a scenario where a blind user is analyzing a 
line chart of COVID-19 case trends in Jan 2022 using SNF, which 
organizes the data into 31 accessible points aligned from left to 
right. Should the user opt for a more direct interaction through 
DTM for continuous sonifcation access, ChartA11y responds by 
dynamically zooming the chart so that the current chart’s � -axis 
is ranged from Jan 1st to 31st. This transition not only preserves 
the user’s location within the data but also enhances their engage-
ment with the visualization by maintaining the integrity of their 
navigational path. 

5 Co-design with Two Blind Partners 
To provide the important details of how we reached the fnal design 
iteration of ChartA11y, we describe the journey of designing all the 
diferent multimodal interactions and multisensory data represen-
tations for ChartA11y, especially the challenges we observed when 
our design partners used touch to interact with charts, and how 
we iteratively made design decisions for specifc features. After 
introducing the background of our design partners, we describe the 
evolution of the design in three respects: (1) the Semantic Naviga-
tion Framework, (2) the Direct Touch Mapping mode, and (3) how 
we expanded to scatter plots. Finally, we present how our partners 
evolved in using ChartA11y to gain insights from charts, which 
was an impossible task for them prior to this work. 

5.1 Design Partners 
Our two design partners and paper co-authors (referred to as AS and 
MA) who are blind played an integral role in our design process. AS, 
a 31-year-old female, and MA, a 47-year-old male, are professionals 
at a large tech corporation. Both reported to be totally blind and 
were recruited through prior connections, committing to a long-
term collaboration on the project as active contributors. AS has a 
background in AI-related felds and experience with charts. She 
expressed a strong interest and desire in interpreting charts, such 
as machine learning loss curves, which she previously could not 
analyze independently and had to rely on sighted colleagues for 
verbal descriptions. MA also frequently encounters charts in his 
daily work involving trading, risk management, and fxed income. 
He has expressed a need to access his personal health data, which is 
automatically rendered in visual formats by mobile apps, to better 
understand his health trends. 

5.2 Touch Experience of Charts 
The initiation of our co-design process commenced with a base-
line version of ChartA11y. This initial version enabled blind users 
to experience a simple, single-series line chart from their laptop 
browser, which was also opened in the ChartA11y mobile applica-
tion. Initially, due to technical constraints, auditory feedback was 
provided through the laptop’s browser, facilitated by an accessible 
visualization engine hosted on the server. This confguration aimed 
to acquaint our blind design partners with the foundational touch 
experience for chart navigation. In this baseline version, we imple-
mented a simple “direct touch mapping” mode, designed to project 
users’ touch inputs onto the � -axis and generate corresponding 
audio tones that mirrored the data trend; no additional interactions 
described in the above section were implemented yet. Although 
this touch experience could, in theory, be replicated by the desktop 
version, Chart Reader, using simple left and right arrow key nav-
igation, leveraging this initial touch-based version of ChartA11y 
in our co-design sessions was pivotal. It enabled us to identify and 
address the distinct challenges faced by blind users when interact-
ing with data visualizations via touch. Prior research [71, 73] and 
feedback from our partners concurred on the unique value that 
touch interaction brings to the comprehension of visual content. 

Below, we describe how our design partners typically experience 
charts through touch, uncovering benefts of using touch to access 
charts and challenges unidentifed in prior literature. 
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Figure 6: AS’s interactions with a scatter plot. The left plot shows the frst two minutes of a fve-minute interaction, while the 
right side shows movements from the full fve-minute interaction. Colors represent the temporal order of movements: red 
represents initial movements and blue represents later movements. The same applies for Figure 8. 

5.2.1 Benefits of Touch Experience. In accessible visualization re-
search, traditional methodologies and existing screen readers have 
predominantly relied on keyboard interactions. Although efcient 
for conveying insights authored in charts, keyboard interactions in-
herently lack direct engagement with digital content. Through our 
co-design process, partners with experiences in navigating accessi-
ble charts via keyboards (e.g., using Chart Reader [65]) identifed 
distinct advantages aforded by the touch experience. 

Spatial Orientation. The touch experience inherently ofers a 
more intuitive spatial awareness by allowing users to physically 
interact with the device [32]. This direct engagement contrasts 
sharply with keyboard interactions, where the sense of location 
within a visualization is indirect and intangible. Our design part-
ners highlighted the signifcant advantage of physically holding 
and interacting with a device, supporting a preliminary, yet valu-
able, sense of position on the screen, an aspect notably absent in 
keyboard-based navigation. A common scenario in the co-design 
sessions was that both MA and AS utilized their awareness of how 
close they were to the edges of the screen to locate the desired 
location [19, 69]. 

Efcient Navigation. Beyond the initial spatial orientation, the 
touch interface facilitates a more efcient mechanism for navigating 
to and, most importantly, re-locating desired data items. Leverag-
ing their spatial memory, our design partners demonstrated the 
capability to swiftly return to previous positions on the screen after 
disengaging, a task that was previously inaccessible with keyboard-
based screen readers once the focus is lost. For example, when AS 
was exploring COVID case numbers for August 18th, 2022, she 
could swiftly return to the specifc data item after momentarily 
lifting her fnger from the screen. She landed on August 17th, 2022, 
and easily swiped right to get the previous location. This efciency 
in “quickly getting back” to a previously focused element highlights 
a critical improvement over more basic interactions. Although this 
feature could be achieved by engineering eforts in keyboard-based 

screen readers, ChartA11y emphasizes leveraging the innate capa-
bilities of blind users themselves. 

Tactile Feedback. Another signifcant beneft is the enhancement 
of data visualization tactility through vibrotactile feedback. Unlike 
auditory feedback, which may introduce delays, the immediacy 
of localized vibrotactile feedback provides for a more responsive 
interaction. This real-time feedback, particularly benefcial during 
rapid navigation, makes visual elements within charts feel more 
tangible, ofering an additional layer of engagement with the data. 

5.2.2 Challenges Occurred. Below, we summarize the main chal-
lenges blind users faced when interacting with charts using touch 
on smartphones. 

Difculty in Following Visual Traces. A primary challenge we 
observed was when our partners attempted to trace a variety of 
visual elements, such as the trend in a line chart, the boundary of 
scatter plot data clusters, or maintaining a consistent horizontal 
or vertical direction. Contrary to our initial assumption that users 
could track trends via changes in audio tones or maintain straight 
lines by leveraging their awareness of the device’s edges, both 
MA and AS struggled with these tasks. For instance, attempts to 
scan a scatter plot horizontally (Figure 6) often resulted in sloped 
movements, leading to potential misinterpretations of the chart’s 
data correlations. This issue highlighted the difculty in accurately 
following visual paths without visual feedback, impacting the users’ 
ability to grasp the intended insights from the data visualization. 

Balancing Complex Confguration Options. Just like any other in-
teraction techniques, touch on chart visualizations requires careful 
consideration, which includes adjusting settings such as switching 
between data series, changing audio feedback modes, and poten-
tially modifying verbosity levels or number reporting styles. How-
ever, the challenge is that the interaction design that efectively 
maps these confguration needs to the available input mechanisms 
on a touch screen. The possible input sources include the use of 



ASSETS ’24, October 27–30, 2024, St. John’s, NL, Canada Zhang et al. 

accessibility rotors, custom actions that can be added to any acces-
sibility element, voice commands, unique gesture inputs, and more. 
It is vital but challenging to design and confgure user inputs so 
that blind smartphone users feel comfortable and confdent using 
them without increasing cognitive burden. 

Adapting to Direct Touch Over VoiceOver Gestures. Another sub-
stantial challenge emerged from our partners’ transition from famil-
iar VoiceOver navigation gestures to the direct touch interactions. 
Blind smartphone users are typically adept at using specifc ges-
tures, like swipes and double taps, to navigate digital content [32]. 
However, direct touch interactions—essential for engaging with 
charts in ChartA11y—present a diferent paradigm. Our partners 
had some familiarity with direct touch from daily tasks, such as 
locating and opening apps on the iOS Home Screen. The experience 
involves remembering the approximate screen location of an app 
and using touch to activate it directly, a skill that relies on spatial 
memory and direct touch interaction. Despite this background, ap-
plying similar direct touch techniques to the more complex and 
abstract environment of data visualization was challenging. Navi-
gating arbitrary charts with varied layouts and elements requires a 
nuanced understanding and adaptation of touch interactions. For 
example, AS struggled to perform gestures like the split-tap [31], 
a gesture that is supported in VoiceOver but was not familiar to 
her. She also had trouble panning on the screen to scan the chart’s 
data area during the frst few sessions. The trouble was because 
what she was familiar with were swiping and double taps, which 
were iquick to perform, while panning requires continuous focus. 
Often, she was not aware of how far or close her fnger was to the 
screen before every panning attempt, and had to timidly reach out 
her fnger until it hit the screen. 

Orientation Within the Abstract Chart. Although touch experi-
ence on a handy device has the potential to give blind users the 
awareness of their fnger’s relative position, a persistent challenge 
was their ability to understand their location within the chart’s 
abstract space. Given the variable layouts and data distributions of 
diferent charts, our partners often found themselves lost, strug-
gling to determine their semantic position. 

5.3 Exploring a Two-Mode Solution 
The benefts and challenges of direct touch that emerged from the 
co-design sessions showed that both keyboard interactions and sim-
ple touch-to-audio interactions have inherent limitations when used 
alone. Therefore, we developed a two-mode solution, as described 
in Section 4.2, including the Semantic Navigation Framework and 
the Direct Touch Mapping mode. Our goal was that through itera-
tion, these two modes could co-exist, allowing easy transition to 
one another and providing blind users with diferent functionality 
so that they could integrate the knowledge they gained from two 
modes for a combined understanding of the chart. In this section, 
we discuss the development of the two-mode solution, showing how 
the fnal artifact was driven by fndings in the co-design sessions. 

We divide the two-mode solution into two major categories, 
input and output confguration. Output can be further divided into 
the speech, sonifcation, and vibration, which are used in SNF and 
DTM separately. 

5.3.1 Input Configuration. As we identifed the challenge of balanc-
ing multiple input sources including but not limited to accessibility 
rotors, custom actions for accessibility elements in iOS, voice com-
mands, and custom gestures, we implemented several input options 
for our blind partners to try out and evaluate. For instance, we incor-
porated the function of multi-series switching into both the rotors 
and custom actions for assessment. Note that custom actions are 
defned as a series of supplementary actions that can be appended 
to an accessibility element in iOS; users can navigate through them 
by swiping and then double-tap to select. Our partners found that 
while assigning each series to a custom action was intuitive—owing 
to the ease of swiping through series at any point—this method 
was not ideal. In practice, to discern data trends, they commonly 
toggled between two series for comparison, relying on the auditory 
cues provided. Confguring series toggling within custom actions 
required an additional double-tap to switch, which complicated the 
comparative analysis of data. Conversely, placing series toggling 
within the accessibility rotor was not only equally accessible but 
also aforded the added beneft of more direct execution. 

Similar nuanced considerations were applied to the design of 
gestures for functions such as rapid navigation jumps to a specifed 
chart area. In the context of SNF, where VoiceOver remains opera-
tive over all elements, gestures are already reserved by VoiceOver 
and correlated with functions familiar to blind smartphone users. 
Consequently, assigning an operation to an arbitrary gesture would 
not be user-friendly, as it would increase the cognitive burden by 
requiring users to memorize each gesture. We standardized all rapid 
navigation gestures to start with a double-tap and hold. This ac-
tion, followed by directional movement (up/down/left/right) or a 
sustained hold, informs the ChartA11y system of the user’s intent 
to leap to a corresponding area—the X-axis, Y-axis, data point, or 
flter area—or to transition from the SNF to DTM mode. Both de-
sign partners believed that this unifed initiation gesture, coupled 
with semantic linkage to various areas, alleviates the burden of 
memorizing disparate gestures. 

5.3.2 Output Configuration. The design of how blind users re-
ceive feedback in speech and sonifcation is another vital aspect of 
ChartA11y. Echoing the iterative approach applied to input confgu-
ration, we deployed a range of intermediate features for evaluation 
by our design partners. For instance, during their engagement with 
the SNF on a line chart—where X values served as indices and Y 
values were the primary focus—it became apparent that the prede-
termined sequence of speech output could be substantially refned. 
In the initial design, the accessibility engine generated labels for 
each data bin or point in a fxed order: X value followed by Y 
value, and fnally, series information. This sequence proved to be 
problematic when AS navigated across the X-axis. As she moved 
sequentially from one data item to the next, she found it redundant 
to hear the X value frst, since she was already aware of her rel-
ative position. This forced her to pay undue attention with each 
transition. Yet, when accessing a new and disparate position on 
the chart, she preferred receiving the positional index information 
before the Y value. In response to this observation, we realized the 
need for an adaptive and location-aware approach to speech output 
that accounts for the user’s navigational pattern. We incorporated 
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a mechanism allowing ChartA11y to discern whether a user is mov-
ing to an adjacent item or jumping to a remote one, and then decide 
the sequence in which the positional index or the dependent values 
should be vocalized frst. Similar to the input confguration, such 
detailed but important iteration was vital to achieve an accessible 
touch experience on charts. 

5.4 Expanding to Scatter Plots 
Scatter plots, which feature numerous data points distributed across 
a 2-D space, are inherently more complex than line and bar charts 
and require even more considerations into how the rich 2-D infor-
mation can be made accessible without introducing extra burdens. 

In the context of scatter plots, the foundational approach of em-
ploying a dual-mode solution still proved to be useful, as each mode 
ofered distinct advantages for blind smartphone users in compre-
hending the chart. This became evident during our exploration of 
a scatter plot, shown in Figure 7, which rendered data on three 
penguin species from the Palmer Archipelago (Antarctica) dataset, 
categorized by bill depth on the X-axis and fipper length on the Y-
axis. As our partners engaged with the chart in the SNF mode, they 
were presented with audio cues representing data points within 
the vertical bins of the X-axis. For instance, the audio sequence 
“tick, tick, tick, beep, beep, tick, tick” indicated the presence of data 
points in only the fourth and ffth cells of the Gentoo series’ frst bin. 
This enabled them to infer general distribution patterns, leading to 
accurate conclusions such as the Gentoo species’ presence in the 
upper left quadrant and the overlapping distribution of the other 
species in the lower right. MA, in particular, could also interpret 
the cluster shapes, like the ‘rooftop’ form of the Adelie species (blue 
lines in Figure 7). However, the aggregated sonifcations on data cell 
only provided a broad view of data distribution. A more granular 
investigation was necessary to uncover relationships such as the 
positive correlation between bill depth and fipper length within 
the Gentoo species, which remained hidden due to the generalized 
sonifcation. In such case, the precision of the DTM mode became 
more useful, giving users refned access when they hit individual 
data points and revealing details like correlation and data density. 
Both partners could successfully identify the correlation within the 
Gentoo series and the diferent data densities presented in other 
charts (e.g., Figure 8). 

The synergistic application of the SNF and DTM modes in scatter 
plots is thus not only complementary but also integral, enabling 
blind users to derive a comprehensive understanding of such com-
plex visualization. 

5.5 User Experience Example: MA Accessing a 
Multi-Series Scatter Plot 

To demonstrate how ChartA11y is utilized from a user’s perspec-
tive, we present an instance where MA engaged with a complex 
multi-series scatter plot. The scatter plot depicted a dataset’s two 
attributes: life expectancy on the Y-axis and fertility rate on the 
X-axis (Figure 8-right). Each data point represents the data of a 
country, with points aggregated by six global regions. There is a 
noticeable trend where regions with higher fertility rates often 
have lower life expectancies, and vice versa, forming a descending 
pattern from the top left to the bottom right across the plot. 

Figure 7: A scatter plot used in co-design, highlighting soni-
fcations by data cells. There is a correlation in the green 
series, but the aggregated cells made it hard to discern, while 
the boundary of the blue series was easier for our partners 
to recognize. 

MA started by listening to the descriptions of the chart, including 
the axis, and data points divided in diferent series. He then double 
tapped on the overview description element to get to the main 
semantic view of X, Y, data point, and series areas (Figure 1). Second, 
MA chose to access the chart starting from the X-axis area with 
the SNF mode, and reached his fnger to the lower middle half 
of the screen until he heard “X axis area.” He then double tapped 
again and entered into the X-axis area with nine data bins listed 
from left to right. Third, MA performed the rotation gesture to 
switch between all available rotors until he reached “Sonifcation,” 
and swiped down once. ChartA11y then gave feedback through 
VoiceOver to confrm that he had turned sonifcation mode on. He 
then panned his fnger over the screen, and heard six continuous 
audio tones in sequence for each data bin, indicating if there are 
data points for each region in this specifc data bin. After listening 
to a few data bin’s sonifcations, he realized that there are too many 
series in this chart, so sonifcation of all six series does not make 
sense to him. Then, he performed rotation gesture again to reach 
the “Series” rotor, where he could swipe up and down to switch 
between the series. He then swiped right multiple times to hear 
sonifcations of each cell in each data bin. Through multiple similar 
trials in diferent series of regions, MA confrmed that each region 
has diferent data distribution. For example, the Sub-Saharan Africa 
series was mostly empty in the frst few data bins, and appeared 
to be at the frst few data cells when reaching the data bins to the 
right. MA was able to understand that it means the Sub-Saharan 
Africa data points are generally in the bottom right corner. 

However, despite that MA was able to identify and diferentiate 
rough data distributions between series, which matched his guess, 
he was only getting sonifcations that were aggregated by data cell. 
The details within the cells were not revealed. For example, he could 
not identify whether there was any correlation between the X and 
Y values. He then switched to the DTM mode via the navigational 
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Figure 8: MA’s interactions with a scatter plot for 15 minutes, with fnger panning over most of the scattered data points. For 
visibility, we also show the original chart on the right side. The movements gradually converged (deep blue traces) to the data 
point area upon MA’s continuous exploration and understanding of the chart. 

structure, and started the touch-based exploration, whose fnger 
movement was visualized in Figure 8-left. The exploration lasted for 
15 minutes, consisting of interacting with other researchers, asking 
questions related to usability, and free exploration. The fnger move-
ments close to the color red indicate movements that were earlier, 
while the movements close to blue indicate later movements. MA 
did a full investigation on the “overview” series which displayed all 
data points and also by each series to compare between them. After 
exploring, MA was able to identify the clear negative correlation 
between life expectancy and fertility rate. He was also able to fur-
ther make spatial sense of each data cluster divided by region. For 
instance, he noted that Europe & Central Asia typically exhibited 
higher life expectancies and lower fertility rates, whereas the Sub-
Saharan Africa region had a markedly diferent data distribution. 
By encountering fewer data points from the Sub-Saharan African 
region in the top left corner, he also recognized that the regional 
distributions were not entirely segregated, with overlaps occurring 
among a minority of countries. 

After the experience, MA could independently access and un-
derstand insights in a scatter plot. He described the overall data 
distribution, correlation among diferent values, diferences be-
tween data series, and even the potential existence of outliers. In 
the meantime, all sighted researchers agreed that what he described 
was accurate. Therefore, MA was able to give conclusions that were 
close to what sighted people would come up with a glance at the 
chart, which was not possible prior to using ChartA11y. 

6 Discussion 
We have described ChartAlly, an accessible visualization system 
powered by touch experience and elaborated on the co-design 
methodology that led to its creation. In this section, we further 
refect on the design process and the fnal artifact by discussing 
the lessons we learned that may be valuable to the community, and 
discuss the limitations of ChartAlly and directions for future work. 

6.1 Interplay of Modes and Cognitive Load 
Mitigation 

An important guiding principle consistently observed in our co-
design sessions was the goal to enable blind users to navigate com-
plex data visualizations with minimal cognitive strain. We took 
numerous iterations, often to make what seemed like minor adjust-
ments, but these were in pursuit of signifcantly reducing cognitive 
load. For instance, the implementation of a location-aware and 
adaptive speech output—altering the sequence of X and Y value 
reporting based on user navigation—may appear as a slight en-
hancement. Nonetheless, it empowered our partners to profciently 
interpret and understand complex charts. 

Another salient fnding pertains to the dynamic interaction be-
tween the two modes within ChartA11y. It was evident that neither 
mode alone was sufcient for users to grasp a holistic understand-
ing of the data presented. Only through their combined utility could 
our partners achieve an integrated comprehension of the charts. 
We emphasize that the objective of designing assistive technologies 
is not merely to transcribe all essential data into screen reader an-
nouncements or audio synthesis. Achieving theoretical accessibility 
is a critical step, yet it is the practical usability that truly enhances 
the experience for screen reader users. 

6.2 Customization is Needed, Not Only in 
Speech Output 

The principle of customization has been widely recognized as es-
sential, given the diverse needs of users, particularly in making 
complex visuals like charts accessible. Previous research has ex-
plored customization in aspects such as speech output—verbosity, 
style, sequence, and so on [27]. We posit that a broader spectrum of 
customization options is necessary in accessible visualizations, ex-
tending to input confgurations, sonifcation tones, haptic feedback 
patterns, and even the sizes of data bins or cells. Due to the focus of 
our research scope, we did not exhaustively examine all potential 
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customizations related to sonifcation techniques and data segmen-
tation. Nevertheless, our observations indicated a clear preference 
among our design partners for a more adaptable ChartA11y system. 
The manner in which data is aggregated and sonifed can greatly 
impact the user’s perception of the data. 

6.3 User Empowerment in the Age of AI 
In the initial co-design sessions, our partners questioned the neces-
sity of a touch-based interface given the current advancements in 
AI, positing, “Why don’t you just throw the chart to ChatGPT and 
let it tell me what happens in the chart?” Indeed, recent AI and large 
language models (LLMs) are capable of analyzing charts to identify 
trends, correlations, and outliers. Yet, we argue that facilitating 
users in actively and independently extracting data insights is cru-
cial for fostering inclusion and equity. The process of discovering 
insights in data is rooted in posing relevant queries and, crucially, 
understanding which questions to ask. Such discernment comes 
from direct interaction with the data, a level of engagement not 
attainable through reliance on generative AI. Furthermore, genera-
tive AI is known to hallucinate results, and it becomes even more 
challenging and vital for accessibility designers and researchers 
to empower blind users [36] to verify, comprehend, and refne the 
AI-generated interpretations in future works. 

6.4 Limitations and Future Work 
In concluding our discussion, we refect ChartA11y’s limitations 
and outline avenues for future research and development. A no-
table constraint of our project was in the evaluation methodology. 
Throughout the co-design sessions, we worked to ensure that our 
partners engaged with new features and charts using tasks to com-
plete on their own, without sighted researchers’ assistance or hints. 
It allowed us to record accurate reactions and performance from our 
partners, which would potentially prevent the design from being 
overly tailored to the preferences of a limited group of stakeholders. 
Our goal was to ensure that our fndings would be broadly applica-
ble to a wide spectrum of blind smartphone users who require data 
access and interpretation in their daily lives. Despite these eforts, 
we did not perform a formal user study or deploy ChartA11y to the 
public. This represents a signifcant area for future investigation. 

Nonetheless, the extensive design process, enriched by months 
of collaborative insights and iterations, suggests that ChartA11y 
transcends a mere prototype. It also has the potential for integration 
into commercial software, aiming to enhance the accessibility of 
visualizations on mobile devices. Furthermore, our longitudinal 
co-design study enabled us to discover previously undocumented 
challenges of blind users interacting with touch-to-audio methods 
in a deeper way, which is not possible in a short usability study. 

Future enhancements will also focus on integrating greater cus-
tomization capabilities within the system’s input and output con-
fgurations, which is also a current limitation in the system. For 
example, rotor gestures might be challenging for a number of users 
since it requires fne fnger movement, providing alternatives would 
be a necessary customization. Finally, exploring the integration of 
AI to advance the system’s functionality and investigating accessi-
ble methods for validating AI-generated results is an obvious and 
critical area for future work. 

7 Conclusion 
Despite the extensive research on accessible visualizations for blind 
and low-vision users, little prior work has focused on bringing 
accessible visualizations from laptops and PCs to smartphones, a 
place with the potential to provide more direct access to the visual 
elements. This paper refects on the iterative co-design process of 
ChartA11y, which uses multisensory data representations and mul-
timodal interactions to move beyond conventional touch-to-audio 
experiences. This work also explored accessible scatter plots, a sub-
ject that has received minimal attention in prior research. With 
ChartA11y, our design partners were able to comprehensively un-
derstand a complex chart independently, a task that was previously 
unachievable for them. 
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Appendix 

Algorithm 1 The implementation of the dynamic scanning radius 
feature 

1: �������� ��ℎ�������� ← [] 
2: ������������������� ← number of data points the dynamic 

radius should cover 
3: ������,������ ← the min and max radius allowed to avoid 

edge cases 
4: function touchMoved(��������) 
5: ���������, ℎ��������� ← [] 
6: for all �� in ���������� do 
7: ���������.insert(euclideanDistance(��, ��������)) 
8: end for 
9: ���������������, ������� ← sort(���������)
10: ��������� ← ��������������� [������������������� − 1]
11: �� ������������ ← clamp(���������,������,������)
12: for � ← 0 to �����ℎ(���������������) − 1 do 
13: if ��������������� [�] ≤ �� ������������ then 
14: ℎ���������.insert(������� [�]) 
15: end if 
16: end for 
17: ��������������� ← indices not in �������� ��ℎ�������� 

but in ℎ��������� 
18: �������� ��ℎ�������� ← ℎ��������� 
19: if length(���������������) > 0 then 
20: Fire haptic vibration for length(���������������)

times 
21: end if 
22: end function 
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