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FIFO EXAMPLE

= Operation of CPU schedulers can be visualized with timing
graphs.

= The graph below depicts a FIFO scheduler where three jobs
arrive in the sequence A, B, C, where job A runs for 10 time
slices, job B for 5 time slices, and job C for 10 time slices.
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Q1- SHORTEST JOB FIRST (SJF)

SCHEDULER

= Draw a scheduling graph for the SJF scheduler without
preemption for the following jobs. Draw vertical lines for key
events and be sure to label the X-axis times as in the example.

Job Arrival Time Job Length
A T=0 25
B T=5 10
C T=10 15
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Q1 - SJF-2

What is the response time (RT) and turnaround time (TT) for
jobs A, B, and C?

RT Job A: O TT Job A: 16
RT Job B: Z.S"E‘:ZO TT Job B: 356-5=<30
RT Job C: OO~ lo = 25 T Job c: 90 -10=4D
0420425 __Ls_@
What is the average response time for all jobs? __3 = 3 _
23+30+40_ §|
What is the average turnaround time for all jobs? _ 3 . 3 _
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Q2 - SHORTEST TIME TO COMPLETION

FIRST (STCF) SCHEDULER

Draw a scheduling graph for the STCF scheduler with preemption for
the following jobs.

Draw vertical lines for key events and be sure to label the X-axis
times as in the example.

Job Arrival Time Job Length
A T=0 55 20
B T=5 N0 %’ @)
Cc T=10 15
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Q2 - STCF - 2

® What is the response time (RT) and turnaround time (TT)
for jobs A, B, and C?

RT Job A: Q TT Job A: 50
RT Job B: O TT Job B: 5-5 <10
RT Job C: lg—_\a g 6 TT Job C: 30—‘10 <20

= What is the average response time for all jobs? >____ 3> ——
. S0

R5c>-uCO +20
T — =

= What is the average turnaround time for all jobs? ___3 —— ¢
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Q3 - OPERATING SYSTEM APIs

1.1Pr€o lid\?‘*a dSefi ist_ir&n(foLerf‘l_atkis a blocking API call
AN AP al] thed suspen AL Ve ThkeaD 16 WAl for « v
2. Provide a definition for a non-blocking API call

an peL (AL thet Dops MET SUSpet> he calling ""f\rcwl, but /ettrns quick ]y
AND p0¢d NOT WAt FoR AN (\JTeRRUPT To o€ ClR  (pg euw‘rj

3. Provide an example of a blocking API call.
Consider APIs used to manage processes and/or threads. QL‘WZ
Pthee ad_mutex _{ackcC)  wind €) w:.i-l,_qJ()

4. Provide an example of a -blocking API call.

Consider APIs used to manage processes and/or threads.
Pﬁk(ek&_mdk)k..-}-(y\ock(} Fork ()

OTNRs’Z
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Q4 - OPERATING SYSTEM APIs - 11

1. When implementing memory synchronization for a
multi-threaded program list one advantage of combining the use
of a condition variable with a lock variable via the Linux C

thread API calls: pthread mutex_lock () and pthread_cond_wait ()
The combineton ensures dhe o cd ht blockted 1hreads Wiiting (o0 Ahe lock will be

wten UP and (Ve fecesS fo the LK. Thredds Wy N FIFO o rdee
2. When implementing memory synchronization for a :

multi-threaded program using locks, list one disadvantage of
using blocking thread API calls such as the Linux read API
calls for: pthread_mutex_lock()and pthread cond_wait ()
il piiead_mokex loct dhe Lok may never becomg, available vesulTing W
Dg.ﬁ‘tfsT?g)l%rgéc%cgsafhbaﬁh%g{Jssgk |nutf)'(& \‘B%Cckiﬁgbm:‘:é‘l\% to Peantact
introduce overhead into programgTw\“H FIWC-CRANED LI b man)T (aLLs TO

WUk ApgS W St 1rap + conbir] switeh Aok AT 0 ST AN ReEang
N N KeN’{\r&béﬂTMWﬂN(v ORE VR he, g ¢
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Q5 - PERFECT MULTITASKING

OPERATING SYSTEM

In a perfect-multi-tasking operating system, every process of the
same priority will always receive exactly yﬂ_‘“ of the available CPU
time. Important CPU improvements for multi-tasking include: (1) fast
context switching to enable jobs to be swapped in-and-out of the CPU
very quickly, and (2) the use of a timer interrupt to preempt running
jobs without the user volumPU. These innovations
have enabled major improvements towards achieving a coveted
“Perfect Multi-Tasking System”.

List and describe two challenges that remain complicating the full
realization of a Pg_fgg%askingoperating System. In other
words, what makes it very difficult for all jobs (for example, 10 jobs)
of the same priority to receive EXACTLY the same runtime on the
CPU? Your description must explain why the challenge is a problem
for achieving perfect multi-tasking.
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L g es €k ferfeet MUWTVTAS S A

— o85S arpwe AT DAk T TS ans RUN FOR Hf FeresT Leaghs
MKW E 1T moRe OVRFL LT b PeREecTLy BaLav® Byntimng_ 8273085
W Ane 56 PYRORYTY gt uC
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Q6 - ROUND-ROBIN SCHEDULER

Show a scheduling graph for a Round-Robin (RR) scheduler with job
preemption where newly arriving jobs will immediately run. Assume a
time slice of 3 timer units. Draw vertical lines for key events and be
sure to label the X-axis times as in the example.

PRAVNM-ToES AR Apped> T AN o€ bt Ruvgueut AN 1the TJo% PTR
WAL jumy O Ane ST Re AL athes B —and conTIVUES \w

Job ~ Arrival Time Job Length RR €48110m
= T=0 2555 Ly Rungueve, % ABC

B T=5 \ko %40

c T=10 15 2 A

10 1p 50

|
RR :QM N ARJ CCC|AAR (¢ | AAJRBSICC wAls e AAATQZ AA#AAAS
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Q6 - RR SCHEDULER - 2

Using the graph, from time t=10 until all jobs complete at t=50,
evaluate Jain’s Fairness Index:

Jain’s fairness index is expressed as:

(i z)?

n'Z?:l ;2

Where n is the number of jobs, and x; is the time share of each

process Jain’s fairness index=1 for best case fairness, and 1/n for
worst case fairness.

J(l‘l,xQ,---,xn) =

For the time window from t=10 to t=50, what percentage of the CPU
time is allocated to each of the jobs A, B, and C?

Job A: 0= 45 Job B: 7Mp= 7S Job c:/5ho= . 375

With these values, calculate Jain’s fairness index from t=10 to t=50.
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Q7 - SLOPPY COUNTER

Below is a tradeoff space graph similar to those we’ve shown in
class. Based on the sloppy counter threshold (S), add numbers
on the left or right side of the graph for each of the following

tradeoffs:
/1. High number of Global Updates v/ 2. High Performance
/3. High Overhead v/ 4. High Accuracy
v 5. Low number of Global Updates v 6. Low Performance
/ 7. Low Overhead 8. Low Accuracy

Low sloppy threshold (S) High sloppy threshold (S)

126 Y 572%

I I
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