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Deep Learning (DL) is an essential technology for modern intelligent sensor network and interactive multime-

dia applications, having problems with user data privacy when training on a central cloud. While Federated

Learning (FL) motivates to preserve user privacy, it also causes new problems of lower user terminal usability

and training efficiency, which caused substantial energy consumption. This article proposes a novel energy-

efficient and privacy-aware decomposition framework to improve user-side FL efficiency under pre-defined

privacy requirements with the assistance of Mobile Edge Computing (MEC) and Software Decomposition. It

takes the propagation of each neural layer as the migrating unit and considers the tradeoff relationship be-

tween privacy and efficiency. We also propose an online scheduling algorithm to optimize the framework’s

training performance. Furthermore, we summarize eight privacy-sensitive information classes on which exist-

ing privacy attacks base and design configurable privacy preservation mechanisms for each class. Simulations

and experiments prove the effectiveness of our framework and algorithm in FL efficiency improvement and

the effects of different privacy constraints on the overall training efficiency.
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1 INTRODUCTION

At present, sensor network and interactive multimedia applications in the artificial intelligence
era are becoming more comprehensive, including a series of application scenarios such as intel-
ligent sensor network, mobile augmented reality (AR), mobile intelligent video editing, smart
live streaming auditing, and mobile games. Typically, Deep Learning (DL) [10] technologies are
commonly used in recent years, including but not limited to ubiquitous sensing, Computer Vi-

sion (CV), Natural Language Processing (NLP), intelligent video/audio processing, and Big
Knowledge-based [12] models. These applications often require cloud computing as additional
computing power to support the computation of deep neural network. However, the cloud-centric
DL training process will put additional pressure on the backbone network and cannot guarantee
the privacy of training data provided by users. Currently, the emergence of Mobile Edge Com-

puting (MEC) and Federated Learning (FL) have, respectively, solved part of the problems. In
MEC, edge devices are fixed devices close to the user’s mobile terminal devices and relatively rich
in computing power. Furthermore, edge devices can be equipped with specialized parallel process-
ing units with a lower energy-efficiency ratio like GPUs. The edge device can push DL services
closer to the mobile terminal to avoid backbone network communication, reducing user delay and
backbone network pressure to improve the efficiency and reduce the energy consumption.

While FL is a successful instance of Software Decomposition (SD) and migration, it decom-
poses the original training program executes on the central cloud into two parts and migrates the
gradient generation part to the user device where it locates the privacy-sensitive training data.
The cloud executes the model aggregation part. In this way, terminals only need to transfer the
generated gradients to the cloud, avoiding transferring the training data on the backbone network,
protecting user privacy. However, one significant property of FL is offloading the cloud’s training
workload to terminals and increasing their computation pressure. Since the computing power of
terminals is generally constrained and uneven, while DL models are becoming more complex and
heavy, the traditional application of FL will face the following two significant challenges: First, on
the side of users, their regular usage of terminal devices will be affected. Since DL model training
is resource-consuming, FL training will occupy terminals and leave the regular user requests in
resource starvation, and the heavy computation will cause unaffordable energy consumption for
terminals. Second, the overall training efficiency will also be problematic on the cloud side, because
the eventual time consumption of an FL training round largely depends on the bottleneck partic-
ipants with minor computation capabilities. This shows that FL essentially is trading the training
efficiency and device availability for user privacy.

Edge devices in MEC have lower latency than the cloud and a relatively better energy-efficiency
ratio than terminals. Therefore, MEC can be again introduced as a solution to improve the termi-
nal FL training efficiency to reduce the entire energy consumption. However, utilizing external
devices that can be untrustworthy means that we are re-finding the balance between privacy and
efficiency and hope to trade the least privacy costs for the most efficiency improvements. In this
way, the deployment of procedure components becomes a new problem. Simply offloading the
entire procedure of the terminal model’s Forward Propagation (FP) and Backward Propaga-

tion (BP) to edges will cause serious privacy threats and performance defects. From the privacy
perspective, this requires the terminal to expose excessive privacy-critical information to the edge
and network, even including primary training samples. Direct offloading can neither guarantee
training efficiency, since the edge resource starvation can also easily happen when all terminals
offload the whole procedure to the terminal.

Existing practices to solve a similar privacy preservation problem while using edge devices
include hiding the feature extractor from the rest of the model [18] or applying the differential
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privacy in the inter-device communication [14]. Nevertheless, these methods have limited scalabil-
ity and can not guarantee the effectiveness for complex distributed DL systems with finer-grained
training components. Current works [17] optimizing the FL efficiency focus more on the selection
of terminal participants, aiming to reduce the affect of inefficient terminals on the overall training
performance. However, the potential assistance of MEC has not been fully discussed. Other work
[26] about the edge-assisted efficient FL needs to change the original model structure according
to the setting of edges, which loses the generality and compatibility and does not consider privacy
issues. In addition, the above works do not discuss the potential tradeoff relationship between pri-
vacy and efficiency. Therefore, they fail to achieve higher efficiency, which is based on the prior
knowledge of user requirements on their privacy and their trusting condition on edges. To solve
the efficiency and usability problems mentioned above and fully utilize the tradeoff relationship
between privacy and efficiency, we need to practice the software decomposition to decouple the
original FL model and achieve sufficiently elastic migration strategies. We also need to design a
component scheduler to optimize the efficiency according to user privacy requirements.

This article proposes a novel energy-efficient FL decomposition framework that works in gen-
eral multi-edge and multi-terminal scenarios by implementing the layer-based model decomposi-
tion and privacy-aware online scheduling algorithm, which optimizes the training efficiency ac-
cording to the configurable user privacy requirements to decrease the energy consumption. The
layer-based model decomposition causes less communication costs between components and con-
sistency requirements. Additionally, the layer-based decomposition can provide the scheduler with
more finer-grained components and more elastic migration strategies. The scheduler in our frame-
work executes the privacy-aware online scheduling algorithm, which eliminates the gap between
the predictive estimation and the actual condition and balances the privacy and efficiency. To
ensure that FL training can still effectively preserve user privacy to the required extent while
assuming the edge device untrustworthy, we summarize the pivot information classes on which
the current representative privacy leakage attacks are based. Moreover, we design proper privacy-
preserving mechanisms for these information classes during the scheduling and make the privacy
exposure more a performance tradeoff than a pure risk.

The contributions of this article are as follows:

(1) To the best of our knowledge, this is the first work proposing a privacy-aware decomposition
framework for the edge-assisted FL in a general multi-terminal and multi-edge scenario,
effectively considering the tradeoff relationship between the privacy and the efficiency.

(2) We have analyzed and classified the privacy-sensitive information utilized by current repre-
sentative privacy attacks and proposed specific highly configurable preservation strategies
for each of them.

(3) A privacy-aware online scheduling algorithm is also proposed to solve the efficiency opti-
mization problem for the framework under fixed privacy condition, which can eliminate the
negative influence of system’s unpredictable randomness.

(4) The effectiveness of the framework is verified through simulations. Impacts of different con-
figurable privacy hyperparameters are visualized, the privacy-efficiency tradeoffs are ana-
lyzed and discussed.

We organize the remaining sections of this article as follows: In Section 2, we do a brief liter-
ature review on efficient FL, Distributed DL, and privacy attacks in both FL and general DL. The
framework design and problem formulation will be studied in Section 3, while Section 4 discusses
the privacy-preserving online scheduling algorithm. Section 5 will evaluate the framework and
algorithms through a set of simulations, and Section 6 concludes the article.
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2 LITERATURE REVIEW

2.1 Efficient Federated Learning

Many recent works start to emphasize that the computation and power limitation of certain user
devices may negatively affect the overall FL model training efficiency. Based on this, a variety of
specific methods has been proposed to optimize the FL performance. These works can be basically
classified into two representative categories. One standard methodology is to improve the training
efficiency by utilizing tradeoffs between it and some other features in the traditional FL framework.
The proposed optimization problem FEDL [21] focuses on the tradeoff between the learning time
and the user equipment’s power consumption, while the FedCS [17] trades the model robustness
and overall accuracy for the training efficiency through the client selection algorithm in each
round. What is more, in the FL paradigm named PruneFL [9], it uses the model parameter pruning
to raise the training efficiency, which is also trading the model accuracy with efficiency. FedGKT
[6] proposes to re-distribute the neural network on the data owner and server, requiring to change
the model structure. Another sample [15] proposed a new parameter compression method and a
distributed updating algorithm, which is also more or less sacrificing the eventual model accuracy.
Some other adaptive approaches [23] mentioned in a current survey [11] achieve this by changing
the frequency of the global aggregation. Another representative strategy to improve the training
efficiency is to achieve the help from extra computing resources like edge computing devices. One
recently proposed framework, EdgeFed, introduces the edge device into the traditional training
framework, which keeps the computation of the first few layers on the terminal devices but offloads
the computation of the remaining layers to the edge. On the edge, all terminal layers’ outputs will
be aggregated into a larger matrix as the input of the remaining layers. However, the elasticity of its
FL model decomposition is constrained, since it requires users to re-implement the model structure
and training procedure, and hasn’t discussed how to deal with the new privacy risks brought
by those external untrustworthy edge devices. Another edge-assisted FL framework [20] based
on layer-decomposition lacks the mathematical modeling and effective privacy-aware scheduling
algorithm for more general MEC scenarios with multiple terminals and multiple edges. These two
works do not discuss the new tradeoff between user privacy and efficiency brought by edge devices
and therefore fail to utilize user privacy requirements as prior knowledge to improve training
efficiency further.

2.2 Distributed Deep Learning

At present, the application of distributed computing in the field of traditional DL and data mining
has two major motivations. One is to improve the model training efficiency through some paral-
lelism approaches. The other one is to preserve the user privacy of the data owner during the period
of the transfer learning or inference. The previous works which focus on the efficiency-motivated
distributed deep learning can be further classified into the following three classes: data parallelism,
synchronous, and asynchronous pipeline parallelism. Some decentralized methods have been pre-
viously proposed to mine the correlation among sensor events in a parallel way [25]. GPipe [8]
and DAPPLE [1] are representative works of synchronous pipeline-based parallelism of DL while
asynchronous approaches include PipeDream [5]. One of the properties shared by pipeline-based
approaches is that both the computing workloads and communication delays should be first evenly
decomposed into similarly sized components with fixed numbers and generally assume that the
processing environment is relatively constant. For the motivation of privacy preservation, espe-
cially in the application scenario where the major training process happens on the external devices
instead of the data generator’s, some recent implementations [14, 18, 22] vertically divide the orig-
inal DL model into two parts and deploy them on different devices. The first part, named feature
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extractor, generally includes some convolutional layers in the head of the entire model, which is
kept on the data generator’s device, while the second part includes all the following parts and is
deployed on the cloud or edge. Some technologies like differential privacy may be applied during
the intermediate results’ transfer. However, the similar privacy protection implements may be less
valid for some newly proposed attacks and is less elastic in the DL model decomposition.

2.3 Privacy Threats in FL and DL

The representative privacy attacks in the field of FL and traditional DL can be briefly summarized
in the the following categories: Model-access-based Inversion, GAN-based Inversion, Gradients-
based Inversion, Recovery from Representation, and Recovery from Incomplete Inputs. The Model-
access-based attacks [3, 4] generally utilize the identity of the victim and partial features of his
training data to inverse more privacy-sensitive information about the victim’s data through ac-
cessing a trained DL model. Some work [3] managed to partially reconstruct the appearance of
the victim with only his name (identity) by accessing a white-box facial recognition model. While
in some representative works of GAN-based Inversion attacks [7, 24], the attacker can train his
own GAN model during the model training process to deceive the victims to expose more privacy
information about their datasets. Specifically, the mGAN-AI [24] model can effectively attack the
data owners in the FL scenario. The representative works in Gradients-based inversion attacks
[27, 30] are able to utilize the gradients generated by the FL participants during the training phase
to reconstruct the original input through optimization processes. For example, the recent famous
attack DLG [30] can reconstruct the image input of a training participant in a pixel-wise accu-
racy in an ambiguous round of FL. Some work [13] in the Recovery from Representation attack
can partially recover the original input of the model by utilizing the intermediate results on the
deeper layers and the structure information of the model, which could raise new threats for the dis-
tributed training systems with layer-based or vertical decomposition. Some other works [29] can
recover the privacy from incomplete inputs, which raises risks, especially applying a horizontal
decomposition of the DL models in some distributed DL training systems [28].

3 FRAMEWORK OVERVIEW

This section explains the layer-based decomposition of the DL model and the proposed framework
architecture, including terminals, edges, Blackboard, and the scheduler.

3.1 Layer-based Model Decomposition

There are two candidate methods for the software decomposition on the FL models: vertical de-
composition [14, 18, 20, 22] and horizontal decomposition [29]. For the vertical decomposition, the
model is exclusively decomposed into at least two layer sets, while all layers in the same set are
sequentially connected. For the horizontal decomposition, if the model is divided into n different
parts, then the number of layers in each part will be the same as the original model, but those
layers only exclusively account for 1/n of the original layer. In our proposed framework, we apply
the layer-based vertical decomposition, taking each layer as a single set, for the following reasons:
(1) The dependency relationship in the vertical decomposition will be less complex, making opti-
mization modeling and solving easier. Generally, in any propagation phase, any layer L will only
communicate with its previous layer L−1 and next layer L+1. (2) There is no need for extra consis-
tency control among different components in the vertical decomposition. Components that belong
to the same user only need to be executed in a sequential order one after another. (3) The layer-
based decomposition treats every single layer as the minimal inseparable unit to be offloaded and
scheduled, which provides the scheduler with a large number of finer-grained components and
thus a wider optimization space.
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Fig. 1. Framework architecture with multiple terminals and multiple edges; each terminal may train different

models. The information confidentiality of tasks deployed on exploited devices will be damaged by attackers.

3.2 Multi-terminal Multi-edge FL Framework

In the proposed framework shown in Figure 1, we see there are multiple terminal devices and
multiple edge devices. From the hardware perspective, we assume a difference exists between ter-
minals and edges: It is more practical to equip edges with specialized parallel processing units
like GPUs, which can provide higher floating-point operations resources and a significantly lower
energy-efficiency ratio than terminal devices. Since the framework offloads the computation work-
load from the terminal’s CPUs to the edge’s GPUs, it decreases the energy needed by the same
amount of floating-point operations (FLOPs). What is more, we allow different user termi-
nals to train different user models. Therefore, there will be multiple implicit aggregation cloud
servers. In the proposed framework, we have only changed the training procedure at the user
side and left the communication behavior between the parameter aggregator and the terminal
unchanged.

All edge devices should provide standard configurable micro-services for all common DL lay-
ers’ FP and BP computation procedures and intermediate results caching. The standard DL layer
includes the dense layer, convolutional layer, pooling layer, activation functions, and so on. All the
communication between two devices will pass through an anonymous transponder server named
“Blackboard”, where the global scheduler is located on. The global scheduler aims to optimize the
overall training efficiency. In each training round, each layer-based component can be assigned by
the global scheduler to a candidate device that can maximize its execution efficiency, or equally,
minimize the average waiting time of the completion of corresponding computing tasks. The candi-
date device set includes the owner terminal of the model and all edge devices that can pass specific
privacy constraints.

For example, if a DL layer L is allocated on edge E in its FP procedure, then edge E will receive
the output from the corresponding device D that was assigned the previous layer L−1 in the same
round, and then compute the FP output of layer L according to the hyperparameter and weights
wL given by L’s owner’s device. After that, E will cache all the intermediate results of L in its local
memory or disk and pass the output data of layer L to the next device F on which the next layer
L + 1 is allocated. Then, in the BP of L in the same round, the gradient of the output of L will be
passed back to E by F , and E can then compute the gradients of wL and the gradient of its input,
then further pass it back to its previous device D.
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Table 1. Notations for the Framework Modeling and Problem Formulation

T Set of all terminal devices. Δt
Hyperparameter, the time limitation in the weight
and gradient exposure measurement.

E Set of all edge devices. Cm,l Computation resource cost of a specific layer in FLOPs.
Lm Layers in a specific model. T c

m,l
Computation time cost of the layer on a device.

τ
lyr

m,l
Information tuple describes a specific model layer. Fm,l

Communication time cost of the layer in the forward
propagation phase.

τdev
i Information tuple describes a computing device. Bm,l

Communication time cost of the layer in the backward
propagation phase.

τ task
k

Information tuple describes a specific task. T B
k

Time interval between a task’s arrival and publishment.

f̄ , σ 2
f

Parameters define the distribution of the operation
frequency of the device.

T
Q

k,i
Queuing time of a task on a specific device.

p̄, σ 2
p

Parameters define the distribution of the network
speed of the device.

K Set of all tasks.

Ωm
Hyperparameter, the user-defined threshold on the
model structure exposure measurement.

Qk,tpub

Set of tasks will be executed before a specific task on the
same device.

Γm
Hyperparameter, the user-defined threshold on the
weight and gradient exposure measurement.

Dt
u,l

Set of devices where a task can be assigned to at a specific
time.

4 MODELING AND PROBLEM FORMULATION

In this section, we will first mathematically model the various environment entities and random-
ness in the proposed framework, then design a series of privacy preservation constraints for it
by summarizing the existing most representative privacy attacks, and finally present a privacy-
aware scheduling optimization problem according to the general multi-terminal and multi-edge
application scenario of the framework, expecting to maximize the training efficiency according to
different users’ privacy requirements. Important notations are collected in Table 1 for convenience.

4.1 Environment Modeling

We assume that the users and terminal devices that initially participate will not disconnect with
the scheduler during the training procedure. Therefore, we represent the terminal devices with a
constant setT . Similarly, we represent the edge devices with a constant set E. Intuitively, we have
T ∩ E = ∅. To present the structure of different DL models, we use a set Lm to present the layers
of modelm as in Equation (1).

Lm = {1, 2, 3, . . . , lm } (1)

The lm is the total layer number of the user modelm. For each DL layer in each user model, we
have a layer configuration tuple to represent its properties as in Equation (2).

τ
lyr

m,l
= (sin , sout , sw , type,hps )m,l (2)

The sin is the input size of the layer, the sout is the output size, sw means the size of the layer’s
weight. The type in the layer configuration tuple means the DL type, including the Dense Layer,
Convolutional Layer, and others. hps means the other hyperparameters related to the layer type,
for instance, the convolutional layer has the hyperparameters such as kernel size and padding
size. The configuration tuple of layers will be used in the scheduling procedure to measure the
computation and communication delays.

To represent the computing power of device, similar to the layer configuration tuples, we define
the device configuration layer as in Equation (3).

τdev
i = ( f̄ ,σf , p̄,σp )i (3)

Since in the actual condition the specific processing environment of a computer fluctuates over
time and is difficult to predict accurately, we can represent the computation power of a device
as a random value with certain probability distributions instead of a constant. In the proposed
framework, we assume the floating-point operation frequency of device i belongs to a Gaussian
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distribution where f̄ is the mean of the random variable and σf stands for the standard deviation
of the floating-point operation frequency. In Equation (4), the t in ft means the floating-point
operation frequency of device at a specific time t .

ft ∼ N
(
f̄ , σ 2

f

)
(4)

The properties of the network can also be defined similarly. Since all devices do not directly
communicate with each other in our framework and all the message packages pass through the
central Blackboard, we summarize the network bandwidth between the device and the Blackboard
into the configuration tuple of the device. We assume that the network bandwidth between device
i and Blackboard at any time slot t belongs to a Gaussian distribution where the p̄ is the mean of
the random variable and the σp stands for its standard deviation as shown in Equation (5).

pt ∼ N
(
p̄, σ 2

p

)
(5)

The set of devices where the layer l of terminal u’s model m can be assigned at time slot t is
represented by Dt

u,l
. In the case where privacy constraints are not considered, the Du,l includes

the terminal device u, and all the edge devices d ∈ E. When considering the privacy constraints,
the Du,l will generally include the owner device u and a subset of edges.

Before the formal formulation of the optimization problem, we first need to model the tasks. The
tasks here mean the basic atomic unit of forward or backward propagation procedure of layers that
can be offloaded between terminals and edges. In other words, every task is based on a specific
layer of the original DL model, with a particular phase indicator that identifies the task in either FP
or BP process. Similar to the device and model, we use a task tuple to model the tasks and express
its information essential to our optimization problem as in Equation (6).

τ task
k =

(
ta ,τ

lyr

m,l
, ilast , iasд ,π ,u ..

)
k

(6)

The ta means the arrival time of the task k , the τ
lyr

m,l
represents the corresponding layer l in

model m the task bases on. ilast generally means the previous device index that is assigned with
layer l − 1 in modelm in the same round, while iasд means the index of currently assigned device
to execute this specific task k . π indicates the propagation phase, which can be either FP or BP. u
means the owner terminal index of this task. We define K as the set including all the tasks.

4.2 Configurable Privacy Constraint

In the proposed FL learning framework, the original user models are decomposed into multiple
layer-based components, some of which would be offloaded to the edge devices during each local
training round as tasks. This framework introduces edges as a new category of participating de-
vices. The trust situation of edges is different. Some public edges are more likely to be threatened
by malware and attackers and become untrustworthy to users, while those private edges that can
be only accessed through LAN could be more trustworthy. Moreover, users’ privacy importance of
the training set also differs from each other. Those untrustworthy devices with high-importance
datasets raise new privacy challenges and need specific privacy preservation strategies to be de-
signed in the framework. Furthermore, we hope these mechanisms to be configurable and elastic
enough to meet different user privacy requirements. The primary logic chain of developing the
privacy protection mechanisms in our framework is shown in Figure 2 and the third part of our
literature review in Section 2. We first summarize the existing five categories of privacy attack
methods for FL and general DL, then defined eight major privacy-sensitive information classes
that are often utilized directly by the attack methods to steal user privacy. Finally, we propose a
privacy protection mechanism for each of these information classes. Some of those mechanisms are
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Fig. 2. Logic-chain of the privacy preservation mechanism: from privacy-sensitive information classes to

scheduling constraints.

framework-structure objected, and the others are the quantitative constraints for the task schedul-
ing of the global scheduler. Some of those constraints are configurable and depend on the trusting
level of the users toward the edge devices, including the tradeoffs between privacy and training
efficiency.

4.2.1 User Identity Protection with Blackboard Server. Since attacks like Model-access-based In-
version can abuse user identity to infer user privacy, we do not allow the edge and the terminal
devices to directly communicate with each other in our proposed framework. Instead, we set up
an anonymous Blackboard forwarder server between edges and terminal devices to transmit all
layer-based tasks’ weights, gradients, intermediate results, and description data. The Blackboard
itself does not undertake any calculation work; it just caches the newly arrived tasks and forwards
them at the appropriate time in an anonymous way according to the instructions of the global
scheduler locates on it.

4.2.2 Model Structure Exposure Constraint. Since the user model’s structure information is al-
most utilized by all kinds of attack methods, it must be well preserved through specific mechanisms.
First, we assume that only when assigning two or more neighbor layer-tasks on the same edge de-
vice in a single round will the structure of these user model layers be exposed to this edge. In other
words, in the anonymous communication scenario, if the scheduler do not assign connected layers
to the edge, it will not identify the owner and relative orders of layer-tasks. On the contrary, if the
scheduler assigns neighbor layers on edge, the communication of intermediate result transition
between layer-tasks will no more go through the network and re-forward by the Blackboard but
through the in-memory communication inside the device, which exposes the fact that the layers
are connected.

We further assume that the edge will record all exposed model structure information. Based
on the above assumptions, we design the following equation with a user-given threshold to mea-
sure and constrain the structure information leakage risk of each user on every single edge in a
quantitative way shown in Equation (7).

∑
l ∈Lm

∑
l
′
>l,l

′ ∈Lm

⎧⎪⎪⎨⎪⎪⎩

(
1

μ

) l
′−l ⎫⎪⎪⎬⎪⎪⎭

≤ Ωm ,∀m ∈ T , i ∈ E (7)

The μ is a configurable hyperparameter of the model and μ ≥ 1. The LHS formulation measures

the potential structure information leakage of each exposed layer pair l and l
′
of modelm on device
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e . While the Ω on the RHS is another configurable hyperparameter, it identifies a threshold for the
corresponding risk. The primary property of this measurement is that the more these exposed
layers are clustered close together, we assume that they will more easily expose the privacy. This
is because if there are fewer unknown layers between the exposed layer segments, it will be easier
for the attacker to predict or approximate the structure of these unknown layers, and therefore
more likely to expose the privacy.

4.2.3 Weight and Gradient Exposure Constraint. The model weight is also almost utilized by
every kind of attack method, and gradient leakage is becoming one of the most serious threats
faced by the FL. Since the size of a layer’s weights returned to the terminal should always equal
its gradient in each training round, constraining the weight exposure can also preserve privacy
of the gradient. What is more, since DL models generally have large-scale weights and generate
different versions of weights in each single training round, storing these weight versions will
cause inevitable efficiency and disk occupancy burdens for any edge device. Therefore, we further
assume that the edge device will only be able to maintain the weight and gradient versions of each
model generated in the latest time period Δt . Therefore, we design another configurable constraint
on the offloaded weight amount as shown in Equation (8):∑

k ∈K

sw,m,lk
1
(
i
asд

k
� uk

)
1
(
ta
k ≤ t̂ + Δt

)
≤ Γm ,

∀t̂ ≤ ta
k ,m ∈ T ,

(8)

where the Γm on the RHS is a configurable threshold that is similar to the Ωm in Equation (7),
depending on user’s trust level of edges and the tradeoff between the efficiency and the privacy.
With this constraint, the offloading of the weight of a user model will be limited and preserved.

4.2.4 Intermediate Result Protection Constraint. In the proposed framework, to avoid the inef-
ficiency of re-computation, the edge device will cache the intermediate result generated in the FP
of different layer-tasks in the local memory or disk, which is prepared for the gradient calculation
in the BP. To well preserve the intermediate results from being utilized by privacy attacks, we
assign the BP of each layer to the device that previously executes its FP calculations in the same
round. The motivation of this constraint is that if the scheduler assigns the BP of a layer to another
new edge device, then the previous device will be required to send the FP intermediate results to
it, which will cause additional information leakage and raise the privacy risk.

4.2.5 Input Features Protection Constraint. Obviously, the entire primary features of the train-
ing samples should never be directly exposed to any untrustworthy device during the training.
Since some privacy attacks further utilize the partial features to steal the user privacy, it also
needs to be well preserved. In our framework, we always constrain the task of the input layer to
be executed on the terminal device of its owner to avoid sending any part of the primary data
sample to an external device, as shown in Equation (9).

i
asд

k
= uk ,∀k ∈ K | lk = 1 (9)

4.2.6 Sample Label Protection Constraint. In the Model-access-based and Gradient-based In-
version privacy attacks, the training sample’s label is utilized to steal the privacy. To preserve the
sample label, we constrain the calculation of the loss function to be executed only on the owner’s
terminal device, avoiding exposing the label and loss function structure, which is similar to our
preservation on sample features. Here, we model the loss function as the last layer and can derive
the constraint Equation (10).

i
asд

k
= uk ,∀k ∈ K | lk = lm (10)
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4.2.7 Communication Confidentiality. In our framework, non-terminal devices include the edge
and the Blackboard server. In the worst case, it is reasonable to assume that all devices except ter-
minal devices are untrustworthy. Therefore, we need to defend edge and Blackboard separately.
Edge is responsible for calculations, therefore it must obtain each model layer’s parameters, gradi-
ents, inputs, and intermediate results, but it is unnecessary for it to know the macro information
as user identity and model structure. Blackboard server is responsible for anonymous forwarding
and, since the scheduler relies on it, it needs to know all the macro information, including user
identities and model structures, but it does not need to know the specific calculation details.

In this way, when we apply the encryption to keep the transition confidentiality from general
network attacks like sniffing, we allow all terminals and edges to share the first set of public keys.
The layer parameter, gradient, input, and intermediate result will be applied asymmetric encryp-
tion with this set of keys. After that, the terminal and the Blackboard will share another set of pub-
lic keys for encrypting the macro information, including the device & network configuration, user
identity, and model configuration. The purpose of this strategy is to effectively isolate the sensi-
tive information held by the Blackboard and other edge devices, especially prevent the Blackboard
from sniffing during its forwarding. Furthermore, some lightweight selective encryption methods
[19] can be applied when the energy and time consumption of the encryption is a concern.

4.3 Privacy-aware Scheduling Optimization

Since in FL the overall training efficiency of a user model depends on all the terminal participants’
completion time on their own user-side training tasks, maximizing the overall training efficiency
according to the pre-defined user privacy parameters equals to minimizing the average completion
time in each training round. The completion time of a user-side training round depends on the sum
of the time consumption of the FP and BP of all model layer. Therefore, the optimization problem
of minimizing the average completion time of each round can be further equally transferred to the
problem of minimizing the average completion time of each layer-based FP or BP task during the
scheduling procedure with defined privacy constraints. The completion time of each layer-based
task is determined by its computation cost and the communication cost; in the following sections,
we propose methods to properly measure these two kind of costs.

4.3.1 Computation Cost Measurement. First, to measure the computation cost of each task, we
need to measure the workload of the primary DL layer it bases on through the layer configuration
information. A possible approach applied in recent works[16] is to compute the FLOPs of the layer.

Cm,l = FLOPs
(
τ

lyr

m,l

)
(11)

TheCm,l represents the floating-point operations needed to compute the FP and BP of the layer
l in the terminal user’s modelm.

FLOPs
(
τ

lyr

m,l

)
= FLOPsF

(
τ

lyr

m,l

)
+ FLOPsB

(
τ

lyr

m,l

)
(12)

More specifically, as in Equation (12), since the overall FLOPs measurement of a layer equals the
sum of its FLOPs in both forward and backward propagation. TheT c

m,l
in Equation (13) represents

the computation time cost when scheduling the device j to compute the layer-based model of
layer l in user model m, while the fj means the floating-point operation frequency of device j. To
simplify the expression, we assume the fj here to be a constant, or it can also be treated as the
average operation frequency during the computation period. In the following part, we will discuss
the FLOPs calculation template for some most commonly used layers in deep learning user models.

T c
m,l =

Cm,l

fj
(13)
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(1) FLOPs Measurement for Dense Layer. Following forms measure the FLOPs for FP and BP
of a dense layer with given configuration, where Mm,l equals to sin,m,l , Nm,l equals to sout,m,l .

FLOPsF

(
τdense

m,l

)
= (2Mm,l − 1)Nm,l (14)

FLOPsB

(
τdense

m,l

)
= (2Nm,l − 1)Mm,l + Nm,lMm,l (15)

(2) FLOPs Measurement for Convolutional Layer. Following two forms measure the FLOPs
in FP and BP for the convolutional layer with given configuration, where K means the kernel size,
Cin means the input channel size, Cout means the output channel size, H andW mean the height
and width of the output tensor of this layer.

FLOPsF

(
τ conv

m,l

)
≈

(
2K2

m,lCin,m,l − 1
)
Hm,lWm,lCout,m,l (16)

FLOPsB

(
τ conv

m,l

)
≈ Cout,m,lCin,m,lK

2
m,l (2Hm,lWm,l − 1) + (2Cout,m,l − 1)Cin,m,lK

2
m,lHm,lWm,l

(17)
Since the Pooling Layer can also be considered as a special kind of convolutional layer, the

FLOPs measurement for Pooling Layer can also use the above two formulations. And the FLOPs
measurement for activation layers depends on which activation function is used, which needs to
be further verified and discussed.

4.3.2 Communication Cost Measurement. Furthermore, we also need to measure the communi-
cation delay according to different cases, which can be basically classified into two different classes:
FP phase communication and BP phase communication.

Forward Propagation Communication Measurement. In the FP of a layer l in modelm, the transition
of the layer’s input and weight before the computation procedure will also cause corresponding
delays. The delay differs by the situation, depends on the type of devices where the layer l − 1 and
l lays. In the following formulations, we represent the device assigned with layer l − 1 as device
i , the device chosen to process the layer l as the device j. Fm,l means the communication delay of
layer l in modelm during its FP. The owner terminal of the task is device u.

Case 1: i ∈ T and j ∈ T . In this case, we must have i = j = u, since Dm,l = u. This case includes
the subcase where the l = 0, since the FP of the input layer of any model will be fixedly assigned to
terminalu because of the privacy constraint proposed in the previous section. Then, we intuitively
have the Fw

m,l
= 0 and F in

m,l
= 0, and we have the real communication delay here to be 0.

F t→t
m,l = Fm,0 = 0 (18)

Case 2: i ∈ E and j ∈ T . In this case, the real communication delay should be totally caused by
its input. It is worthwhile to note here that similar to the modeling of computation delays, the
p here should have been a random variable, but to simplify the expression, we assume it to be a
constant. It can also be treated as the average network bandwidth during the transition period. It
is same in the following few formulations. We also assume that only the device has the constraint
on bandwidth, while the transition bandwidth in the network is always large enough to avoid the
message blocking.

F t→e
m,l = F in

m,l =
sin
m,l

pi
+
sin
m,l

pj
(19)

Since the terminal device j = u has all the weights for the model training, we intuitively have the
weight delay Fw

m,l
= 0. The only communication delay will be caused by the transition of previous

layer output from device i to device j.

ACM Transactions on Sensor Networks, Vol. 18, No. 4, Article 53. Publication date: November 2022.



Edge-assisted Federated Learning Framework 53:13

Case 3: i ∈ T and j ∈ E. In this case, we must have i = u, and the communication delay of the
weights an be calculated as follows:

Fw
m,l =

sw
m,l

pu
+
sw
m,l

pj
. (20)

The communication delay of the layer input should be similarly measured same as in the
Case 2. Since in this case the terminal device needs to sequentially send both the weights of layer
l and the output of the layer l − 1 as the input of the layer l , we have the expression as follows:

F t→e
m,l = Fw

m,l + F
in
m,l . (21)

Case 4: i ∈ E and j ∈ E, with i = j. In this case, there will be no delay for the network transition
of the output of layer l−1 to layer l . Since they are allocated on the same device, the data transition
will only happen in the memory of the device and it has a relatively low cost, which can be omitted
in our modeling. However, edge device needs new weights for layer l +1 to continuously calculate
the task. Therefore, in the FP procedure it still requires the terminal u to give the weights of layer
l + 1 to device i , then in this case the real communication cost will include and only include the
Fw

m,l
, which can be measured with the same expression as shown in the Case 3.

F e→e
m,l = Fw

m,l (22)

Case 5: i ∈ E and j ∈ E, with i � j. In this case, the calculation of the real communication delay

F e→e ′

m,l
should be different from the discussion for the case where i ∈ E and j ∈ E and i = j. Since in

this case the terminal device u and edge device i can simultaneously send the data to the device j,
the real delay of the communication for task of layer l in this case should be the larger one of the
weights transition and the last layer’s output transition, while the Fw

m,l
and F in

m,l
can be measured

in the same way as in previous cases.

F t→e
m,l = max (Fw

m,l , F
in
m,l ) (23)

Backward Propagation Communication Measurement. In the BP process of a layer, the generation
of the gradients needs to wait for the transition of the gradient of its output from the next layer.
The specific communication delay also needs to be further discussed by cases.

In following formulations, we represent the device chosen to process the BP of layer l as the
device i , the device assigned with layer l +1 as device j. While Bm,l means the real communication
delay of layer l of model m in the current round in the BP phase. u stands for the owner terminal
device.

Case 1: i ∈ T and j ∈ T , or i ∈ E and j ∈ E with i = j. When the adjacent two layers
are allocated on a same device, the transition will no more go through the Blackboard or network.
The only delay will be caused by in-memory operations, which could be omitted in our framework
modeling.

Be←e
m,l = Bt←t

m,l = 0 (24)

Case 2: i ∈ E and j ∈ T . In this case, the real communication delay should be the transition time
of previous layer’s output.

Be←t
m,l =

sout
m,l

pj
+
sout
m,l

pi
(25)

It is worthwhile mentioning that although the gradients on layer l + 1’s weights generated on
device j during the BP also need to be sent by the device j to its owner terminal device u, we can
omit the transition delay of the gradients of l + 1’s weights when we are calculating the actual
communication delay of the task of layer l on device i . That is because the procedure of layer l ’s
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BP only depends on the gradients of its output and has no direct dependency with the gradients
of layer l + 1’s weights.

Therefore, in our framework, we set the device j to always first pass the gradients of its input
back to the device i where the previous layer l is located after completing the gradient calculation
of the input and parameters of its layer l +1. After that, it will pass the gradient of its weights back
to the terminal u. It is also assumed that the transition time of the gradients of the weights does
not affect other operations in the framework.

Case 3: i ∈ T and j ∈ E, or i ∈ E and j ∈ E with i � j. In this case, the actual communication
delay will only be caused by the input gradients transition delay caused by the edge j.

Be←e ′

m,l = Bt←e
m,l =

sout
m,l

pj
+
sout
m,l

pi
(26)

It is same as the previous case where i ∈ E and j ∈ T on the mathematical perspective.

4.3.3 Optimization Problem Formulation. First, we use the following formulation and Tw
m,l

to

summarize the real communication delay of layer l and modelm in different cases:

Tw
m,l =

⎧⎪⎨⎪⎩
F

x→y

m,l
, i f in FP

B
x←y

m,l
, i f in BP

x ,y ∈ E ∩T . (27)

After the declaration of both computation and communication delays brought by different layer-
based tasks, we are now going to introduce the concept of the task completion time. The comple-
tion time of a task does not simply equal to the sum of both its communication delay and compu-
tation delay. Instead, it counts for the time interval from the arrival time of the task to its eventual
completion. The completion time helps to represent the total waiting time of the task publishers
or the users for the training results in a round. Whenever a new task arrives on the central Black-
board server, the global scheduler will cache it into the memory. At any possible time point, the
scheduler always has two possible actions for the task cached in the memory: one is to publish the
task to the next device, which may be either idle or has a task queue. Another one is to keep it in
the memory and wait to publish it to a device later. In this way, the completion time will always
be equal or larger than the sum of the communication delay and computation delay and can be
defined as in Equation (28).

TC
k,i = T

B
k +max

(
T

Q

k,i
,Tw

k,i

)
+T c

k,i (28)

In Equation (28), Blocking Time T B equals to the time interval between the initial arrival time
of the task and the time point scheduler publishes this task to the next device. More specifically,

we have T B = tpub − ta ≥ 0. The Queuing Time T
Q

k, j
means the time of task k queuing on its

executor device j before the actual execution. It equals to the sum of the computation delay of all
the previously arrived or executing tasks before the arrival time of task k on j. Here, we defineUt

as the set of tasks that has arrived but is unfinished at time t . To express T
Q

k, j
, we can first define

another set Qk,tpub as the set of all tasks previously queued on the target device before the arrival
of task k on it, which should be first executed before the execution of task k .

Qk,tpub =
{
k̂ ∈ Utpub |jk̂ = jk , t

pub

k̂
+Tw

k̂, ĵ
≤ t

pub

k
+Tw

k, j

}
(29)

Then, we use the Qk,tpub to define the Queuing Time T
Q

k, j
for k in Equation (30).

T
Q

k, j
=

∑
k̂ ∈Q

k,tpub

{
T c

k̂, j

}
(30)
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Since the transition of the computational dependent data, including the weights, inputs, and
gradients of layer l and the device j’s execution of its task queue, happens simultaneously, the
upper bound of these two will decide the delay. In this way, we use the max in Equation (28).

As we have discussed in previous sections, the completion time of the entire user-side training
round includes both the FP and BP of a model, and it further decides the overall training efficiency
of the FL model. In this way, for our formal scheduling optimization problem, maximizing the
overall training efficiency with pre-defined privacy constraints equals to minimizing the comple-
tion time of the entire single round training on the user-side for each û ∈ T and we have the
optimization problem as follows:

min
t pub , j

Eû

⎡⎢⎢⎢⎢⎢⎣
∑

k |lk ∈Lm

Efû ,pû

[
TC

k, j |uk ∈ û
]⎤⎥⎥⎥⎥⎥⎦

s .t . t
pub

k
≥ ta

k
,

jk ∈ D
t

pub

k

uk ,lk
,

(7), (8), (9), (10).

The optimization variables are vector tpub and vector j; both of them share the same size as setK .

The tpub is scheduler’s publish time of tasks, and j is the decided executor of tasks. Since the term
TC

k, j
depends on random variables including p and f and the arrival time of tasks always depends

on its previous task’s completion time, which is also stochastic, we use an expectation to summa-
rize the randomness. The constraints in the problem ensure the integrity of the optimization and
the user privacy. Equations (7) and (8) are both configurable and consider the efficiency-privacy
tradeoff. Since minimizing the overall time consumption of FP and BP equals to minimizing the
expected completion time of each layer-task, this optimization problem can be equivalently trans-
ferred into another simpler form as follows:

min
t pub , j

Efû ,pû ,k

[
TC

k, j

]

s .t . t
pub

k
≥ ta

k
,

jk ∈ D
t

pub

k

uk ,lk
,

(7), (8), (9), (10).

5 ONLINE SCHEDULING ALGORITHM

Even if we assume that the final optimization problem modeled in our Section 4 does not have the
challenges caused by the randomness of the environment, which is to assume that the comput-
ing power and network condition of all devices are constant instead of changing with time, this
optimization problem will still be an NP-hard problem. Therefore, we have to find an approxima-
tion algorithm to achieve efficient enough scheduling decisions. At the same time, we hope that
the approximation scheduling algorithm has the properties of the online algorithm, which can
continuously eliminate the impact brought by the environment randomness on the entire sched-
uling during the scheduling procedure, to make sure the scheduling algorithm is still effective in
minimizing the average waiting time of tasks.

We mainly refer to the offline task scheduling algorithm on the multiple edges situation pro-
posed by Xiaolin Fang et al. [2] and improve it to be an online algorithm that fits our optimization
problem. The significant differences between the proposed online algorithm and the original of-
fline algorithm are: (1) The online optimization process will be called multiple times during the
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ALGORITHM 1: Virtual Machine Speed

Require: Given Tk , Ek and their configuration tuples, task k and its publish time t0, and the published but

not finished tasks set Kp .

Ensure: s (k, t ), execution speed of k in the proposed VM at any time t > t0.

1: Initialize s (k, t0) = 0;

2: for any timestamp t > t0 do

3: s (k, t ) = s (k, t − 1);
4: for each device i ∈ Tk ∪ Ek do

5: if t = max {TQ

k,i
,Tw

k,i
} + t0 then

6: s (k, t ) = s (k, t ) + E[si ];

7: end if

8: end for

9: end for

ALGORITHM 2: Near Future Task Arrival Prediction

Require: Given T , E, and their configuration tuples, Kp and current time t0.

Ensure: Cp , predicted tasks will arrive in the near future.

1: for k ∈ Kp do

2: tk = t0 +max {E[T
Q

k
],E[Tw

k
]} + E[T c

k
] − T̂p

k,t0
;

3: Build expected new task k ′;
4: Set ta

k ′
= tk ;

5: Cp .append (k ′);
6: end for

scheduling process (after each Trigger Time) to update the scheduler’s knowledge about the cur-
rent environment and task-queuing situations, and eliminate the gap between the predictive esti-
mation and the reality emerged after the last trigger time. (2) In each trigger time, the scheduler
will predict the specific arrival time and workload of new tasks that will arrive soon, based on
which the scheduler can process the local optimization.

Similar to the original offline algorithm [2], we first build a Virtual Machine (VM) to summa-
rize computation and communication capabilities of all devices as shown in Algorithm 1. However,
to enable our scheduler to process the optimization in any timestamp during the whole scheduling
procedure, we no more assume that the devices are initially idle in our proposed VM. Instead, we
consider the device to be either idle or executing on a task queue. TheTk in the input is the subset
of terminals allowed to execute the tasks from the owner of the task k , having Tk = u. The Ek

means the edges that pass the privacy constraints of k’s owner can assist the computation of k .
What is more, a prediction method for the coming tasks in the near future is proposed in

Algorithm 2. The Kp in the input represents the set of tasks that have been published but not yet

finished. The symbol T̂
p

k,t0
in Line 2 is defined as the time interval between the publication of task

k and time t0, which is a determinant value. The algorithm will output a set of predicted tasks
based on current tasks’ transition and execution situations.

Algorithm 3 is the main part of the optimization, whose Lines 1 to 17 is the preemptive schedul-
ing bases on the task arrival prediction and defined VM, while from Lines 18 to 25 is the eventual
non-preemptive version bases on the preemptive completion list L achieved in the preemptive part.

In preemptive scheduling, the scheduler assumes our non-preemptive layer-based FL tasks as
preemptive ones and always executes the one with the earliest completion time on the defined
VM at any timestamp. Then the completion list L sorts these tasks in the order of their predicted
completion time. After that, the scheduler publishes the arrived tasks in the given order in L to
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ALGORITHM 3: Online Scheduling Algorithm

Require: GivenT , E, and their configuration tuples, all tasks set K , current trigger time t0, and the tasks set

stored in Blackboard’s buffer B.

Ensure: Online scheduling actions at time t0.

1: Cp = NearFutureTasks (T ,E,Kp ∈ K , t0);

2: C̄ = {B}, L = list[];
3: for time t̄ with new k̂ ∈ Cp arriving do

4: Calculate the remaining FLOPs of last executed task kold ;

5: if expected left FLOPs of kold = 0 then

6: C̄ .dequeue (kold );

7: L.append (kold );
8: end if

9: C̄ .append (k̂ );
10: min = +∞, knew = 0;

11: for k̄ ∈ C̄ do

12: Calculate the expected completion time E[ck̄ ] of task k̄ :

E[ck̄ ] = arg mint ′ {
∑

t ′≥t̄ s (k̄, t ′) ≤ k̄ .FLOPs}
13: if min ≥ E[ck̄ ] then

14: min = E[ck̄ ], knew = k̄ ;

15: end if

16: end for

17: end for

18: for k̂ ∈ L do

19: if k̂ ∈ B then

20: i = arg minî E[TC
k, î

], i ∈ {Tk ∩ Ek };

21: Publish task k̂ to device i;
22: else

23: break;

24: end if

25: end for

the device, which can finish it earliest, until it finds that the next task is from the predicted task
set Kp . It means that the next task to publish has not arrived in the buffer yet; waiting for its ar-
rival and publishing it in a later timestamp is a better scheduling action and achieves less average
completion time. Therefore, in each trigger time, the scheduler will publish all the arrived tasks in
buffer B before the first predicted task inKp in the order of L. One of the properties of the proposed
algorithm is its general preference to first publish and execute the smaller tasks with lower compu-
tation and communication costs. Similar to some operating systems’ giving priority to scheduling
processes with smaller workloads, the intuition behind this is relatively straightforward: This will
generally help to minimize the average completion time of tasks, which is the objective of our
optimization problem as shown at the end of Section 4.3.3. If we publish and execute the large
task first, then all other smaller tasks will need to queue and wait for its completion before their
execution; while when smaller tasks can be executed first, on the contrary, the completion time
of most tasks can be reduced. However, this may also lead to the resource starvation problem for
complex models’ tasks. We believe that this potential problem can be avoided by further applying
modifications to the algorithm: (1) Set an initial priority for each task according to their expected
complete time, which will increase with time, and the scheduler will consider publishing tasks
with higher priority earlier; (2) Set a maximal time a task can stay in the Blackboard buffer. After
reaching this threshold, the scheduler will have to publish this task immediately.
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We define the trigger time of the scheduler as all timestamps where the local scheduling action
may change, which is generally each time when a new task arrives in the Blackboard and the very
initial time when all devices are idle. In theory, our proposed online version of the multiple edge
scheduling algorithm will approach the approximation ratio of the original offline version, which

is 2 +
f̄ max

f̄ min without considering the back transition time of results, where f̄ max = maxT∩E
i f̄i

and f̄ min = minT∩E
i f̄i . The specific approximation ratio depends on the bias and the variance of

probability distribution estimations of each fi and pi .

6 FRAMEWORK EVALUATION

This section will evaluate the properties of the proposed training framework and online schedul-
ing algorithm through a series of simulation experiments. After briefly introducing experiment
settings, we will validate the efficiency improvement of the framework, observe tradeoffs between
the training efficiency and different privacy constraints, the effect of the ratio between the num-
ber of edges and terminals on the training, and visualize how the change on privacy constraints
influence the scheduler’s decision.

6.1 Experiment Setting

To simulate the environment in which the framework is applied, we first simulate the computing
power and communication bandwidth of each edge and terminal device with different Gaussian
distributions that conform to the real-world situation. Considering some special processing units
like GPU could be installed on the edges, the mean of computing frequencies f̄ of edge devices
is generally about 4 to 8 times that of terminal devices. For the network quality, since we assume
the terminals generally communicate with the Blackboard server with the wireless network while
a wired network can connect the edges and the Blackboard, edges are allocated with about 30%–
40% more bandwidth than terminals. For the simulation of different user models, we decompose
four representative DL models, including LeNet, AlexNet, ResNet18, and VGG16, into sets of layer-
based components. Since the structure complexity of the model differs from each other, the number
of the eventual decomposed components varies from 12 to 60.

6.2 Training Efficiency Improvement

To validate the effectiveness of our framework and online scheduling algorithm, we compare the
average model training efficiency in the following four situations: (1) pure terminal case without
the assistance of edges, (2) edge-assisted FL with a random scheduling algorithm, (3) edge-assisted
FL with the proposed online scheduling algorithm, and (4) edge-assisted FL with the online al-
gorithm but without privacy constraints. In cases (2) and (3), the system configures the privacy
constraints to be very rigorous to ensure the simulation is conducted under the premise that all
users have high privacy awareness and least trust on edges. All users’ structure constraint thresh-
old Ω is configured to be 0, which means the scheduler does not allow any exposure to the model
structure. We set Γ to be 0.05, meaning that at most 1/20 weights could be offloaded from the ter-
minal to the edges for every user within the identified time window. We apply the test set for four
different learning models, including the LeNet, AlexNet, ResNet18, and VGG16, with three termi-
nals and two edges in the environment. The red bars in Figure 3 represent the original average
training time costs with only terminals’ participation and are fixed to be 1 for each model. The
blue bars represent the average time cost ratio relative to the previous case, with edge’s assistance
but a trivial scheduling algorithm. The green bars represent the time ratio with the proposed on-
line algorithm with strict privacy constraints, and the orange bars presume the complete trust in
edge devices or without any privacy concern, therefore considering no privacy constraint.
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Fig. 3. Comparing the average training cost of four different representative DL models with four different

devices, scheduling, and privacy settings.

From the data in Figure 3, we can see that for LeNet, the training efficiency improved about
1/0.713 − 1 = 40% when introducing edge assistance. And the efficiency improves 52% when
further applying the proposed online algorithm. The efficiency can be optimally improved 125%
when edges can be fully trusted and without any privacy constraint. The improvement becomes
more obvious when the model structure and weight scale grow to be more complex. For example,
in VGG16, the improvements on the efficiency of cases (2) to (4) compared to case (1) are 92%,
180%, and 189%. And the efficiency of constrained online algorithm case will also more approach
the fully trusted case.

6.3 Tradeoff on Model Structure Constraint

In the proposed framework, we assume that the user’s requirements on privacy preservation de-
pend on both the user’s trust level in the external devices and the privacy sensitivity of the training
data. We find that there naturally exists a tradeoff between training efficiency and user privacy.
Since privacy requirements vary from user to user, we should allow some users to trade partial
privacy for efficiency within a reasonable range. Therefore, we set the threshold in Privacy Con-
straint Equations (7) and (8) as hyperparameters that each user can configure according to specific
situations.

In this way, we conducted simulation-based explorations on four different representative DL
models in a relatively simple device scenario, as shown in Figure 4. Model types include LeNet,
AlexNet, ResNet18, and VGG16. From the figure, we can see that for the LeNet case, when con-
figuring the threshold Ω from 0 to 0.003, which is making the constraint less strict, the perfor-
mance increased by about 7%. For AlexNet, ResNet18, and VGG16, the performance, respectively,
increased 5%, 9%, and 10%. We find that, in our framework, with the increasing privacy preser-
vation on the model structure, the decreasing performance is relatively less obvious. To better
explain this phenomenon, we make a set of detailed visualization of the scheduling procedure in
Section 6.6.

At the same time, this result can serve as a reference when users configure their privacy hyper-
parameters: Since the protection of the model structure has very limited discounts on the efficiency,
when we need to further enhance privacy protection, we can give priority to reducing Ω. At the
same time, relaxing this constraint will not bring obvious improvement on the efficiency.

6.4 Tradeoff on Model Weight & Gradient Constraint

Similar to the constraint on the model structure, there also exists a tradeoff between the training
efficiency and the privacy constraint on the model weight and gradient. We conducted four sets of
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Fig. 4. The average time cost of completing 1,000 layer-tasks with different privacy thresholds Ω with poly-

nomial fitting, from which we can find out the tradeoff between performance and privacy preservation on

the model’s structure.

Fig. 5. The average time cost of completing 1,000 layer-tasks with different privacy thresholds Γ and Δt , with

polynomial fitting, from which we can find out the tradeoff between performance and privacy preservation

on the model’s weights and gradients.

experiments, respectively, on LeNet, AlexNet, ResNet18, and VGG16, to see the effect of the config-
urable threshold Γ and hyperparameter Δt in constraint Equation (8) on the training efficiency. In
the experiment, as shown in Figure 5, we set different parameters Δt for different models, which
roughly equals to 1/10 and 1/2 of their time cost of training 1,000 tasks. We set Δt equals to 100
& 500 for LeNet, 50,000 & 250,000 for AlexNet, 100,000 & 500,000 for ResNet18, and 500,000 &
2,500,000 for VGG16. We change the weight & gradient exposure threshold Γ from 0.0 to 1.0 in
each case, from the most rigorous to the most relaxed. We can observe that the model-training
efficiency will experience significant increments when the constraint is being relaxed. To better
express the trend, a set of polynomial fitting curves is provided with a degree of 3. For the LeNet
set, the training efficiency increased about 57%–91% for different Δt . For the AlexNet and VGG16,
it ranges from 112% to 188%. For the ResNet18, it is about 140%–202%. When we are setting the
Γ to be 0.0, we are actually prohibiting the edges from assisting the training procedure, because
we do not allow any layer’s weight to be exposed in any single round. Therefore, the training ef-
ficiency at Γ = 0.0 also represents the efficiency of the traditional FL training with only terminal
devices.

By further observing the characteristics of the time cost curves, we can find a similarity shared
by all models and time window settings: The significant improvement of the efficiency happens
in the range of Γ = [0, 0.1]. For LeNet with Δt = 100, the efficiency improved 52% and remains
unchanged until about Γ = 0.8. For AlexNet and ResNet18, the efficiency improves more than
about 120% and remains in the range [0.1, 0.8], while for VGG16, the efficiency improved about
140% in the range [0, 0.1] and remains unchanged in the following until Γ = 1.0, which actually
no more constrains the weight & gradient exposure.
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Fig. 6. The average time cost of completing 1,000 layer-tasks with different ratio of terminal number and

edge number with polynomial fitting.

The result we derive from this set of experiments can also provide the users a critical reference
when considering the tradeoff between the privacy constraint on model weights and the training
efficiency: Since in the range of Γ ∈ [0.1, 0.8], the change in the constraint threshold will not
obviously affect the training efficiency, users can set a relatively more strict threshold to protect
their privacy; while setting a Γ ≤ 0.1 could significantly damage the efficiency.

6.5 Ratio of Edge and Terminal Number

To explore more on optimization of the edge computing resources allocation, we have conducted a
set of experiments to see the influence of the ratio of the edge device number to the terminal device
number on the FL training efficiency of the four models: LeNet, AlexNet, ResNet18, and VGG16.
Notably, from Figure 6, we can see that when the number of the terminal is fixed to be 10 and their
task amount remains unchanged, the overall training efficiency and the number of the edge do
not show a linear relationship as expected. On the contrary, the efficiency increment brought by
each additional edge device gradually decreases, and in some cases, the efficiency begins to remain
almost unchanged after the edge number increases to a certain amount.

Actually, the improvement brought by the first few edges is also much smaller than expected.
The increment on efficiency for four models when adding the edge and terminal number ratio
from 0.1 to 0.2 are about 31%, 44%, 37%, and 29%, which are generally significantly smaller than
the expected 50%. While for the case of LeNet and ResNet, the increment of the efficiency from
increasing the ratio of edge and terminal number basically disappears after the sixth and eighth
edge, respectively. Basically, for all four sets of experiments, the efficiency improvement generally
reaches about 100% when adding the sixth edge into the environment.

All these provide a reference for the deployment of edge resources: With a set of edges and
terminals in the proposed framework, the deployment number of edges should be based on the
available number of nearby terminals, and it should be noted that, when optimizing the resources
utilization, the efficiency increment each new edge can bring could be limited with the increasing
number of the existing edges.

6.6 Visual Characteristics of Scheduling

To further study how the privacy constraints influence the scheduling strategy of the global sched-
uler, especially the model weight constraint, we have visualized the task scheduling procedure as
Figures 7 and 8 in the application scenario with three terminal users training the AlexNet assisted
by two extra edge devices. We use three different colors in both figures to represent the training
task set, respectively, belonging to three terminal users, and each rectangular color block repre-
sents the computation procedure of a task from its beginning to the end. The row position of
each rectangular color block indicates which device this task is scheduled to by the scheduler for
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Fig. 7. Visualization of the scheduling procedure with less rigorous model structure preservation constraint,

setting Ω = 0.003.

Fig. 8. Visualization of the scheduling procedure with the most rigorous model structure preservation con-

straint, setting Ω = 0.

training. The left side of the color block represents the time when the task starts to execute on the
corresponding device, while the right side represents its time to be completed on it. Therefore, the
width of each color block represents the total execution time costT c

k
of each task. We can see there

are densely arranged dotted lines at the bottom of the figures, which indicate the trigger time for
the global scheduler to be activated and do the local re-optimization for the scheduling. We can see
that each trigger time of the global scheduler is generally after a previous task is completed, which
also means a new task emerged to the scheduler in our framework, rather than evenly spaced and
evenly distributed in the timeline.

As stipulated in algorithms, tasks belonging to each user can either be executed on the pub-
lisher’s terminal or on edge devices that pass the privacy constraints and cannot be offloaded to
other terminal devices. On the edge devices, however, tasks issued by various terminal devices are
often gathered according to the suggestion of the scheduler, which aims to optimize the training
efficiency. For example, we can see that there are only Orange task color patches on Terminal 1,
while edge device 1 has Red, Green, and Orange color patches from three terminals. It is worth
noting that, because the computing power of the edge device is significantly stronger than that of
the terminal device in our experimental design, the average width of the color block deployed on
the edge device is obviously much lower than that of the terminal device.

Figures 7 and 8, respectively, reflect the difference between the scheduler’s scheduling pattern
under different privacy constraints. Γ of both models are set to 0.5, T is set to 50,000, and the Ω
in Figure 7 is set to 0.003, which is a relatively non-strict threshold for AlexNet, which allows
some model structures to be exposed. While in Figure 8, Ω is set to 0, which means that the termi-
nal users strictly do not allow any user model structure to be exposed. From the figures, we can
observe that when the model structure constraint is less rigorous, tasks with originally adjacent
layers belonging to the same terminal user are often assigned to the same edge device. The reason
for the scheduler to decide this is to improve the overall training efficiency by reducing the com-
munication overhead of intermediate results transition between layers. In Figure 8, we found an
interesting phenomenon: Task blocks with the same color are often interleaved in two terminal
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devices. Strictly speaking, there are no more adjacent color blocks assigned on the same edge de-
vice. Instead, on the same edge, there will be at least one task block between two with the same
color to be assigned on the terminal or another edge device. The purpose of this behavior of the
scheduler is obvious: to avoid exposing the continuous layer structure to any edge by adding a
small acceptable amount of communication overhead to keep making full utilization of edge com-
puting resources while passing the model structure privacy constraint.

7 CONCLUSION AND DISCUSSION

This article proposes an energy-efficient and privacy-aware decomposition framework for the FL
in the general MEC scenario and has mathematically modeled the task migrating optimization
problem with specific privacy constraints. We have also proposed a privacy-aware online sched-
uling algorithm that can eliminate the gap between the scheduler’s predictive estimation and the
actual system condition, which helps solve the optimization problem. Eventually, we conduct a
series of simulations and experiments to prove the efficiency improvement of the proposed FL
decomposition framework. There are several aspects worth further study: (1) Further validation
on the privacy preservation of the proposed decomposition framework should be conducted by
implementing the actual scalable training system and applying various modern privacy attacks
on it. In this way, the privacy preservation ability could be fully proven with the failure of these
attacks. (2) Completing the computation and communication measurements on more DL models
with higher structure complexity, whose layers may be ordered in a non-sequential way, such as
the RNN models.
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