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Abstract—The recent development of generative art, a typical
category of artificial intelligence-generated content (AIGC), is
essentially beneficial for social good, which can help amateurs
to create artwork and improve experts’ efficiency. However,
some artists are opposed to generative art technologies due to
the copyright infringement and influence of the artists’ way of
earning a living, which makes the artists protest against gener-
ative art technologies, causing a lose–lose situation. Adversarial
attacks against generative model training are potential solutions
to address this issue, while the lose–lose situation cannot be
improved. To build a win–win situation, a feasible method is
to incentivize the artists to actively contribute their artworks
to generative model training without influencing their living or
infringing copyright, such as data crowdsourcing, but traditional
data crowdsourcing methods cannot well fit the generative art
area. Therefore, this article builds a blockchain-based trading
system for generative model training data collection and gen-
erated artwork circulation. Specifically, this article formulates a
social welfare maximization problem based on the reverse auction
and designs a corresponding incentive mechanism. The conducted
theoretical analysis and numerical evaluation demonstrate the
effectiveness of the proposed incentive mechanism toward a win–
win situation for generative art model trainers and artists.

Index Terms—Blockchain, culture preservation, generative art,
incentive mechanism, reverse auction.
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I. INTRODUCTION

IN recent years, generative art, a typical category of artifi-
cial intelligence-generated content (AIGC), has become a

cutting-edge research topic. With the development of model
sizes, data amounts, techniques, training skills, and computa-
tional resources, generative art has achieved extremely impres-
sive performance in image generation or text-to-image tasks
using generative adversarial networks (GANs) [1] (such as
BeautyGan [2], StyleGAN [3], and GigaGAN [4]) and diffusion
model [5] (such as Stable Diffusion [6], DALLÂ·E 2 [7], and
Midjourney1).

However, some artists are opposed to generative art for two
main reasons [8]: 1) training data involves copyright infringe-
ment: the training data of generative art models are crawled
from artwork communities without their artists’permission, and
the generated images usually show the same artistic style of
these artworks; and 2) Gresham’s law—“bad money drives out
good” [9]: the threshold of artwork creation significantly drops
with the appearance of generative art, threatening the artists’
way of earning a living. To a certain degree, it will lead to a
monopoly that means production belongs to a small proportion
of people or companies, which is damaging to humanity and
cultural creativity. Therefore, some artists are fighting against
generative art, such as the notable protest on ArtStation,2 a
famous art platform whose artworks are usually crawled for
model training. In this protest,3 some artists uploaded images
of a red prohibition sign with the text “no to AI-generated
images” (simplified as “NO AI” tagging), as shown in Fig. 1(a).
After that, when the model trainers crawled data with “NO
AI” tagging to train their models, the generated images were
strongly contaminated by generating terrible results, as shown
in Fig. 1(b). Undoubtedly, these protests will cause a lose–lose
situation, where the artists cannot maintain regular communi-
cation and propagation of their artworks in online art communi-
ties, while, at the same time, the generative art models are hard
to achieve a good performance due to the lack or contamination
of data.

To this end, some researchers have utilized adversarial at-
tacks against generative model training [10], where the key
idea is to change the original artwork slightly by applying a

1https://www.midjourney.com/
2https://www.artstation.com/
3https://twitter.com/proximasan/status/1603027325188296705?s=20
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Fig. 1. Artists are protesting against generative art. (a) “NO AI” taggings.
(b) Generated images.

human-imperceptible perturbation, e.g., Shan et al. [8] applied
“style cloaks” to the original artworks to prevent style mimicry.
However, the adversarial attacks will definitely be overcome
by future countermeasures [8], and the inevitable influence and
modification of the original artworks still lead to a lose–lose
situation for generative model trainers and artists.

In fact, we believe generative art technologies are beneficial
for social good, e.g., they can help amateurs create artwork and
improve experts’ efficiency. Therefore, finding an approach that
can balance generative art development and artists’ demands is
imperative. A feasible method is to incentivize the artists so that
they can actively provide their artworks for generative art model
training without influencing their living or infringing copyright,
similar to data crowdsourcing [11], [12]. However, existing data
crowdsourcing methods cannot fit the generative art: 1) art is a
subjective discipline, while the existing methods usually apply
objective measures for evaluation, e.g., sensing time [13]; and
2) traditional data crowdsourcing methods ignore the derivative
value or copyright of the generated artworks by the model based
on collected data.

Recently, the development of blockchain has attracted public
attention in both academia and industry [14]. Blockchain is
a kind of distributed ledger with growing blocks linked by
cryptographic hashes first proposed by Chaum [15], which is
utilized as the fundamental of cryptocurrencies, such as Bitcoin
[16] and Ethereum [17]. More importantly, the introduction of
smart contracts brings the blockchain industry into a new era
[18]. Smart contracts are programs that can be automatically
executed on a blockchain virtual machine [19], which are trans-
parent, trustworthy, immutable, and can be notarized [14]. Us-
ing smart contracts, digital assets (such as images) can be given
a public, unique, and noninterchangeable proof of ownership
based on nonfungible token (NFT) protocol [20], e.g., ERC-721
Standard. After that, the digital assets can be traded in public
markets based on blockchain, such as in OpenSea [21].

In this article, we consider applying blockchain to build a
system toward a win–win situation for generative art model
trainers and artists. The blockchain can play an essential role
due to the following features: 1) blockchain is the fundamental
of cryptocurrency, which naturally supports value exchange
[22]; 2) artists can certify their artworks as NFTs to confirm
the creators’ copyright [23]; and 3) NFTs can be programmed
so that the artists can receive a predetermined royalty fee (so-
called creator earning in the blockchain industry) each time
the NFT exchanges in the market [20]. Therefore, we design a
blockchain-driven trading system and propose a corresponding

mechanism to achieve social welfare maximization between the
generative art model trainers and artists, where the trainers can
obtain training data by paying cryptocurrency to the artists,
and the artists can earn a sustained profit when the generated
artwork NFTs by the generative art models are in circulation.

The contributions of this article are summarized as follows.
1) We present a blockchain-based trading system for train-

ing data collection of the generative art model and circula-
tion of artwork NFTs generated by the generative model.

2) We design an incentive mechanism based on the reverse
auction and formulate a social welfare maximization
problem for both the generative art model trainers and
artists. Correspondingly, we propose winner selection and
payment determination algorithms to solve the problem.

3) We conduct both theoretical analysis and numerical sim-
ulation to demonstrate the effectiveness of the proposed
incentive mechanism, which can achieve a win–win sit-
uation for the generative art model trainers and artists.

II. RELATED WORK

A. Adversarial Attacks Against Model Training

To protect the artists, a potential way is to disturb the genera-
tive art model training. In this case, the most direct approach is
to forcibly prevent the model trainers from obtaining available
training data, e.g., by applying “NO AI” tagging on art com-
munities such as Fig. 1(a). However, these kinds of approaches
are also adverse to the propagation of artworks, which will
consequently influence the artists’ reputation.

On the other hand, the artists can also apply methods such
as adversarial attacks [10]. The adversarial attack was first pro-
posed by Szegedy et al. [24], [25], and “adversarial examples”
were introduced to mislead the neural network models using
images by applying a certain human-imperceptible perturba-
tion. Currently, there are many studies focusing on adversarial
attacks in different areas, such as universal adversarial image
perturbations [26], [27], unrecognizable images [28], video
recognition [29], and audio and speech [30]. Specific to art,
Shan et al. [8] proposed Glaze, a tool that allows artists to
apply “style cloaks” to their artworks to prevent style mimicry.
However, the adversarial attack-based methods have two main
shortcomings: 1) with the development of deep neural networks,
many studies tried to enhance their robustness to adapt or de-
tect adversarial attacks [31], [32], which means the existing
adversarial attacks cannot be regarded as long-term solutions
and they will definitely be overcome by future countermeasures
[8]; and 2) the adversarial attack-based methods will inevitably
influence the original artworks, which still leads to a lose–lose
situation for generative model trainers and artists.

Therefore, this article intends to build a win–win situation
for generative art model trainers and artists by designing a
suitable incentive mechanism rather than roughly preventing the
generative art model training using adversarial approaches.

B. Data Crowdsourcing

To achieve a win–win situation, a feasible consideration is
to share profits with the data contributors of the generative art
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model. This intention is similar to data crowdsourcing [11],
[12], which can collect data by leveraging the contribution of
large groups of individuals. Many studies have discussed data
crowdsourcing problems in different research areas, including
social networks [33], medical data [34], video surveillance
[35], and Internet of Things (IoT) devices [36]. Moreover,
there are also some researchers who studied blockchain-based
crowdsourcing, e.g., in the areas of mobile computing [13],
edge computing [37], energy [38], and federated learning [39].
However, the existing data crowdsourcing methods cannot fully
fit the generative art area due to the following reasons: 1)
the evaluation metrics in these application scenarios are based
on objective measures, e.g., by calculating the sensing time
duration [13], but art is a subjective discipline where different
people might show completely different feeling to an artwork;
and 2) traditional data crowdsourcing methods only focus on
the valuation at the moment of data collection, such as a one-
shot deal, which means these methods will not consider the
derivative value or copyright of the artworks generated by the
generative art models that trained by the collected data.

To this end, this article applies blockchain to build a training
data collection and generated artwork circulation system, en-
abling subjective evaluation by the generative art model trainer
and automatic profit sharing based on the NFT protocol.

C. Background of NFT Artwork Platforms

Blockchain is a decentralized digital ledger that records
transactions across multiple peer-to-peer (P2P) nodes securely
and transparently, and an NFT is a protocol of a unique digital
asset verified using blockchain, representing ownership or au-
thenticity of items, such as artworks, music, collectibles, game
identity, and cultural products [14], [40], [41], [42]. The advent
of blockchain technologies has introduced a novel paradigm
for artists to store and trade their creations, which is primarily
facilitated by the copyright authentication capabilities inherent
in NFT protocols, also known as crypto art [43]. Consequently,
numerous crypto art platforms and communities have emerged,
serving as marketplaces for selling or showcasing artworks. On
these platforms, artists often release collections composed of a
fixed number of NFTs, each collection embodying a unique art
style or thematic elements, either personally crafted or created
by generative art models. Among these, Art Blocks4 stands out
as a preeminent platform for generative art on Ethereum [17].
Here, artists have the opportunity to display their generative
artworks, while collectors can buy pieces using Ethereum. The
revenue for artists on this platform includes the initial sale
proceeds of the artwork and subsequent royalty fees (termed
creator earnings) obtained from future trades of their artworks.

III. SYSTEM AND PROBLEM FORMULATION

A. System Overview

We design a blockchain-based system illustrated in Fig. 2,
where we consider a simplified case where only one generative
art model trainer (named requester) wants to request the artists

4https://www.artblocks.io/

Fig. 2. Framework of the generative art trading system.

to provide artwork to support the generative model training by
paying cryptocurrency. The framework consists of eight steps:
steps 1 to 5 can collect training data based on a budget-limited
reverse auction model [44]; and steps 6 to 8 mainly consider
the generative artwork generation and circulation procedure,
which will consider the profit sharing of the generated artwork
NFTs. The system intends to maximize the social welfare of
both the requester and artists by designing a feasible incentive
mechanism [45], which can achieve a win–win situation for gen-
erative art model trainers and artists. The following sections will
discuss the details of the social welfare maximization problem.
Key notations can refer to Table I.

B. System Formulation

In this section, we first describe the data collection procedure
based on a budget-limited reverse auction model [44]. The
reverse auction is an auction model in which the traditional
roles of buyer and seller are reversed, which consists of a single
buyer/requester and multiple sellers [46]. In a reverse auction
model, the requester publishes a task, and multiple sellers will
bid on the task with their corresponding contributions. Then, the
requester can select none or multiple sellers (winner selection)
and determine the specific payment to each winner according
to some strategies (payment determination). In our proposed
system, the requester is the buyer publishing a data collection
task, and the artists are the sellers who provide artworks to
participate in the auction. Based on the description, we can
formulate the reverse auction model step by step following the
framework, as shown in Fig. 2.

1) Task Publication With Payment Budget: In this system,
there is a requester R who wants to collect artworks for gener-
ative art model training with a limited budget B. The requester
can publish the task requirements with the cryptocurrency bud-
get to the smart contract. Due to the advantage of transparency
of blockchain, any platform can crawl the task and advertise it
to bulletins of artist communities.
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TABLE I
KEY ANNOTATIONS (IN THE ORDER OF APPEARANCE)

Symbol Definition Symbol Definition
R Requester B Budget constraint
A Artist n Total number of artists, n ∈ N

B, bi B: bidding price list; bi: the ith artwork’s bidding price C, ci C: artwork cost list; ci: the ith artwork’s cost
hi Selling price of the ith artwork in market, hi ≥ ci E, ei E: evaluation score list; ei: the ith artwork’s evaluation score
W Winner list m Number of winners, m ∈ N and 0≤m≤ n
i Used to denote the ith artwork/artist from all participants j Used to denote the jth artwork/artist from the winners
(b∗j , e

∗
j ) jth winner’s bidding price and evaluation score Q Theoretical quality of the selected dataset (winners)

α, β Coefficients used to estimate the theoretical dataset quality Q P , pj P : payment list of winners; pj : the jth winner’s payment
U Generally represents utility; social welfare in function (16) C Generally represents cost

U
Aj
payment jth winning artist’s utility of payment CR

payment Total payment cost that the requester pays to the artists

CR
training Computational cost of training a deep learning model d Batch size the requester presets

Tb Computational time cost per batch E Number of epochs in generative model training
Pt Unit price of training on graphics processing unit (GPU) Pm Offering/initial price for one generative artwork NFT
θ Creator earning (royalty fee) proportion, θ ∈ [0, 1] θR Fixed part of the creator earning for the requester
θ̄A Another fixed part of the creator earning for all winning artists θAl,j jth artist’s creator earning proportion of the lth NFT
k Number of generated artworks by the generative model θA A k ×m matrix of the artists’ creator earning proportion
UR

selling Income of selling generated artwork NFTs v(t) NFT collection transaction volume changes over time t

λ, η, τ1, τ2 Coefficients used to estimate the collection transaction volume V(Q) Total transaction volume changes over dataset quality Q
ωλ, ωτ1 , ωτ2 Coefficients used to reflect the relationship of λ, τ1, τ2 and Q ̂V(θ,Q) Total transaction volume changes over proportion θ

UR
creator Requester’s utility of creator earnings U

Aj
creator jth winning artist’s utility of creator earnings

UR Final utility of the requester UAi Final utility of the ith artist

2) Task Bidding With NFTs: After noticing the task, the
artists (denoted by A) can bid on it with their possessed artwork
NFTs. Without loss of generality, we assume that every artist
will participate in the bidding with one NFT to simplify the
description, and there are totally n ∈ N artists with bidding
prices B = [b1, b2, ..., bn]. Correspondingly, the cost of drawing
the artwork can be represented as C= [c1, c2, ..., cn]. Thus,
the winner selection and payment determination algorithms
will also treat an NFT as a unit after the bidding. It is worth
mentioning that if the ith artwork is not selected as a winner,
the artist can sell the artwork for a price hi ≥ ci, because the
original purpose of the rational artist is to earn a living by selling
the created artwork, which means the rational artists will not
sell an artwork for a price less than its cost from a theoretical
perspective.

3) Bidding NFT Evaluation: In this step, the requester needs
to evaluate every bidding NFT (the artwork from every par-
ticipated artist) to determine whether it satisfies the task re-
quirements and then assign an evaluation score to each bidding
NFT, which is denoted as E = [e1, e2, ..., en]. Facing artworks,
this design can support the case that the data requirements of
published tasks are abstract and artistic descriptions, e.g., “the
quick brown fox jumps over the lazy dog.” Nevertheless, in
suitable applications, the evaluation process can also be re-
placed by automatic algorithms, such as image quality assess-
ment methods [47], [48] and object detection methods [49]. For
example, the confidence value of object detection methods [49]
can be utilized as the evaluation score for some tasks, e.g., a
task wants to collect data on dogs, and object detection methods
can recognize whether the bidding NFT has dogs. In general,
since the bidding NFT evaluation is subjective, the evaluation
score (can be regarded as preference) to each bidding NFT is
private information of the requester, while the artists do not
know before the bidding.

4) Winner Selection and Payment Determination: This step
is the core of the reverse auction model. In this article, we will
design an incentive mechanism of reverse auction according to
Myerson’s theorem [50], which satisfies budget feasibility, in-
centive compatibility, individual rationality, and computational
efficiency. The detailed design of the proposed winner selection
and payment determination algorithms will be discussed in
Section IV. Due to the incentive compatibility, the designed
mechanism can guarantee the artists truthfully report the costs
as their bidding prices for each artwork, which means the ith
bidding NFT has bi = ci. Then, using the winner selection
algorithm discussed in Section IV-B, we can obtain a winner list
W = [(b∗1, e

∗
1), (b

∗
2, e

∗
2), ..., (b

∗
m, e∗m)], in which a total of m ∈ N

artists are selected as winners (0≤m≤ n). The winner list
records the order of winners when they are selected into the list,
which means the jth winner is selected earlier than the j + 1th
winner. After obtaining the winner list, the theoretical quality
Q of the selected dataset can be estimated from two perspec-
tives: 1) data size: the performance of the deep learning model
grows logarithmically as training data expands with diminish-
ing marginal utility [51], [52]; and 2) subjective evaluation: the
collected artworks should better satisfy the requirements of the
requester. Therefore, the theoretical quality Q of the selected
dataset can be denoted

Q= α
√
m+

β

m

m∑

j=1

e∗j (1)

where the two terms denote the impact of data size and the
average score of subjective evaluation, respectively. In addition,
α and β are coefficients, which should satisfy α� β to denote
the number of data that will play a weak role when it meets
a sufficient quantity for the generative model training. Similar
research settings can refer to studies [52], [53].
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5) Payment Distribution: Every selected winner can obtain
a certain payment according to the payment determination al-
gorithm in Section IV-C. Let pj ≥ 0 denotes the calculated pay-
ment of the jth winner so that the payment list can be denoted
as P = [p1, p2, ..., pm]. Therefore, the jth winning artist can
obtain utility of payment UAj

payment as

U
Aj

payment = pj . (2)

Based on each winning artist’s utility of payment, the total
payment cost CR

payment that the requester needs to pay to the
artists can be represented as

CR
payment =

m∑

j=1

pj . (3)

6) Generative Model Training and Artwork NFTs Genera-
tion: To generate generative artwork, the requester needs first to
train a generative art model using the collected artworks. Based
on Justus et al. [54], the computational cost of training a deep
learning model can be well estimated as follows:

CR
training =

m

d
× Tb × E × Pt (4)

where d is the batch size in model training, so (m/d) denotes
the number of batches, Tb is the computational time cost per
batch (can be estimated via Justus et al. [54]), E is the number
of epochs, and Pt is the unit price of training on GPU billed by
the computational time cost.

Typically, artwork NFT collections usually publish a fixed
number of NFTs [55], e.g., the most notable NFT collection
CryptoPunks5 and Bored Ape Yacht Club6 published 10 000
NFTs. This study also considers that the requester will generate
k artwork NFTs, omitting the computational cost of the gener-
ation since it is significantly lower than the training cost.

After the generation of an artwork collection, the requester
can build smart contracts to sell it as NFTs. At this moment,
the requester needs to set an initial price Pm for one generative
artwork NFT. Note that Pm is usually set as a low price to
guarantee the NFTs can be sold out since the creator earnings
are usually much higher than the selling income [56], [57].

Then, the requester needs to determine the creator earning
proportion, which is similar to the proportion of royalty fees to
NFT creators each time the NFT is resold in markets [20], [56],
[57]. To build a win–win situation, our system also regards the
winning artists as the NFT creators who can share the creator
earnings, which truly allows the training data providers to share
the derivative profit of generated content. The creator earning
θ ∈ [0, 1] contains a fixed part for the requester θR and another
fixed part for all winning artists θ̄A, where θ = θR + θ̄A. Thus,
the normal seller (the current owner of the NFT rather than the
requester or the artists) of every transaction can obtain 1− θ

5https://www.larvalabs.com/cryptopunks
6https://boredapeyachtclub.com/

of the selling income. Thus, a k ×m matrix θA as the artists’
creator earning proportion can be defined as

θA =

⎡

⎢⎢⎢⎣

θA1,1 θA1,2 · · · θA1,m
θA2,1 θA2,2 · · · θA2,m

...
...
. . .

...
θAk,1 θAk,2 · · · θAk,m

⎤

⎥⎥⎥⎦ (5)

where θAl,j is the jth artist’s creator earning proportion of the
lth NFT, and l, j ∈ N, 1≤ l ≤ k, 1≤ j ≤m. Thus, θ̄A is fixed,
meaning the sum of all winning artists’ creator earning propor-
tion, and every generated NFT has the same θ̄A as

θ̄A =
m∑

j=1

θAl,j , ∀1≤ j ≤m, j ∈ N. (6)

Specifically, the creator earning proportion θAl,j can be inter-
preted as the artist’s contribution to each generated artwork
NFT. To this end, the precise determination of the creator earn-
ing proportion depends on the requester, who can compare the
image similarity or correlation between the generated artwork
NFT and the artist’s bidding NFT (by methods such as struc-
tural similarity index [58] and perceptual similarity [59]), or
an average proportion. Note that this article mainly considers
social welfare maximization, so the creator earning proportion
of each artist will not influence the problem formulation.

7) Generated Artwork NFTs Minting and Circulation in
Market: Minting NFT refers to the process of offering newly
created NFTs to the public through smart contracts [55], which
can be regarded as the first transaction of NFTs from their
creators to the first trader. At this moment, the requester plays
the role of a seller who can obtain the utility of selling income

UR
selling = (1− θ)× k × Pm (7)

where 1− θ is the proportion of the seller, k is the number of
NFTs, and Pm is the offering price of one NFT. After NFT
minting, the NFTs enter circulation in public markets, where
they can be traded among collectors and investors, and the
requester and artists can earn profit during the trading.

8) Creator Earnings Sharing: As we mentioned above,
the creator earnings will be shared with the artists when each
NFT is traded in the markets. Therefore, we can calculate the
total creator earnings based on the total transaction volume of
the generative artwork NFT collection. In this case, we need
to determine the relationship between transaction volume and
time, but, to the best of our knowledge, few existing studies can
be referred to. To this end, we collect the real transaction data of
Art Blocks through the crypto data platform Dune.7 As shown
in Fig. 3(a), we obtain the data from five famous generative
art NFT collections, including Ringers by Dmitri Cherniak,
Chromie Squiggle by Snowfro, Construction Token by Jeff
Davis, Genesis by DCA, and Singularity by Hideki Tsukamoto.
The data record the weekly change of transaction volume from
the NFT minting to 20 February 2023, covering more than
two years. However, the vast difference in transaction volume
makes Fig. 3(a) difficult to find a pattern, so we normalize the

7https://dune.com/home
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Fig. 3. Five notable generative art NFT collections’ transaction volume
changes over time. (a) Change of transaction volume over time. (b) Change
of transaction volume over time (after normalization).

transaction volume into [0, 1] with a Savitzky–Golay filter [60]
to smooth the data trend, as shown in Fig. 3(b). We can find
that, no matter which collection, a crucial feature is that the
transaction volume may show a sharp increase and decrease in
a short period and then keep fluctuations in other periods, which
accords the transaction trends [61] due to some reasons such as
visual feature [62], NFT hype [63], and cryptocurrency price
[43]. To simply reflect the trend feature, we simulate a piecewise
exponential function of the transaction volume v(t) as

v(t) =

{
kPm + λtη, 0≤ t < τ1
kPm+λτη

1

(τ1−τ2)η
(t− τ2)

η, τ1 ≤ t≤ τ2
(8)

where kPm denotes the volume of NFT minting, t > 0 is time,
λ > 0 is a coefficient that decides the maximum volume, η ∈ N

is the exponent that decides the velocity of increase, and the
curve will reach the maximum volume at τ1 > 0 and gradually
approach zero at τ2 > 0. Equation (8) has a flexible param-
eter setting that can fit different cases. For example, the red
dotted curve in Fig. 3(b) illustrates the simulation function,
where we set k × Pm = 0.02, η = 10, τ1 = 35, τ2 = 118, and
λ= (1− 0.02/3510) to guarantee v(35) = 1. Fig. 3(b) shows
that the simulation function can well reflect the feature of trans-
action volume trend. Using the simulation function, the total
transaction volume V can be calculated as

V =

∫ τ2

0

v(t)dt= kPmτ1 +
λτη+1

1 − (kPm + λτη1 )(τ1 − τ2)

η + 1
.

(9)

As mentioned above, there are many factors that will impact
the transaction trend. Since this article mainly focuses on gen-
erative art, we only consider the visual feature [62] related to
the theoretical quality Q of the collected dataset [refer to (1)],

writing as V(Q). We assume λ, τ1, and τ2 have a positive
correlation with quality Q. Considering the marginal value of
generative art model performance decreases as the increasing
of Q [53], we use simple concave functions with coefficients
ωλ > 0, ωτ1 > 0, ωτ2 > 0 to reflect their relationship as a the-
oretical study, denoted as

λ= ωλ

√
Q, τ1 = ωτ1

√
Q, τ2 = ωτ2

√
Q. (10)

On the other hand, the creator earning proportion plays a role
of royalty and transaction tax in practice. Tunc et al. [64]
indicate that the higher royalty will lead to less NFT market
liquid. The transaction tax also presents a similar conclusion,
where higher tax will significantly drop the market liquidity
demand and supply [65]. However, none of the existing studies
can fit a function to present the relationship since no practical
application dares to apply very high royalties or tax. Therefore,
regarding the feature of “significantly drop,” we assume the
total transaction volume and creator earning proportion meet
an exponential relationship, represented as

V̂(θ,Q) = (1− θ)γV(Q) (11)

where θ ∈ [0, 1], and γ ∈ N is usually a large integer to reflect
the feature of “significantly drop.” After calculating the total
volume of the generative artwork NFT collection circulation,
the requester’s utility of creator earnings can be obtained as

UR
creator = V̂(θ,Q)× θR. (12)

And the jth winning artist’s utility of creator earnings is as
follows:

U
Aj

creator = V̂(θ,Q)× 1

k

k∑

l=1

θAl,j (13)

where θR is the requester’s proportion, and (1/k)
∑k

l=1 θ
Al,j

is the jth artist’s average proportion, recalling k is the amount
of generated artwork NFTs by the trained generative model.

C. Social Welfare Maximization Problem

According to the formulations discussed in Section III-B, the
final utility of the requester can be estimated as

UR = UR
selling + UR

creator − CR
payment − CR

training (14)

and the final utility of the ith artist (1≤ i≤ n, i ∈ N) is as
follows:

UAi =

{
pi + UAi

creator − ci, if ith artist is a winner

hi − ci, if ith artist is not a winner.
(15)

The potential selling price hi of the unselected bidding art-
work is private information, but we can reasonably assume
UAi

creator + pi ≥ hi and the rational artists’ strategies tend to win
the auction. Otherwise, the artist will directly sell the artwork
for hi and not participate in the auction. Overall, we can sum-
marize the core problem of this article as follows:
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Social Welfare Maximization Problem:

arg max
θ,W

U = UR +
n∑

i=1

UAi s.t.
m∑

j=1

pj ≤ B (16)

where the objective function (16) is to maximize the social
welfare of both the requester and artists, with a constraint of
budget limitation. This social welfare maximization problem is
a bounded 0–1 integer nonconvex optimization problem, which
is a nondeterministic polynomial-time hardness (NP-hardness)
problem [66]. Thus, the target of the mechanism design is to
find a near-optimal solution in polynomial time.

IV. INCENTIVE MECHANISM DESIGN

To near-optimally solve the social welfare maximization
problem toward a win–win situation for AIGC model trainers
and artists, this section introduces the proposed incentive
mechanism Winta, including two algorithms: winner selection
Winta-WS and payment determination Winta-PD. Generally, an
effective reverse auction model needs to satisfy the following
four properties [13], [53], [67], [68]:

1) Budget Feasibility: The total payment of the requester
should be less than budget B, as shown in (16).

2) Incentive Compatibility: The proposed incentive mecha-
nism should ensure that truthful participants can obtain
the maximum utility in the auction, which means setting
bi = ci is the optimal strategy for the artists.

3) Individual Rationality: The auction participants should
obtain a nonnegative utility, which denotes UAi ≥ 0.

4) Computational Efficiency: The time complexity of the
proposed algorithms should be in polynomial time.

The following sections will first discuss the optimal creator
earning proportion for the social welfare calculation and then
introduce the details of the winner selection algorithm Winta-
WS and payment determination algorithm Winta-PD.

A. Optimal Creator Earning Proportion

Before designing the incentive mechanism, the requester
needs to find the optimal creator earning proportion θ. Thus,
we calculate the first partial derivative of U with respect to θ

∂U

∂θ
=−kPm + (1− θ)γV(Q)− γθ(1− θ)γ−1V(Q). (17)

Let (∂U/∂θ) = 0, and we have known that V(Q)� kPm, thus
(kPm/V(Q))≈ 0, so we can obtain two potential near-optimal
solutions θ ≈ 1 and θ ≈ (1/γ + 1). Apparently, θ ≈ 1 means
the whole selling profits will belong to the creator, causing
nobody else to be willing to sell the NFTs. On the other hand,
we need to prove θ ≈ (1/γ + 1) is the near-optimal solution.

Lemma 1: For social welfare utility function U , θ ≈
(1/γ + 1) is the near-optimal creator earning proportion when
θ ∈ [0, 1].

Proof: To prove Lemma 1, we need to introduce the theo-
rem of the second-derivative test [69] as follows.

Algorithm 1: Winner Selection: Winta-WS

Input: Budget B, evaluation score E = [e1, e2, ..., en],
bidding price B = [b1, b2, ..., bn], Proportion θ

Output: Winner list W , sorted ratio list Γ′

1 Initialize: Winner list W = [], temp winner list
W ′ = [], temp maximum utility Umax = 0, the number
of auction participants n= |B|, current cost ρ= 0

2 Γ = [ e1b1 ,
e2
b2
, ..., en

bn
];

3 Γ′ = [(b′1, e
′
1), (b

′
2, e

′
2), ..., (b

′
n, e

′
n)] (Γ′ is a sorted

version of Γ by setting the higher ei
bi

at first);
4 for i= 1 to i= n do
5 if ρ+ b′i ≤ B then
6 W ′ =W ′ ∪ (b′i, e

′
i);

7 U ′ = U(θ,W ′);
8 if U ′ > Umax then
9 W =W ′, Umax = U ′, ρ= ρ+ b′i;

10 end
11 else
12 W ′ =W ′ \ (b′i, e′i);
13 end
14 end
15 end
16 return W , Γ′;

Theorem 1 (Second-Derivative Test [69]): If a function is
twice-differentiable, a local maximum happens when the first
derivative at a point is equal to 0 (so-called critical point) and
the second derivative at the same point is negative.

The second derivative of U with respect to θ is as follows:

∂2U

∂θ2
= V(1− θ)γ−2(γ2θ + γθ − 2γ). (18)

Let θ ≈ (1/γ + 1), the second derivative of U can be denoted as

∂2U

∂θ2

(
θ ≈ 1

γ + 1

)
= V

(
1− 1

γ + 1

)γ−2 −γ2 − γ

γ + 1
(19)

where V ≥ 0 and γ ≥ 0 (γ ∈ N). Thus, the second derivative
is (∂2U/∂θ2)< 0. According to Theorem 1, the critical point
θ ≈ (1/γ + 1) is the local maximum, which is also the optimal
creator earning proportion because there are only two critical
points when θ ∈ [0, 1], and θ ≈ 1 is not the solution since this
setting will lead to no liquidity in the NFT market.

In practice, we can find that most NFT collections set θ = 5%
[70] correspond to γ = 19, which accords with the very large
exponent assumption discussed in (11).

B. Winner Selection Algorithm

As mentioned in Section III-C, the social welfare maximiza-
tion problem is an NP-hard problem. Therefore, we design an
efficient greedy algorithm Winta-WS to select winners (Algo-
rithm 1). The key idea of Winta-WS is to greedily find bidding
NFTs with a higher ratio of evaluation score and price under
the budget constraint. At first, Winta-WS will obtain a ratio list
Γ′ = [(b′1, e

′
1), (b

′
2, e

′
2), ..., (b

′
n, e

′
n)] sorted by the higher ratio of
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Algorithm 2: Payment Determination: Winta-PD
Input: Winner list

W = [(b∗1, e
∗
1), (b

∗
2, e

∗
2), ..., (b

∗
m, e∗m)], budget B,

bidding price B = {b1, b2, ..., bn}, sorted ratio
list Γ′ = [(b′1, e

′
1), (b

′
2, e

′
2), ..., (b

′
n, e

′
n)],

evaluation score E = [e1, e2, ..., en]
Output: Payment list P

1 Initialize: The number of winners m= |W|, payment
list P = [p1, p2, ..., pm], remaining budget
B′ = B −

∑m
j=1 b

∗
j , temp variable list

δ = [δ1 = 0, δ2 = 0, ..., δm = 0]
2 ΓΔ = Γ′ \W = [(bΔ1 , e

Δ
1 ), (b

Δ
2 , e

Δ
2 ), ..., (b

Δ
n−m, eΔn−m)];

3 for j = 1 to j =m do
4 t = 1;
5 while bΔt > B′ + b∗j and t≤ n−m do
6 t = t + 1;
7 end
8 if t== n−m+ 1 then
9 δj = 0;

10 end
11 else

12 δj =
e∗j×bΔt
eΔt

− b∗j ;

13 end
14 end
15 for j = 1 to j =m do
16 pj = min(b∗j + δj , b

∗
j + B′ × δj∑m

t=1 δt
);

17 end
18 return P ;

evaluation score and price (lines 2–3). Then, for every bidding
NFT in Γ′, Winta-WS will sequentially add each NFT to a
temporary winner list W ′ if the current cost ρ is less than the
budget (lines 4–6). If the estimated utility of social welfare
(line 7) is higher than the current temporary maximum utility
Umax, Winta-WS will update the winner list W , temporary max-
imum utility Umax, and current cost ρ. Otherwise, the temporary
winner list W ′ will remove the selected NFT (lines 8–13).
Finally, Winta-WS will return the winner list W sorted by the
ratio of evaluation score and price and Γ′ for the final payment
determination (line 16).

C. Payment Determination Algorithm

This section introduces the proposed payment determination
algorithm Winta-PD, as shown in Algorithm 2. The key idea
of Winta-PD is to determine every winner’s payment based on
the performance of his/her best candidate. At first, Winta-PD
will remove all winners from the list Γ′ sorted by the ratio of
evaluation score and price to obtain a list ΓΔ. Nothing that the
elements in ΓΔ have also been in order by higher (eΔt /b

Δ
t ) first

(line 2). For each winner in W , Winta-PD will search his/her
best candidate (bΔt , e

Δ
t ) with the highest ratio of evaluation

score and price under the budget constraint B′ + b∗j , where B′

means the remaining budget after winner selection, so B′ + b∗j

denotes the remaining budget if the jth winner is kicked out
from the winner list (lines 3–7). If there is no available candi-
date, Winta-PD will set a temporary variable δj = 0 (lines 8–
10). Otherwise, δj will be obtained by the following equation
(e∗j/b

∗
j + δj) = (eΔt /b

Δ
t ), thus δj = (e∗j × bΔt /e

Δ
t )− b∗j , which

ensures that the artist will lose the auction when the bidding
price is larger than b∗j + δj (lines 11–14). Strictly, since the
artists do not know other participants’ bidding prices and eval-
uation scores before bidding if their bidding prices are higher
than costs, they may lose the auction, so the rational participants
will tend to be truthful. After the calculation of δj , Winta-
PD can determine the payment for each winner based on the
remaining budget B′. Winta-PD will pay artists according to the
proportion of δj if the remaining budget B′ is not enough for
b∗j + δj (lines 15–17) to ensure the budget feasibility. Finally,
Winta-PD will return the final payment list P (line 18).

V. EVALUATION

A. Theoretical Analysis

After introducing the incentive mechanism Winta, this sec-
tion provides a theoretical analysis to prove that the proposed
Winta can satisfy the four properties mentioned in Section IV.

Lemma 2 (Budget Feasibility): The total payment of the
requester is less than budget B.

Proof: According to Winta-PD (Algorithm 2), the total
cost of the requester for paying the artists can be denoted as

CR
payment =

m∑

j=1

pj =

m∑

j=1

min

(
b∗j + δj , b

∗
j + B′ × δj∑m

t=1 δt

)
.

(20)

It is easy to obtain the maximum payment of the requester is
as follows:

max(CR
payment) =

m∑

j=1

(
b∗j + B′ × δj∑m

t=1 δt

)
= B. (21)

Therefore, the total payment of the requester CR
payment ≤ B,

which satisfies the budget feasibility.
Lemma 3 (Incentive Compatibility): The proposed mecha-

nism can ensure that the truthful participants obtain maximum
utility.

Proof: To prove Lemma 3, we need to first introduce
Myerson’s Theorem [50] as follows.

Theorem 2 (Myerson’s Theorem [50]): A single-parameter
auction mechanism meets the truthfulness if and only if

1) Monotone Selection: If a bidder can win the auction by
a bidding price bj , he/she can win the auction by b′j < bj .

2) Critical Payment: The monotone selection implies a
critical payment pj for each participant so that he/she can
win the auction by bidding p′j ≤ pj ; otherwise, he/she will
lose.

For any winner (b∗j , e
∗
j ), it must meet (e∗j/b

′
j)≥ (e∗j/b

∗
j ) if

b′j < b∗j . Due to the greedy selection of Winta-WS, the win-
ner can also win the auction by bidding b′j ,which satisfies the
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Fig. 4. Trend changes over budget. (a) Social welfare. (b) Return on investment. (c) Winner ratio.

monotone selection. On the other hand, the payment of Winta-
PD is associated with the best candidate for each winner. Under
this setting, if a winner bids p′j > pj = b∗j + δj , he/she will lose
the auction and be replaced by the best candidate of the winner
because (e∗j/b

∗
j + δj) = (eΔt /b

Δ
t )> (e∗j/p

′
j). Thus, the pj of

Winta-PD is the critical payment. Note that the winner will
obtain the same payment if b∗j ≤ b′j ≤ pj , but he/she will have a
risk of losing the auction if he/she bids b′j > b∗j , so the rational
participants will truthfully submit their bidding prices as the
costs because they do not know the critical payment when they
are bidding. Overall, according to Theorem 2, the proposed
Winta satisfies the incentive compatibility, which can ensure
that the truthful auction participants can obtain the maximum
utility.

Lemma 4 (Individual Rationality): The participants of the
auction can obtain nonnegative utility.

Proof: According to the final utility UAi of the ith artist
in (15), if he/she is not selected as a winner, his/her utility is
UAi = hi − ci, where hi ≥ ci, thus UAi ≥ 0. If the ith artist is
selected as a winner, the utility can be denoted as

UAi = min

(
b∗i + δi, b

∗
i + B′ × δi∑m

t=1 δt

)
+ UAi

creator − ci.

(22)

As Lemma 3 can ensure the reverse auction is truthful (b∗i −
ci = 0), and other terms of UAi are greater than 0; thus, it
is easy to prove UAi ≥ 0. Therefore, the proposed incentive
mechanism Winta satisfies individual rationality.

Lemma 5 (Computational Efficiency): The time complexity
of the proposed algorithms is in polynomial time.

Proof: Since Winta-WS (Algorithm 1) contains the cal-
culation of social welfare (line 7), which needs to be called
Winta-PD (Algorithm 2), we first discuss the time complexity
of Winta-PD. The time complexity of lines 3–14 in Winta-PD
is O(n(n−m)), and lines 15–17 is a for loop with O(m)<
O(n(n−m)), so the time complexity of Winta-PD is O(n(n−
m)). For Winta-WS, the time complexity of the sorting algo-
rithm (lines 2–3) is O(n log n), and lines 4–15 are a for loop
with nested Winta-PD, which is O(n2(n−m))>O(n log n).
Therefore, the time complexity of Winta is O(n2(n−m)),
which is in polynomial time and satisfies computational
efficiency.

B. Numerical Simulation

This section conducts a numerical simulation to provide
an intuitive performance illustration of the proposed incentive
mechanism. The simulation parameters are as follows: coeffi-
cients α= 0.1, β = 10 in (1); batch size d= 32, the compu-
tational time cost per batch Tb = 1, epochs E = 100, the unit
price of training Pt = 0.01 in (4); coefficients ωλ = 1, ωτ1 =
1, ωτ2 = 1 in (10); following with the practical settings in real-
ity, we set the number of the generated artwork NFT collection
as k = 10 000, the offering price for one NFT as Pm = 0.01 in
(7), and θ = 5% (corresponding to γ = 19) in (11). The numer-
ical simulation will evaluate the trend changing over the budget
and the number of participants. We will compare the Winta with
existing methods to demonstrate the performance. Since there is
no related work that considers the derivative value of collected
data, we introduce classic budget feasible mechanisms Greedy-
SM and Random-SM [71] as comparison methods, as well as
two similar studies [67], [68] of reverse auction after adaptation.
The classic greedy algorithm and random selection algorithm
are also implemented as comparison methods.

1) Impacts of Budget: To study the impact of budget, we
fix the number of participants as n= 10 000 and uniformly
generate n participants with bidding price as pi ∈ [0, 1] ETH
and the corresponding evaluation of each NFT raised by the
requester as ei ∈ [0, 1]. Then, we change budget B from 100
to 1000 ETH with an increment of 100 ETH. The simulation
results are shown in Fig. 4, where (a) shows the trend of social
welfare, (b) illustrates the return on investment, and (c) presents
the trend of winner ratio changing over the budget.

According to Fig. 4(a), we can find that the social welfare of
all methods can increase by increasing the budget. Specifically,
the social welfare of Winta can significantly outperform the
introduced comparison method [67], [68], [71], particularly
when the budget is limited. After the budget reaches 1200, the
proposed Winta has a fixed result since the greedy algorithm has
searched all bidding artworks, and there is no additional artwork
that can increase the estimated social welfare in Algorithm 1.
After that, the estimated social welfare of the greedy algorithm
exceeds the proposed Winta. However, it is worth noting that the
classic greedy algorithm does not have mechanisms to ensure a
truthful reverse auction, which means that the participants can
increase their bidding price to earn unfair profits, leading to
lower performance in practice. Therefore, we also illustrate the
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untruthful cases that all participants increased by 10%, 20%,
and 30% based on their truthful cost during the bidding [Greedy
(110%), Greedy (120%), and Greedy (130%) in Fig. 4]. The
social welfare shows a significant decrease in the untruthful
auction, and the curve of increasing 20% bidding price has been
lower than Winta. Nevertheless, the rate of 20% is only a small
premium under the auction without any constraints.

From the perspective of return on investment in Fig. 4(b), the
performance of all methods drops over the budget increase. The
proposed Winta can have a significant performance compared
with other methods, but the curve of Winta will cross over that
of Greedy-SM [71] when the budget exceeds 600 ETH. The
comparison methods of Paris et al. [67] and Sun et al. [68]
also perform better than Winta when the budget exceeds 800
ETH, while the gaps are not significant with the increase of
the budget. According to the simulated payment data results,
we can find that Greedy-SM and Random-SM [71] usually cost
only about half of the budget, which leads to a better return on
investment when the budget is sufficient, but the social welfare
of Winta is approximately 2× and 3× higher than Greedy-SM
and Random-SM, respectively. As a result, the experimental
results illustrate that Winta can perform better in cases with an
extremely limited budget constraint.

The winner ratio in Fig. 4(c) illustrates another typical fea-
ture of the proposed Winta, which prefers to select fewer but
high-quality participants. Specifically, the winner ratio of Winta
becomes the lowest when B > 700 (crossing with the random
algorithm), while the experimental results in Fig. 4(a) show
that Winta can only use a small proportion of data to achieve
higher social welfare. On the contrary, the comparison methods
[67], [68], [71] mainly depend on a larger amount of data to
improve their performance, whereas the selected participants
of Greedy-SM [71], Paris et al. [67], and Sun et al. [68] are
approximately 2× more than Winta. Therefore, these results
reasonably explain the fore results of social welfare and return
on investment, which further enhances the proposed Winta that
can well fit the requester who is short of budget.

2) Impacts of the Number of Participants: Then, we focus
on the impacts of the number of participants. In this case,
we fix the budget as B = 500 ETH with settings similar to
the last experiment as pi ∈ [0, 1] ETH and ei ∈ [0, 1] from the
uniform distribution. The number of participants ranges from
8000 to 12 000, with an increment of 1000 participants. As a
result, Fig. 5 illustrates the social welfare (a) and the number
of winners (b) changing over the number of participants. In
addition, we do not present the data of return on investment
since the utilized budgets of all methods are almost the same
when changing the number of participants according to the ex-
perimental results. Therefore, the trend of return on investment
is identical to that of social welfare.

As shown in Fig. 5(a), the overall trend of most methods
(except the random algorithm) rises when the number of par-
ticipants increases, which illustrates a near-linear relationship.
Specifically, the social welfare of the proposed Winta can be
significantly higher than the six comparison methods. There-
into, the social welfare of Greedy-SM [71], Paris et al. [67],
and Sun et al. [68] are close to each other, while Winta achieves

Fig. 5. Data changes over the number of participants. (a) Social welfare.
(b) Number of winners.

about 2×more than the three methods. More importantly, Winta
can show a higher ratio of margin beyond the greedy algorithm
when there are fewer participants. The experimental results
demonstrate that Winta is able to select high-quality participants
who have higher benefits for social welfare.

The number of winners also shows an increase with the
change of participants (except the random algorithm), as shown
in Fig. 5(b). Greedy-SM [71], Paris et al. [67], and Sun et al.
[68] recruit about 1.5× more participants than Winta, but their
social welfare values are only about half of Winta. The greedy
algorithm also collects a higher amount of data by containing
more participants, about 2× more than Winta, while the social
welfare only reaches about (2/3) of Winta. Therefore, the exper-
imental results illustrate that increasing the number of winners
cannot directly increase social welfare, and Winta has a better
strategy that selects fewer but higher quality winners to achieve
good social welfare.

C. Evaluation Summary

Overall, according to the theoretical analysis and numerical
evaluation, the proposed Winta can achieve a near-optimal so-
lution to the social welfare maximization problem formulated
in Section III-C. The results of the numerical simulation are
supplementary illustrations of the theoretical analysis, where
Winta outperforms the comparison methods in different budgets
and the number of participants. Moreover, the numerical simu-
lation also provides an intuitive perception of the effectiveness
and characteristics of the proposed trading system and incentive
mechanism. The experimental results demonstrate that Winta
can show better superiority by selecting participants with higher
quality rather than by increasing the size of the dataset, which
brings significant advantages, especially when there are only
limited budgets and participants.

VI. LIMITATIONS AND FUTURE WORK

Although the Winta can perform well in the social wel-
fare maximization problem, further efforts could be helpful for

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: The Chinese University of Hong Kong CUHK(Shenzhen). Downloaded on July 05,2024 at 15:07:28 UTC from IEEE Xplore.  Restrictions apply. 



DUAN et al.: INCENTIVE MECHANISM DESIGN TOWARD A WIN–WIN SITUATION 11

addressing the limitations to enhance both the practical and
theoretical robustness from the following listed perspectives.

1) While the greedy algorithm-based method provides an
efficient and straightforward way of solving reverse auc-
tions, it may prioritize immediate benefits over compre-
hensive and long-term gains, missing the globally optimal
solutions.

2) Since the core problem of this article is to maximize so-
cial welfare, in the future, we intend to study the detailed
proportion distribution of the creator earnings between
the generative art model trainer and each artist, finding the
different performances of various distribution methods.

3) The proposed model needs to address some security is-
sues in practice, e.g., the plagiarism of the artworks could
be utilized by malicious participants to make a profit.
Thus, some decentralized filtering or permission mecha-
nisms of the auction are imperative to safeguard a smooth
operation.

VII. CONCLUSION

This article proposed a blockchain-based trading system fo-
cusing on the social welfare maximization problem of both the
generative art model trainers and artists. To solve the problem,
this article designed an incentive mechanism based on reverse
auction, named Winta, and the theoretical analysis and numeri-
cal evaluation proved the feasibility and effectiveness of Winta.
Although this work cannot perfectly cover all issues of the
proposed idea, we believe this study is a necessary first step
toward a win–win situation for generative art model trainers
and artists. More importantly, a similar consideration can also
fit other AIGC areas (such as music, video, and pure text),
since these data can be transformed as NFTs on the blockchain
platforms to confirm their ownership for the derivative value and
profit sharing of the generated content. In summary, we expect
our insight to inspire related studies for protecting culture and
constructing a more harmonious society.
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