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COGNITIVE COMPUTING

Wei Cai, Yuanfang Chi, and Victor C.M. Leung, The University of British Columbia

As intelligent networked computing becomes pervasive, an emerging 
trend is to apply a cognitive computing paradigm to video game design 
and development. This article describes the concept of cognitive 
gaming and discusses its enabling architecture.

R
ecent hot topics in research, including 
the Internet of Things, cloud comput-
ing, and virtual reality (VR), can all 
benefit from powerful cognitive sys-

tems able to perceive human and environmental 
variables, make intelligent decisions, and give 
feedback.1 Video games are a virtualized and en-
hanced reflection of reality. Focused on provid-
ing virtual experiences to human players, gaming 
systems are emerging as the earliest adopters of 
cognitive capability. Furthermore, games are the 
simplest platforms for demonstrating intelligent 
technologies.

In fact, public interest in artificial intelligence 
(AI) was raised by a Go game between Google’s 

AlphaGo program and Lee Sedol, a South Korean 
professional Go player ranked as a 9 dan. Alpha-
Go’s unexpected win made it famous worldwide. 
The program builds neural networks that guide 
the optimal solution search procedure, which is a 
learning approach through dataset training rath-
er than predetermined strategies specified by the 
designer. Recently, Master, the upgraded version 
of AlphaGo, won 60 straight games by defeating a 
litany of world champions, which further proved 
AI’s advantage.

Here, we investigate the design and develop-
ment of cognitive gaming, survey the current 
application of cognitive computing in the game 
industry, and discuss its future.

Cognitive Gaming
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Cognitive Gaming Definition
The term “cognitive gaming” carries different 
meanings in diverse contexts. For example, it can 
be used to refer to games that test players’ brains 
or challenge their cognitive abilities. It is even 
adopted as the name of a professional e-sports 
team based in the US. In this article, we define 
cognitive gaming as the integration of the cogni-
tive computing paradigm1 in video games. Figure 
1 depicts the architectural framework of cogni-
tive gaming, which consists of three fundamental 
elements:

• input—the interface that perceives detailed en-
vironmental data and players’ information in 
real time and delivers this data to a cognitive 
analytical engine as quickly as possible;

• cognitive engine—the analytical component that 
consists of data mining, decision making, and 
resource integration components; it coop-
eratively leverages rich resources in the cloud 
and applies reasoning, inducting, and learning 
methodologies to support cognitive capacity; 
and

• output—the interface that provides various rep-
resentations for players, including the video 
display, vision mixture, vibration, and audio.

As a software system that provides real-time 
interaction with players, the system design 
should be based on low-latency principles.2 The 
application of cognitive gaming can be classified 
into two categories: cognitive game content gen-
eration and cognitive game system optimization. 
We discuss these two directions in the following 
sections.

Cognitive Game Content 
Generation
Providing intelligent responses to 
players’ commands is the funda-
mental requirement of a gaming 
system. Under this circumstance, 
computer-based AI is a frequently  
mentioned principle in tradi-
tional game design, even though 
most implementations are simple 
scripts that let a nonplayer charac-
ter (NPC) provide predefined feed-
back to players’ input. Recently,  
advanced AI algorithms have 
started to provide sophisticated 

responses. For instance, AlphaGo represents 
the most cutting-edge decision making in chess 
placement in a Go game.

In this article, we extend cognitive computing 
to the broader aspect of procedural generation,3 
in which the gaming system can intelligently gen-
erate dynamic game content.4 In this approach, 
the game engine predefines only the rules and 
elements that generate future game content, 
which will be subject to players’ behaviors and 
environments. For example, the simplest and ear-
liest approach is based on pseudorandom num-
ber generation, which is used by Elite, a space 
exploration game, to create a very large universe. 
It falls in the category of game-space generation. 
Another example is rhythm-based level genera-
tion, which generates different levels for 2D plat-
formers (such as Super Mario Bros.) based on the 
pattern of a player’s hand movements when play-
ing the game.3 Furthermore, variations in scenes, 
weapons, characters, obstacles, and other design 
features could be generated using a genetic algo-
rithm and verified by a game-playing agent.4 The 
purpose is to give gamers a more immersive expe-
rience when they are engaged in a gaming session.

On top of traditional approaches, cognitive 
gaming leverages richer sources of content and 
explores environmental data from a deeper gra-
dation in real time. These approaches will be 
applied in all perspectives, including to aug-
mented reality (AR), sensors, and players’ be-
havior. For instance, a cognitive version of Super 
Mario Bros. might mix the Mushroom Kingdom 
with players’ vision, so that Mario might jump 
from one edge to another surface in reality.  
Instead of preset bricks, coins, mushrooms, 
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Figure 1. The architectural framework of cognitive gaming. This 
architecture has three fundamental elements: input, a cognitive engine, 
and output.



 computer.org/ITPro 5 7

and tortoises, these items might show up ac-
cording to players’ surrounding environmental 
information, which can be deducted from mul-
tiple sources. An example could be the traffic 
information returned from the Bing Maps API. 
A cognitive game system could create more 
enemies when players are in crowded traffic. 
Also, Mario’s speed might also be subjected 
to the movement of a player’s terminal. Given 
the playing scenario of a fast-moving train, the 
accelerometer in the gaming device might trig-
ger a high-speed mode for Mario that enables 
some hidden warp zones. Furthermore, players’ 
social network status, clicks, and swipes dur-
ing gaming sessions and the rhythm of Mario’s 
jumps could also be potential data for content 
generation. The game scene might be brighter 
if a player is identified as being in a negative 
mood, whereas his or her fast pace might result 
in a burst of enemy attacks.

Augmented Reality
An AR game can be considered an advanced 
version of VR.5 The design principle for VR 
games is to track players’ eyes and render corre-
sponding game images, thus making the depth 
of field more realistic. In contrast, AR games 
capture videos from players’ field of vision (or 
simply use mobile devices’ back cameras to re-
cord videos), analyze the videos’ content, and 
then dynamically generate virtual content to be 
displayed to players’ eyes. A well-designed AR 
system can mix virtual items with reality, lead-
ing players to see an indistinguishable vision of 
their world.

An AR game is a typical application of cognitive 
computing. Industry giants have been investigat-
ing the possibility of AR games. For example, the 
woorld Android game on Google Project Tango 
lets players decorate their space with fantastical 
objects and then see how they interact in silly, 
playful ways (www.funomena.com/woorld). Sim-
ilarly, the RoboRaid game on Microsoft HoloLense 
gives players a mixed reality, first-person shoot-
ing experience, in which target enemies are com-
ing at the player from every possible direction in 
his or her physical environment (bit.ly/2q8gqre). 
Certainly, real-time video pattern recognition is 
the most challenging issue to be addressed in AR 
games. State-of-the-art computer vision tech-
niques still have immature image analysis accu-

racy, not to mention high costs and long delays in 
data processing. Research projects, such as Google 
Cloud Vision and Microsoft Cognitive Services, 
are looking for breakthroughs in this area with 
help from machine learning technologies.

Sensors
Another cognitive gaming approach leverages 
all kinds of available sensors to harvest environ-
mental data from around game players and use 
it as the input for content generation.6 A classic 
case is to locate players with GPS and adopt the 

location information as an important parameter 
for gaming content. For example, Pokemon Go 
(www.pokemongo.com), a recently popular mo-
bile game, produces different pokemons (pocket 
monsters) such as magikarp, a special carp fish, 
according to players’ locations. A magikarp will 
be available only when the gamer approaches a 
waterfront, such as a lakeside or harbor side. A 
similar concept was implemented in an earlier 
Android game, Ingress (www.ingress.com). Besides 
GPS, the trend in cognitive gaming is to extend 
the application of information usage to all kinds 
of sensors in mobile devices, including gyroscopes 
and accelerometers. In fact, these sensors have 
been adopted as input equipment for a long time—
for example, in the Wii game console produced by 
Nintendo. However, in cognitive gaming, these 
sensory data should target content generation. For 
example, when a player is traveling in a vehicle, the 
acceleration his or her mobile device senses can be 
used as a parameter for game scenario creation.

Player Behavior
Collecting players’ information for game con-
tent generation will certainly become the trend 
in cognitive gaming. This is an extension of the 

A well-designed AR system can 
mix virtual items with reality, 
leading players to see an 
indistinguishable vision of their 
world.
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personalization approach for targeted advertis-
ing, which tracks consumers’ behavior and de-
livers appropriate and accurate advertisements 
to them. The Internet’s rich information allows 
a machine to quickly understand game players’  

characteristics. Game systems can analyze  
gamers’ behavior models, such as selection of 
game genres, length of gaming sessions, strategy 
during the sessions,7 and even the key strike fre-
quency and mouse movement traces, to deduce 
a particular gamer’s characteristics and prefer-
ences, then generate content to meet his or her 
needs. If players connect their accounts to their 
social networks, the gaming system can even col-
lect and analyze their personal profiles and social 
feeds to give them a unique, personalized gaming 
experience. The game rating system can also be 
implemented in this paradigm: teen players might  
receive different content than adults, such as that 
with restrictions on violence, blood and gore, 
sexual content, or strong language. Further-
more, cognitive computing is a potential solution 
for difficulty settings, the most critical challenge 
in game design. An excellent game design should 
post appropriately difficult tasks, setting solvable 
but challenging targets to engage players step by 
step. Existing practice relies on experienced game 
designers, which isn’t suitable for different levels 
of players. In the future, cognitive computing 
will take over this task and provide fine-tuning 
services for game difficulties, thus enabling cus-
tomized gaming experiences for different players 
with different skill levels.

Opportunities and Issues
Building cognitive services specifically for game 
content is never easy because it involves com-
plicated mathematic models and requires large 

amounts of data as training sets for machine 
learning algorithms. Leading enterprises run-
ning large machine learning clusters are way 
ahead in this new playing field. For instance, IBM 
Japan has announced Sword Art Online (ibm.
co/2rEu6Ly), which will utilize the IBM Watson 
cloud to enable cognitive game design.

Does this mean that small game compa-
nies, especially startups, have no chance in 
this evolution? Not really. IT franchises would 
like developers to be attached to their plat-
forms and create rich content for their mar-
ketplace so that they can continuously receive 
high revenue from infrastructure services. 
Hence, they share their core services through 
customized APIs. This opens up opportu-
nities for startups to leverage these rich re-
sources with a pay-as-you-go model. From  
the developers’ perspective, integrating cogni-
tive computing services from public cloud pro-
viders is a shortcut.

Figure 2 illustrates how a game development 
leverages several services from the Google cloud 
platform and the IBM Bluemix cloud. For in-
stance, the player’s terminal can capture video 
and voices, along with traditional input from play-
ers’ keyboard and mouse actions. In this case, the 
environmental videos can be analyzed by pattern 
recognition algorithms, such as the Google Cloud 
Vision service, to extract context information. For 
voice, the cloud might predict players’ emotions 
through a tone analyzer, while the verbal content 
can be converted to text-based messages for fur-
ther semantic analysis, which will be performed 
with natural language processing algorithms.

Considering that more and more games are 
operated across multiple countries, cloud trans-
lation services for text information are also im-
portant elements in future game development. 
After the cognitive content generator gathers 
such information, dynamic content generation 
can be conducted with the help of AI algorithms 
and external resources, including historic gam-
ing data, related multimedia content from the 
Internet, players’ social network updates, and so  
on. As Figure 2 illustrates, cognitive services 
from the public cloud, such as IBM Watson 
Conversation, can also be imported as external 
resources. An illustrative scenario will be cre-
ating an NPC to imitate a real person and chat 
with players in game scenes. As the output of the  

If players connect their accounts 
to their social networks, the 
gaming system can collect and 
analyze their personal profiles 
and social feeds.
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cognitive content generator, the response would 
be in the form of scene renderings, game element 
behaviors, and varied dynamic design elements. 
As depicted in Figure 2, text responses can be 
transformed into voice responses with help from 
the IBM text-to-speech service.

However, adopting public cloud services also 
introduces uncertainty to the gaming system 
because the quality of service (QoS) from these 
clouds is out of developers’ control; in particular, 
today’s service level agreements (SLAs) are still 
coarse-grained and hard to audit. Hence, how to 
guarantee QoS in accessing these cloud services 
is still a critical challenge. Moreover, how to cus-
tomize existing cloud services for specific gaming 
needs is an open issue. For instance, regarding the 
chatting NPC example described in Figure 2, it is 
still difficult to create different NPCs with differ-
ent story backgrounds in different narratives, be-
cause it is challenging to create separate artificial 
neural networks for different NPCs, which must 
be fed with distinct knowledge data and profiles.

Cognitive Game System Optimization
Optimization is a never-ending task for quality-of-
experience (QoE)-critical systems such as video 
games. By optimizing the scenario rendering and 

computational workload distribution, the cogni-
tive gaming system is expected to deliver a better 
QoE with the same hardware foundations. As a 
dynamic human-computer interaction system, 
different players’ distinct behaviors and perfor-
mances in different game scenarios pose a strin-
gent requirement in game system design and 
optimization. These issues become even more 
complicated in multiplayer games because the 
variety of environmental (for example, network 
or terminal) parameters brings in more uncer-
tainty. The self-adaption feature of cognitive 
computing makes it a powerful methodology to 
address these issues.

Scenario Rendering
Modern video games pursue realistic 3D game 
scenarios and avatar rendering, imposing a high 
demand on computational resources. Different 
from other applications, scenario rendering for 
video games is highly latency-sensitive. The ex-
perience of most game players will suffer from 
any response delay higher than 200 ms,8 while 
VR games have an even tighter restriction on  
the delay. Although the computation perfor-
mance of PCs and mobile devices has improved 
greatly in recent years, it is no match for highly 
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sophisticated graphic algorithms that demand 
abundant computational power, especially in 
mobile devices with limited computational re-
sources. This becomes a critical issue in game 
development and deployment. Consequently, 
many advanced games provide video options for 
gamers, enabling them to customize the quality 
of scenario rendering according to their hard-
ware capacity. However, these manual settings 
with a large number of video options confuse 
some players, whereas others do not even realize 
that such functions exist. Furthermore, online 
and cross-platform games also limit the usage of 
these settings due to the variety in network and 
terminal hardware.

To this end, cognitive computing can be 
adopted to optimize scenario rendering. A 
leading research work on this topic is a com-
prehensive study of cloud gaming that hosts 
game engines in cloud servers, renders game 
scenarios remotely in the cloud, and streams 
the gaming video to players through the Inter-
net.9 Under this circumstance, network qual-
ity becomes the key element that determines 
system performance, given that the bottleneck 
is the real-time video transmission. Therefore, 
the early-stage work focuses on adapting vid-
eo to network parameters—for instance, one 
scheme monitors network QoS parameters and 
adapts scenario rendering parameters such as 
scenario depth, scenario details, and video 
quality to improve the perceived gaming ex-
perience.10 Another idea perceives avatars’ in-
teraction with game scenarios and determines 
different importance levels of objects to be 
rendered in the scene.11 Under weak network 
or hardware conditions, the proposed system 
would render only critical object sets in game 
scenes to min imize the workload for scenario 
rendering. Both of these works can be easily 
extended to conventional video games. More 
interestingly, players’ behavior can also be in-
cluded as a source of parameters in determin-
ing optimal rendering solutions. For example, 
foveated rendering tracks players’ eyes and se-
lectively renders the important areas around 
their gaze.12 By reducing the rendering qual-
ity of vision edges, this approach significantly 
reduces the target frame rate and increases 
resolution compared to traditional real-time 
renderers.

Workload Distribution
The cognitive computing paradigm can also 
be applied to dynamic workload distribution 
in gaming systems. Here, workload refers to all 
kinds of computational needs in game programs. 
Along with the development of game content and 
forms, especially those massive multiplayer on-
line role-playing games (MMORPGs), the down-
loading and rendering of game elements are no 
longer one-time operations on players’ terminals. 
Instead, progressive downloading and compu-
tational offloading become the trend. In pro-
gressive downloading implemented by Utomik 
(utomik.com), the terminal could start a gaming 
session with a small proportion of the game re-
sources downloaded from the cloud server; the 
rest of the game then downloads while the game 
progresses. Progressive downloading requires a 
cognitive approach to predict a player’s progress 
and determine the data to be delivered in advance. 
It potentially reduces downstream transmissions, 
given that there are many branches in narratives. 
On the other hand, computational offloading le-
verages the rich computational resources in the 
cloud to execute game logic on cloud servers, and 
then transmits the results to the terminal via the 
network. In this context, cognitive computing 
means intelligent decisions in dynamic offload-
ing. CloneCloud, a pioneering study on this topic, 
enables the elastic execution of general applica-
tions between mobile devices and the cloud.13 It 
proposes a framework that combines static pro-
gram analysis with dynamic program profiling to 
balance workload and optimize execution time or 
energy. The future game system should extend 
the modality of CloneCloud to perceive and pre-
dict all environmental parameters involved, and 
determine players’ gaming progress and avatar 
behavior to perform cognitive offloading for sys-
tem performance optimization.

Opportunities and Issues
Cognitive scenario rendering and workload dis-
tribution should be built on the concept of com-
ponent-based gaming architecture, given that 
scenario rendering needs to separate different 
objects for rendering, and workload distribution 
requires the workload itself to be migrated from 
a terminal to the server or other terminals. An 
obvious challenge for such an architecture is the 
decomposition complexity or, to be more specific, 
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the decomposition level (for example, data level, 
task level, or function level). The decomposition 
level defines the frequency at which components 
interact with each other and thus the rate of data 
exchange between them. Because components 
could be remotely executed, a high data exchange 
rate (high decomposition level) between remote 
components could be detrimental to both system 
performance and communication cost. As the 
decomposition level varies with game genre, how 
to find the appropriate level of decomposition re-
mains the biggest challenge.

As Figure 3 depicts, recent work at the Uni-
versity of British Columbia has designed and 
implemented a testbed for decomposed gam-
ing, following the cognitive computing para-
digm.14 In such a system, video games are 
decomposed into software components that 
are cognitive to players’ behavior and execu-
tion environments in both the terminal and 
the cloud. The authors developed several 
game prototypes over the proposed testbed 
for cognitive workload distribution. Prelimi-
nary experimental results demonstrated that 
well-designed cognitive algorithms can help  
improve the performance of a gaming system—
for instance, by increasing the frame-per-sec-
ond value in game execution.

T he game program is a perfect playground 
for cognitive computing. Besides the con-
ventional application of using cognitive 

science as the basis of NPC intelligence, we envi-
sion that game content will be partly or entirely 
generated by a cognitive engine in the near fu-
ture, involving functions such as AR integration, 
sensory data usage, and identification of players’ 
behaviors. Also, the adaptive nature of cognitive 
computing makes it an attractive solution for 
video games. Cognitive scenario rendering and 
workload distribution will provide significant 
optimization for those systems suffering from a 
varying execution environment. 
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