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ABSTRACT
There is a growing concern that e-commerce platforms are amplify-
ing vaccine-misinformation. To investigate, we conduct two-sets
of algorithmic audits for vaccine misinformation on the search
and recommendation algorithms of Amazon—world’s leading e-
retailer. First, we systematically audit search-results belonging to
vaccine-related search-queries without logging into the platform—
unpersonalized audits. We find 10.47% of search-results promote
misinformative health products. We also observe ranking-bias, with
Amazon ranking misinformative search-results higher than debunk-
ing search-results. Next, we analyze the effects of personalization
due to account-history, where history is built progressively by per-
forming various real-world user-actions, such as clicking a product.
We find evidence of filter-bubble effect in Amazon’s recommenda-
tions; accounts performing actions on misinformative products are
presented with more misinformation compared to accounts per-
forming actions on neutral and debunking products. Interestingly,
once user clicks on a misinformative product, homepage recom-
mendations become more contaminated compared to when user
shows an intention to buy that product.

CCS CONCEPTS
• Information systems→ Personalization; Content ranking;
Web crawling; •Human-centered computing→Human com-
puter interaction (HCI).
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1 INTRODUCTION
The recent onset of coronavirus pandemic has unleashed a barrage
of online health misinformation [4, 22] and renewed focus on the
anti-vaccine movement, with anti-vax social media accounts wit-
nessing a 19% increase in their follower base [49]. As scientists work
towards creating a vaccine for the disease, health experts worry that
vaccine hesitancy could make it difficult to achieve herd immunity
against the new virus [3]. Battling health misinformation, especially
anti-vaccine misinformation has never been more important.

Statistics show that people increasingly rely on the internet [53],
and specifically online search engines [8], for health information
including information about medical treatments, immunizations,
vaccinations and vaccine-related side effects [6, 23]. Yet, the algor-
ithms powering search engines are not traditionally designed to
take into account the credibility and trustworthiness of such inform-
ation. Search platforms being the primary gateway and reportedly
the most trusted source [19], persistent vaccine misinformation
on them, can cause serious health ramifications [38]. Thus, there
has been a growing interest in empirically investigating search
engine results for health misinformation. While multiple studies
have performed audits on commercial search engines to investigate
problematic behaviour [35, 36, 56], e-commerce platforms have
received little to no attention ([11, 59] are two exceptions), despite
critics calling e-commerce platforms, like Amazon, a “dystopian”
store for hosting anti-vaccine books [17]. Amazon specifically has
faced criticism from several technology critics for not regulating
health-related products on its platform [5, 55]. Consider the most
recent instance. Several medically unverified products for corona-
virus treatment, like prayer healing, herbal treatments and antiviral
vitamin supplements proliferated Amazon [18, 28], so much so that
the company had to remove 1 million fake products after several
instances of such treatments were reported by the media [22]. The
scale of the problematic content suggests that Amazon could be a
great enabler of misinformation, especially health misinformation.
It not only hosts problematic health-related content but its reco-
mmendation algorithms drive engagement by pushing potentially
dubious health products to users of the system [27, 59]. Thus, in this
paper we investigate Amazon—world’s leading e-retailer—for most
critical form of health misinformation—vaccine misinformation.

What is the amount of misinformation present in Amazon’s
search results and recommendations? How does personalization
due to user history built progressively by performing real-world
user actions, such as clicking or browsing certain products, impact
the amount of misinformation returned in subsequent search results
and recommendations? In this paper, we dabble into these questions.
We conduct 2 sets of systematic audit experiments: Unpersonalized
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audit and Personalized audit. In the Unpersonalized audit, we adopt
Information Retrieval metrics from prior work [42] to determine
the amount of health misinformation users are exposed to when
searching for vaccine-related queries. In particular, we examine
search-results of 48 search queries belonging to 10 popular vaccine-
related topics like ‘hpv vaccine’, ‘immunization’, ‘MMR vaccine
and autism’, etc. We collect search results without logging in to
Amazon to eliminate the influence of personalization. To gain in-
depth insights about the platform’s searching and sorting algorithm,
our Unpersonalized audits ran for 15 consecutive days, sorting the
search results across 5 different Amazon filters each day: “featured”,
“price low to high”, “price high to low”, “average customer review”
and “newest arrivals”. The first audit resulted in 36,000 search re-
sults and 16,815 product page recommendations which we later
annotated for their stance on health misinformation—promoting,
neutral or debunking.

In our second set of audit—Personalized audit, we determine the
impact of personalization due to user history on the amount of
health misinformation returned in search results, recommenda-
tions and auto-complete suggestions. User history is built progres-
sively over 7 days by performing several real-world actions, such as
“search” , “search + click” , “search + click + add to cart”

, “search + click + mark top-rated all positive review
as helpful” , “follow contributor” and “search on
third party website” ( Google.com in our case) . We collect
several Amazon components in our Personalized audit, like home-
pages, product pages, pre-purchase pages, search results, etc. Our
audits reveal that Amazon hosts a plethora of health misinformative
products belonging to several categories, including Books, Kindle
eBooks, Amazon Fashion (e.g. apparel, t-shirt, etc.) and Health &
Personal care items (e.g. dietary supplements). We also establish the
presence of a filter-bubble effect in Amazon’s recommendations,
where recommendations of misinformative health products contain
more health misinformation.

Below we present our formal research questions, key findings,
contributions and implication of this study along with ethical consi-
derations taken for conducting platform audits.

1.1 Research Questions and Findings
In our first set of audits, we ask,
RQ1 [Unpersonalized audit]: What is the amount of health
misinformation returned in various Amazon components,
given components are not affected by user personalization?
RQ1a: How much are the Amazon’s search results contaminated
with misinformation?
RQ1b: How much are recommendations contaminated with mis-
information? Is there a filter-bubble effect in recommendations?
We find a higher percentage of products promoting health misin-

formation (10.47%) compared to products that debunk misinforma-
tion (8.99%) in the unpersonalized search results. We discover that
Amazon returns high number of misinformative search results
when users sort their searches by filter “featured” and high number
of debunking results when they sort results by filter “newest ar-
rivals”. We also find Amazon ranking misinformative results higher
than debunking results especially when results are sorted by filters
“average customer reviews” and “price low to high”. Overall, search

results of topics “vaccination”, “andrewwakefield” and “hpv vaccine”
contain the highest misinformation bias when sorted by default
filter “featured”. Our analysis of product page recommendations
suggests that recommendations of products promoting health mis-
information contain more health misinformation when compared
to recommendations of neutral and debunking products.
RQ2 [Personalized audit]: What is the effect of personaliza-
tion due to user history on the amount of healthmisinforma-
tion returned in various Amazon components, where user
history is built progressively by performing certain actions?

RQ2a: How are search results affected by various user actions?
RQ2b: How are recommendations affected by various user actions?
Is there a filter-bubble effect in the recommendations?
RQ2c: How are the auto-complete suggestions affected by various
user actions?
Our Personalized audit reveals that search results sorted by fil-

ters “average customer review”, “price low to high” and “newest
arrivals” along with auto-complete suggestions are not personal-
ized. Additionally, we find that user actions involving clicking a
search product leads to personalized homepages. We find evidence
of filter-bubble effect in various recommendations found in home-
pages, product and pre-purchase pages. Surprisingly, the amount
of misinformation present in homepages of accounts building their
history by performing actions “search + click” and “mark top-rated
all positive review as helpful” on misinformative products was more
than the amount of misinformation present in homepages of ac-
counts that added the same misinformative products in cart. The
finding suggests that Amazon nudges users more towards misin-
formation once a user shows interest in a misinformative product
by clicking on it but hasn’t shown any intention of purchasing it.
Overall, our audits suggest that Amazon has a severe vaccine/health
misinformation problem exacerbated by its search and recommen-
dation algorithms. Yet, the platform has not taken any steps to
address this issue.

1.2 Contributions and Implications
In the absence of an online regulatory body monitoring the quality
of content created, sold and shared, vaccine misinformation is ram-
pant on online platforms. Through our work, we specifically bring
the focus on e-commerce platforms since they have the power to
influence browsing as well as buying habits of millions of people.
We believe our study is the first large-scale systematic audit of an
e-commerce platform that investigates the role of its algorithms
in surfacing and amplifying vaccine misinformation. Our work
provides an elaborate understanding of how Amazon’s algorithm
is introducing misinformation bias in product selection stage and
ranking of search results across 5 Amazon filters for 10 impactful
vaccine-related topics. We find that even use of different search
filters on Amazon can dictate what kind of content a user can be
exposed to. For example, use of default filter “featured” lead users
to more health misinformation while sorting search results by filter
“newest arrivals” lead users to products debunking health-related
misinformation. Ours is also the first study to empirically establish
how certain real-world actions on health misinformative products
on Amazon could drive users into problematic echo chambers of
health misinformation. Both our audit experiments resulted in a
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dataset of 4,997 unique Amazon products distributed across 48
search queries, 5 search filters, 15 recommendation types, and 6
user actions, conducted over 22 (15+7) days 1. Our findings suggest
that traditional recommendation algorithms should not be blindly
applied to all topics equally. There is an urgent need for Amazon
to treat vaccine related searches as searches of higher importance
and ensure higher quality content for them. Finally, our findings
also have several design implications that we discuss in detail in
Section 7.4.

1.3 Ethical Considerations
We took several steps to minimize the potential harm of our exp-
eriments to retailers. For example, buying and later returning an
Amazon product for the purpose of our project can be deemed
unethical and thus, we avoid performing this activity. Similarly,
writing a fake positive review about an Amazon product containing
misinformation could negatively influence the audience. Therefore,
in our Personalized audit we explored other alternatives that could
mimic similar if not the same influence as the aforementioned ac-
tivities. For example, instead of buying a product, we performed
"add to cart" action that shows users’ intent to purchase a prod-
uct. Instead of writing positive reviews for products, we marked
top rated positive review as helpful. Since, accounts did not have
any purchase history, marking a review helpful did not increase
the “Helpful” count for that review. Through this activity, the ac-
count shows positive reaction towards the product, at the same
time avoids manipulation and thus, eliminates impacting potential
buyers or users. Lastly, we refrained from performing the experi-
ments on real-world users. Performing actions on misinformative
products could contaminate users’ searches and recommendations.
It could potentially have long-term consequences in terms of what
types of products are pushed at participants. Thus, in our audit
experiments, accounts were managed by bots that emulated the
actions of actual users.

2 RELATEDWORK
2.1 Health misinformation in online systems
The current research on online health misinformation including
vaccine misinformation spans three broad themes: 1) quantify-
ing the characteristics of anti-vaccine discourse [12, 45, 47], 2)
building machine learning models to identify users engaging with
health misinformation or instances of health misinformation itself
[13, 24, 25] and 3) designing and evaluating effective interventions
to ensure that users critically think when presented with health
(mis)information [40, 63]. Most of these studies are post-hoc inv-
estigations of health misinformation, i.e the misinformation has
already propagated. Moreover, existing scholarship rarely takes
into account how the user encountered health misinformation or
what role is played by the source of the misinformation. With the
increasing reliance on online sources for health information, search
engines have become the primary avenue of such information, with
55% of American adults relying on the web to get medical informa-
tion [53]. A Pew survey reports that for 5.9M people, web search
results influenced their decision to visit a doctor and 14.7M claimed

1https://social-comp.github.io/AmazonAudit-data/

that online information affected their decision on how to treat a
disease [53]. Given how medical information can directly influence
one’s health and well-being, it is essential that search engines re-
turn quality results in response to health related search queries.
However, currently online health information has been contami-
nated by several outlets. These sources could be conspiracy groups
or websites spreading misinformation due to vested interests or
companies having commercial interests in selling herbal cures or
fictitious medical treatments [58]. Moreover, online curation algo-
rithms themselves are not built to take into account the credibility
of information. Thus, it is of paramount importance that the role
of search engines are investigated for harvesting health misinfor-
mation. How can we empirically and systematically probe search
engines to investigate problematic behaviour like prevalence of
health misinformation? In the next section, we briefly describe the
emerging research field of “algorithmic auditing” that is focused on
investigating search engines to reveal problematic biases. We dis-
cuss this field as well as our contribution to this growing research
space in the next section.

2.2 Search engine audits
Search engines are modern day gatekeepers and curators of infor-
mation. Their black-box algorithm can shape user behaviour, alter
beliefs and even affect voting behaviour either by impeding or facil-
itating the flow of certain kinds of information [16, 20, 41]. Despite
their importance and the power they exert, till date, search engine
results and recommendations have mostly been unregulated. Infor-
mation quality of search engine’s output is still measured in terms
of relevance and it is up to the user to determine the credibility of
information. Thus, researchers have advocated for making algo-
rithms more accountable. One primary method to achieve this is to
perform systematic audits to empirically establish the conditions
under which problematic behavior surfaces. Raji et al provide the
following definition of algorithmic audits. An algorithmic audit in-
volves the collection and analysis of outcomes from a fixed algorithm
or defined model within a system. Through the stimulation of a mock
user population, these audits can uncover problematic patterns in
models of interest [54].

Previous audit studies have investigated the search engines
for partisan bias [48, 56], gender bias [10, 39], content diversity
[52, 61, 62], and price discrimination [33]. However, only a few have
systematically investigated search engines’ role in surfacing misin-
formation ([36] is the only exception). Moreover, there is a dearth
of systematic audits focusing specifically on health misinformation.
The past literature, mostly consists of small-scale experiments that
probe search engines with a handful of search queries. For example,
an analysis of the first 30 pages of search results for query “vac-
cines autism” revealed that Google.com has 10% less anti-vaccine
search results compared to the other search engines, like Qwant,
Swisscows and Bing [26]. Whereas, search results present in the
first 102 pages for the query “autism vaccine” on Google’s Turkey
version returned 20% websites with incorrect information [21]. One
recently published work, closely related to this study, examined
Amazon’s first 10 pages of search results in response to the query
“vaccine”. They only collected and annotated books appearing in
the searches for misinformation [59]. The aforementioned studies
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(a) (b) (c)

Figure 1: (a) Amazon homepage recommendations. (b) Pre-purchase recommendations displayed to users after adding a prod-
uct to cart. (c) Product page recommendations.

probed the search engine for one single query and did the analysis
on multiple search results pages. We, on the other hand, perform
our Unpersonalized auditon a curated list of 48 search queries
belonging to 10 most searched vaccine-related topics, spanning
various combinations of search �lters and recommendation types,
over multiple days�an aspect missing in prior work. Additionally,
we are the �rst ones to experimentally quantify the prevalence
of misinformation in various search queries, topics, and �lters on
an e-commerce platform. Furthermore, instead of just focusing on
books, we analyze the platform for products belonging to di�erent
categories, resulting in an extensive all-category inclusive coding
scheme for health misinformation.

Another recent study on YouTube, audited the platform for var-
ious misinformative topics including vaccine controversies [36].
The work established the e�ect of personalization due to watching
videos on the amount of misinformation present in search results
and recommendations on YouTube. However, there are no stud-
ies investigating the impact of personalization on misinformation
present in the product search engines of e-commerce platforms. Our
work �lls this gap by conducting a second set of audit�Personalized
audit where we shortlist several real-world user actions and investi-
gate their role in amplifying misinformation in Amazon's searches
and recommendations.

3 AMAZON COMPONENTS AND
TERMINOLOGY

For the audits, we collected 3 major Amazon components and nu-
merous sub-components. We list them below.

(1) Search results: These are products present on Amazon's
Search Engine Results Page (SERP) returned in response to
a search query. SERP results can be sorted using �ve �lters:

Recommend-
ation page Recommendation types

Homepage
Related to items you've viewed
Inspired by your shopping trends�
Recommended items other customers often buy again

Pre-purchase
page

Customers also bought these highly rated items
Customers also shopped these items
Related to items you've viewed
Frequently bought together
Related to items
Sponsored products related
Top picks for

Product page

Frequently bought together
Customers who bought this item also bought
Customers who viewed this item also viewed
Sponsored products related to this item
What other items customers buy after viewing this item

Table 1: Table showing 15 recommendation types spread
across 3 recommendation pages.

�featured�, �price low to high,� �price high to low,� �average
customer review� and �newest arrivals.�

(2) Auto-complete suggestions: These are the popular and
trending search queries suggested by Amazon when a query
is typed into the search box (see Figure 2c).

(3) Recommendations: Amazon presents several recommen-
dations as users navigate through the platform. For the pur-
pose of this project, we collect recommendations present
on three di�erent Amazon pages: homepage, pre-purchase
page and product pages. Each page hosts several types of
recommendations. Table 1 shows the 15 recommendation
types collected across 3 recommendation pages. We describe
all three recommendations below.

(a) Homepage recommendations: These recommendations
are present on the homepage of a user's Amazon account.
They could be of three types namely, �Related to items
you've viewed�, �Inspired by your shopping trends� and


	Abstract
	1 Introduction
	1.1 Research Questions and Findings
	1.2 Contributions and Implications
	1.3 Ethical Considerations

	2 Related work
	2.1 Health misinformation in online systems
	2.2 Search engine audits

	3 Amazon components and terminology
	4 Methodology
	4.1 Compiling high impact vaccine-related topics and search queries
	4.2 RQ1: Unpersonalized Audit
	4.3 RQ2: Personalized Audit
	4.4 Annotating Amazon data for health misinformation
	4.5 Quantifying misinformation bias in SERPs:

	5 RQ1 Results [Unpersonalized audit]: Quantify misinformation bias
	5.1 RQ1a: Search results
	5.2 RQ1b: Product page recommendations

	6 RQ2 Results [Personalized audit]: Effect of personalization
	6.1 RQ2a: Search Results
	6.2 RQ2b: Recommendations
	6.3 RQ2c: Auto-complete suggestions

	7 Discussion
	7.1 Amazon: a marketplace of multifaceted health misinformation
	7.2 Amazon search results: a stockpile of health misinformation 
	7.3 Amazon recommendations: problematic echo chambers
	7.4 Combating health misinformation

	8 Limitations
	9 Conclusion
	References
	A appendix
	A.1 Amazon Mechanical Turk Job


