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Chapter 7—Estimates and Sample Sizes

Example:  Public opinion polls provide a common 
source of data that are analyzed as proportions.
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The true population proportion of adults nationwide
who believe that Obama’s energy policies will bring 
down gas prices, designated as p , is estimated by 

How reliable is the estimator p̂?  Can we 
characterize the reliability (or uncertainty)?  

The true population proportion of adults nationwide
who feel that gas prices have caused a financial 
hardship in their household in July 08 versus June 
08, designated as Jul Jun and p p , respectively, are
estimated by 

Are the true values of Jul Jun and p p  the same or are 
they different?

702
0 30

2339
p̂ . 

Jul Jun0 34 and 0 36ˆ ˆp . p . 
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We need to know the sampling distribution of p̂ ---if 
we were to draw samples of 2,339 people over and 
over, and each time calculate a new value of p̂ , what 
would the distribution look like?

Solution:  view p̂  as the mean number of successes 
per trial over the n trials:  

1. Assign a success a value of 1 and a failure a 
value of 0

2. Define X to be the sum of all n sample 
observations

3. ˆ
X

p
n

 is the mean number of successes in n

trials

From section 6-6, if X is a binomial RV, as n  X
will be approximately normally distributed with 

np   and npq 

Rule of thumb for assuming approximate normality 
is:  5 and 5;   or  5 and 5ˆ ˆnp nq np nq   
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What can we say about ˆ
X

p
n

 ?

ˆ
X

p
n

  will also be approximately normally 

distributed for large n since dividing by n does not 
change the shape of the distribution.
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Properties of the Sampling Distribution of p̂

1. Mean of sampling distribution equals mean of
sampled population

2. Standard deviation of sampling distribution 
equals

3. Standard error of sampling distribution equals

 p̂ ˆE p p  

 1
p̂

p p

n





 1
p̂

ˆ ˆp p
SE

n



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1.Estimating a population proportion

Requires
 SRS—reality will more likely be that we have 

some sort of random sample and most importantly 
the sample is representative of the population of 
interest

 Conditions for a binomial distribution are satisfied

 Conditions for normal approximation are satisfied

Define
 population proportion

 sample proportion of  successesˆ

              in a sample of size 

1ˆ ˆ

p

x
p x

n
n

q p



 

 

2.Point Estimate

A single value (statistic) used to estimate a 
population parameter.
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3.Interval Estimate (confidence interval)

 A range of values used to estimate the true value 
of a population parameter.

 Abbreviated as CI

 Associated with a confidence level

 Confidence level defined as 1  , where 1   is 
the proportion of times the CI does contain the 
population parameter—assuming that the 
estimation process is repeated a large number of 
times

 Also called degree of confidence or confidence 
coefficient

 What is alpha?—complement of the CL

Common choices:

 0.90 with 0.10 
 0.95 with 0.05 
 0.99 with 0.01 

Often expressed as a percentage
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4.Critical values
The number on the borderline separating sample 
statistics that are likely to occur from those that are 
unlikely to occur—a cutoff value

The number 
2

z --positive z value that is the vertical 

boundary separating an area 2
  In the right tail of 

the standard normal distribution.  Also have 
2

z .

Example standard normal curve
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5.Margin of Error
Denoted E—with probability 1  , the maximum 
likely difference between the observed sample 
proportion p̂  and the true value of the population 
proportion p

 ˆ
2 2

ˆ ˆ
SE p

pq
E z z

n 

 
   

 

Use E to construct a CI:

 

ˆ

ˆ ˆ

,ˆ ˆ

p E

p E p p E

p E p E


   

 

6.General interval estimate
A general format for all confidence intervals is:

point estimator  E
point estimate   (critical value  SE(point estimate))

Example 1
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7.Interpreting a CI

Must be careful.  We are 95% confident that the true 
population proportion falls in …

Not:  there is a 95% probability that the true 
population proportion falls between…

Not:  there is a 95% chance that the true population 
proportion falls between…

After you have used sample data to construct the 
interval, the interval either contains the truth or it 
does not.  Confidence comes from the 
method/procedure.

Let’s look at a simulation

1. Selected 100,000 independent trials from a 
binomial distribution with n = 1 and p = 0.51—
this became the population

2. Randomly sampled n = 1000 observations from 
the “population”

3. Calculated p̂  and SE( p̂ )
4. Created 95% CI for p
5. Repeated steps 1 – 4 19 more times and plotted 

results
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Drew n = 1000 from a population 
with p = 0.51

       lower.CL  phat  upper.CL 
 [1,] 0.4710099 0.502 0.5329901
 [2,] 0.4550218 0.486 0.5169782
 [3,] 0.4720102 0.503 0.5339898
 [4,] 0.4970583 0.528 0.5589417
 [5,] 0.4690097 0.500 0.5309903
 [6,] 0.4900370 0.521 0.5519630
 [7,] 0.4920425 0.523 0.5539575
[8,] 0.4350814 0.466 0.4969186
[9,] 0.5111192 0.542 0.5728808
[10,] 0.4960549 0.527 0.5579451
[11,] 0.4720102 0.503 0.5339898
[12,] 0.4800172 0.511 0.5419828
[13,] 0.4880321 0.519 0.5499679
[14,] 0.4810186 0.512 0.5429814
[15,] 0.4680097 0.499 0.5299903
[16,] 0.5060946 0.537 0.5679054
[17,] 0.4960549 0.527 0.5579451
[18,] 0.4690097 0.500 0.5309903
[19,] 0.4750119 0.506 0.5369881
[20,] 0.4980618 0.529 0.5599382
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8.Determining sample size

We can use the expression for margin of error to 
help determine how large of a sample (minimum 
sample size) we need to obtain an estimate of p with 
a particular level of confidence.

   2
2

2 2
2

2 2

ˆ ˆˆ ˆ ˆ ˆ z pqpq pq
E z E z n

n n E



 

         
  

If we are in the process of designing a study, where 
do we get an estimate of p̂
 From a pilot study
 From the literature
 From an expert
 When in doubt, use 0.5p̂  --the variance for a 

binomial random variable is maximum when 
0.5p 

Example 2
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Practice 1
The genetics and IVF Institute conducted a clinical 
trial of the YSORT method designed to increase the 
probability of conceiving a boy.  During the study, 
51 babies were born to parents using the YSORT 
method, and 39 of them were boys.  Use the sample 
data to construct a 99% CI estimate of the 
percentage of boys born to parents using the YSORT 
method.  Interpret the interval.

Based on the result, does the YSORT method appear 
to be effective?  Why or why not?
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Practice 2
The music industry must adjust to the growing 
practice of consumers downloading songs instead of 
buying CDs.  It therefore becomes important to 
estimate the proportion of songs that are currently 
downloaded.  How many randomly selected song 
purchases must be surveyed to determine the 
percentage that was obtained by downloading?  
Assume that we want to be 95% confident that the 
sample percentage is within one percentage point of 
the true population percentage of songs that are 
downloaded.
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