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xiii

Preface

This.book. is.an.attempt. to.rekindle.active. interest.by.both.aspiring.scien-
tists.(senior.and.graduate.students).and.practicing.scientists.in.the.nature.of.
light—an.unresolved.issue.in.the.field.of.physics..Many.fundamental.issues.
pertaining.to.light.persist;.they.should.be.explored.and.understood,.hope-
fully.inter alia.opening.up.many.new.applications.

The.deeply.enigmatic.nature.of.light.(groups.of.photons).can.be.appreci-
ated.from.the.long.history.of.controversy.starting.with.Newton.and.Huygens.
in. the.early.1700s..Newton.claimed. that. light.had.a.“corpuscular”.nature..
Huygens.asserted.that. it.had.a.“wave”.nature.. In. the.early.1800s,.Thomas.
Young.tried. to.resolve. the. issue.by.his. famous.double.slit.experiment..He.
demonstrated.the.generation.of.sinusoidal.fringes.under.a.common.single-
slit.diffraction.pattern.in.a.far-field.location..His.experiment.was.overridden.
a. century. later. by. Einstein’s. heuristic. hypothesis. that. light. beams. consist.
of. indivisible. quanta. of. electromagnetic. energy,. hn.. Einstein. was. inspired.
by.Planck’s.successful.representation.of.measured.blackbody.spectra..This.
hypothesis.successfully.explained.the.observed.phenomenon.of.photoelec-
tron. emission.. Now,. however,. more. than. another. hundred. years. later,. we.
still.are.experiencing.conceptual.conundrums.

Most.of.the.active.physics.community.is.comfortable.with.claims.that.quan-
tum. computers,. quantum. communication. systems,. and. quantum. encryp-
tion.techniques.can.be.developed.by.generating,.manipulating,.propagating,.
and. detecting. a. single. photon. that,. according. to. Dirac’s. view,. “interferes.
only.with. itself.”.On.the.other.hand,.others.claim.that. light.beams.do.not.
“interfere”. (interact). with. each. other. to. produce. a. redistribution. of. field.
energy.(fringes.of.superposition).unless.photodetecting.molecules.are.physi-
cally.present.within.the.volume.in.which.superposition.occurs.to.facilitate.
energy. redistribution.. The. first. group. relies. on. conceptual. premises. such.
as.non-locality.in.superposition.effects.and.teleportation.as.a.physical.pos-
sibility..The.second.group.actively.attempts.to.bridge.classical.and.quantum.
physics.by.innovatively.using.various.semiclassical.methods.and.concepts.
to. restore.“reality”.and.“locality”. to.physics..Their.key.premise. is. that.all.
measurable.transformation.processes.require.energy.exchanges.among.inter-
actants. as. allowed. by. a. natural. force. law. that. is. practically. effective. only.
within. a. finite. range.. This. implies. that. each. interactant. must. be. within.
another’s. sphere.of. influence. to.generate.a.detectable. transformation..Our.
view.is.that.“if.nobody.understands.quantum.mechanics”.in.spite.of.its.very.
useful. formalism,.an.attempt.should.be.made.to.revisit.both. the. interpre-
tation.and.the.formalism..We.must.discover.the.real.origin.of.our.failures.
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�iv	 Preface

to.understand.quantum.mechanics.and.imagine.and.visualize.the.physical.
processes.behind.these.light-matter.interaction.processes.

This.book.has.three.sections..The.first.one.contains.five.articles.from.well.
known.quantum.optics.groups..These.articles.originally.published.by.OSA.
in.Optics and Photonics News.are.written.for.senior.level.college.students.who.
plan. to. specialize. in.quantum.optics..Scientists. and.engineers. from.fields.
other.than.quantum.optics.can.also.use.these.articles.to.understand.main-
stream.views.and.the.state.of.knowledge.of.the.nature.of.light.and.photons..
The. second. section. contains. two. articles.. Their. purpose. is. to. prepare. the.
audience.for.the.diverse.out-of-the-box.photon.models.presented.in.the.third..
section. summarizing. the. paradoxes,. contradictions,. and. confusions. aris-
ing.from.the.currently.accepted.definition.of.a.photon.as.a.monochromatic.
Fourier.mode.of.vacuum..The.epistemology.article.also.offers.a.novel.meth-
odology.of.organizing.incomplete.information.and.framing.it.into.a.theory.
using.human.logics.and.helping.to.redefine.physics.as.discovering.realities.
of.nature.rather.than.trying.to.invent.them..The.third.section.consists.of.arti-
cles.characterized.as.out-of-the-box.thinking..The.last.four.chapters.of.this.
section. present. diverse. experimental. results. and. viewpoints.. Collectively.
they.underscore.that.the.semi-classical.model.for.photons.as.space.and.time.
finite.wave.packets.allows.one.to.conceptualize.and.visualize.a.causal.model.
for.photons.à.la.Planck’s.original.version.and.as.further.developed.by.E.T..
Jaymes.

We.thank.the.Taylor.&.Francis.editorial.team.for.their.work.in.publishing.
this.compilation.as.a.book,.thereby.promoting.accessibility.of.these.articles.
to.a.broader.audience..We.earnestly.hope.that.this.book.will.inspire.the.next.
generation.of.scientists.and.engineers.in.quantum.optics.to.explore.the.nature.
of.light.and.originate.many.new.ideas.to.elucidate.light–matter.interaction.
processes.with.many.practical.new.applications..Only.real.applications.can.
firmly.validate.the.reality.of.the.proposed.hypotheses.

Chandrasekhar Roychoudhuri

A. F. Kracklauer

Katherine Creath
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I	therefore	take	the	liberty	of	proposing	for	this	hypothetical	new	atom,	
which	is	not	light	but	plays	an	essential	part	in	every	process	of	radia-
tion,	the	name	photon.1

 Gilbert n. Lewis, 1926

©	2003	Optical	Society	of	America

Light	is	an	obvious	feature	of	everyday	life,	and	yet	light’s	true	nature	has	
eluded	us	for	centuries.	Near	the	end	of	his	life	Albert	Einstein	wrote,	“All	
the	fifty	years	of	conscious	brooding	have	brought	me	no	closer	to	the	answer	
to	the	question:	What	are	light	quanta?	Of	course	today	every	rascal	thinks	
he	knows	the	answer,	but	he	is	deluding	himself.”	We	are	today	in	the	same	
state	of	“learned	ignorance”	with	respect	to	light	as	was	Einstein.

In	1926	when	the	chemist	Gilbert	Lewis	suggested	the	name	“photon,”	the	
concept	of	the	light	quantum	was	already	a	quarter	of	a	century	old.	First	
introduced	by	Max	Planck	in	December	of	1900	in	order	to	explain	the	spec-
tral	distribution	of	blackbody	radiation,	 the	 idea	of	 concentrated	atoms	of	
light	was	suggested	by	Einstein	in	his	1905	paper	to	explain	the	photoelectric	
effect.	Four	years	later	on	September	21,	1909	at	Salzburg,	Einstein	delivered	
a	paper	to	the	Division	of	Physics	of	German	Scientists	and	Physicians	on	the	
same	subject.	Its	title	gives	a	good	sense	of	its	content:	“On	the	development	
of	our	views	concerning	the	nature	and	constitution	of	radiation.”2

Einstein	reminded	his	audience	how	great	had	been	their	collective	confi-
dence	in	the	wave	theory	and	the	luminiferous	ether	just	a	few	years	earlier.	
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� The Nature of Light: What Is a Photon?

Now	they	were	confronted	with	extensive	experimental	evidence	that	sug-
gested	a	particulate	aspect	 to	 light	and	 the	rejection	of	 the	ether	outright.	
What	had	seemed	so	compelling	was	now	to	be	cast	aside	 for	a	new	if	as	
yet	unarticulated	view	of	light.	In	his	Salzburg	lecture	he	maintained	“that	
a	profound	change	 in	our	views	on	the	nature	and	constitution	of	 light	 is	
imperative,”	and	“that	the	next	stage	in	the	development	of	theoretical	phys-
ics	will	bring	us	a	theory	of	light	that	can	be	understood	as	a	kind	of	fusion	
of	the	wave	and	emission	theories	of	light.”	At	that	time	Einstein	personally	
favored	an	atomistic	view	of	 light	 in	which	electromagnetic	fields	of	 light	
were	“associated	with	singular	points	just	like	the	occurrence	of	electrostatic	
fields	according	to	the	electron	theory.”	Surrounding	these	electromagnetic	
points	he	imagined	fields	of	force	that	superposed	to	give	the	electromag-
netic	wave	of	Maxwell’s	classical	theory.	The	conception	of	the	photon	held	
by	many	if	not	most	working	physicists	today	is,	I	suspect,	not	too	different	
from	that	suggested	by	Einstein	in	1909.

Others	in	the	audience	at	Einstein’s	talk	had	other	views	of	light.	Among	
those	 who	 heard	 Einstein’s	 presentation	 was	 Max	 Planck	 himself.	 In	 his	
recorded	remarks	following	Einstein’s	lecture	we	see	him	resisting	Einstein’s	
hypothesis	of	atomistic	light	quanta	propagating	through	space.	If	Einstein	
were	 correct,	 Planck	 asked,	 how	 could	 one	 account	 for	 interference	 when	
the	 length	 over	 which	 one	 detected	 interference	 was	 many	 thousands	 of	
wavelengths.	How	could	a	quantum	of	light	interfere	with	itself	over	such	
great	distances	 if	 it	were	a	point	object?	 Instead	of	quantized	electromag-
netic	fields	Planck	maintained	that	“one	should	attempt	to	transfer	the	whole	
problem	of	the	quantum	theory	to	the	area	of	interaction	between	matter	and	
radiation	energy.”	That	is,	only	the	exchange	of	energy	between	the	atoms	of	
the	radiating	source	and	the	classical	electromagnetic	field	is	quantized.	The	
exchange	takes	place	in	units	of	Planck’s	constant	times	the	frequency,	but	
the	fields	remain	continuous	and	classical.	In	essence,	Planck	was	holding	
out	for	a	semi-classical	theory	in	which	only	the	atoms	and	their	interactions	
were	quantized	while	the	free	fields	remained	classical.	This	view	has	had	a	
long	and	honorable	history,	extending	all	the	way	to	the	end	of	the	20th	cen-
tury.	Even	today	we	often	use	a	semi-classical	approach	to	handle	many	of	
the	problems	of	quantum	optics,	including	Einstein’s	photoelectric	effect.3

The	debate	between	Einstein	and	Planck	as	to	the	nature	of	light	was	but	
a	single	incident	in	the	four	thousand	year	inquiry	concerning	the	nature	of	
light.4	For	the	ancient	Egyptian	light	was	the	activity	of	their	god	Ra	seeing.	
When	Ra’s	 eye	 (the	Sun)	was	open,	 it	was	day.	 When	 it	was	 closed,	 night	
fell.	The	dominant	view	in	ancient	Greece	focused	likewise	on	vision,	but	
now	the	vision	of	human	beings	instead	of	the	gods.	The	Greeks	and	most	
of	 their	 successors	 maintained	 that	 inside	 the	 eye	 a	 pure	 ocular	 fire	 radi-
ated	a	luminous	stream	out	into	the	world.	This	was	the	most	important	fac-
tor	in	sight.	Only	with	the	rise	of	Arab	optics	do	we	find	strong	arguments	
advanced	against	the	extromissive	theory	of	light	expounded	by	the	Greeks.	
For	example	around	1000	A.D.	Ibn	al-Haytham	(Alhazen	in	the	West)	used	
his	invention	of	the	camera obscura	to	advocate	for	a	view	of	light	in	which	
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rays	streamed	from	luminous	sources	traveling	in	straight	lines	to	the	screen	
or	the	eye.

By	the	time	of	the	scientific	revolution	the	debate	as	to	the	physical	nature	
of	light	had	divided	into	the	two	familiar	camps	of	waves	and	particles.	In	
broad	strokes	Galileo	and	Newton	maintained	a	corpuscular	view	of	light,	
while	Huygens,	Young	and	Euler	advocated	a	wave	view.	The	evidence	sup-
porting	these	views	is	well	known.

1.1 the elusive single Photon

One	might	imagine	that	with	the	more	recent	developments	of	modern	phys-
ics	the	debate	would	finally	be	settled	and	a	clear	view	of	the	nature	of	light	
attained.	Quantum	electro-dynamics	(QED)	is	commonly	treated	as	the	most	
successful	 physical	 theory	 ever	 invented,	 capable	 of	 predicting	 the	 effects	
of	the	interaction	between	changed	particles	and	electro-magnetic	radiation	
with	unprecedented	precision.	While	this	is	certainly	true,	what	view	of	the	
photon	does	the	theory	advance?	And	how	far	does	it	succeed	in	fusing	wave	
and	particle	ideas.	In	1927	Dirac,	one	of	the	inventors	of	QED,	wrote	confi-
dently	of	the	new	theory	that,	“There	is	thus	a	complete	harmony	between	
the	wave	and	quantum	descriptions	of	the	interaction.”5	While	in	some	sense	
quantum	field	theories	do	move	beyond	wave	particle	duality,	the	nature	of	
light	and	the	photon	remains	elusive.	In	order	to	support	this	I	would	like	to	
focus	on	certain	fundamental	features	of	our	understanding	of	photons	and	
the	philosophical	issues	associated	with	quantum	field	theory.6

In	QED	the	photon	is	introduced	as	the	unit	of	excitation	associated	with	
a	quantized	mode	of	the	radiation	field.	As	such	it	is	associated	with	a	plane	
wave	 of	 precise	 momentum,	 energy	 and	 polarization.	 Because	 of	 Bohr’s	
principle	of	 complementarity	we	know	that	a	 state	of	definite	momentum	
and	energy	must	be	completely	indefinite	in	space	and	time.	This	points	to	
the	first	difficulty	in	conceiving	of	the	photon.	If	it	is	a	particle,	then	in	what	
sense	does	it	have	a	location?	This	problem	is	only	deepened	by	the	puzzling	
fact	that,	unlike	other	observables	in	quantum	theory,	there	is	no	Hermetian	
operator	 that	 straightforwardly	 corresponds	 to	position	 for	photons.	Thus	
while	we	can	formulate	a	well-defined	quantum-mechanical	concept	of	posi-
tion	 for	 electrons,	 protons	 and	 the	 like,	 we	 lack	 a	 parallel	 concept	 for	 the	
photon	and	similar	particles	with	integer	spin.	The	simple	concept	of	spatio-
temporal	location	must	therefore	be	treated	quite	carefully	for	photons.

We	are	also	accustomed	to	identifying	an	object	by	a	unique	set	of	attri-
butes.	My	height,	weight,	shoe	size,	etc.	uniquely	identify	me.	Each	of	these	
has	a	well-defined	value.	Their	aggregate	is	a	full	description	of	me.	By	con-
trast	the	single	photon	can,	in	some	sense,	take	on	multiple	directions,	ener-
gies	and	polarizations.	Single-photon	spatial	interference	and	quantum	beats	
require	 superpositions	 of	 these	 quantum	 descriptors	 for	 single	 photons.	
Dirac’s	 refrain	 “photons	 interfere	 with	 themselves”	 while	 not	 universally	
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true	is	a	reminder	of	the	importance	of	superposition.	Thus	the	single	photon	
should	not	be	thought	of	as	like	a	simple	plane	wave	having	a	unique	direc-
tion,	frequency	or	polarization.	Such	states	are	rare	special	cases.	Rather	the	
superposition	state	for	single	photons	is	the	common	situation.	Upon	detec-
tion,	of	course,	light	appears	as	if	discrete	and	indivisible	possessing	well-
defined	attributes.	In	transit	things	are	quite	otherwise.

Nor	is	the	single	photon	state	itself	easy	to	produce.	The	anti-correlation	
experiments	 of	 Grangier,	 Roger	 and	 Aspect	 provide	 convincing	 evidence	
that	with	suitable	care	one	can	prepare	single-photon	states	of	light.7	When	
sent	 to	 a	 beam	 splitter	 such	 photon	 states	 display	 the	 type	 of	 statistical	
correlations	we	would	expect	of	particles.	 In	particular	the	single	photons	
appear	to	go	one	way	or	the	other.	Yet	such	single-photon	states	can	interfere	
with	themselves,	even	when	run	in	“delayed	choice.”8

1.2 More than one Photon

If	we	consider	multiple	photons	the	conceptual	puzzles	multiply	as	well.	As	
spin	one	particles,	photons	obey	Bose-Einstein	statistics.	The	repercussions	
of	this	fact	are	very	significant	both	for	our	conception	of	the	photon	and	for	
technology.	In	fact	Planck’s	law	for	the	distribution	of	blackbody	radiation	
makes	use	of	Bose-Einstein	statistics.	Let	us	compare	the	statistics	suited	to	
two	conventional	objects	with	 that	of	photons.	Consider	 two	marbles	 that	
are	only	distinguished	by	their	colors:	red	(R)	and	green	(G).	Classically,	four	
distinct	 combinations	 exist:	 RR,	 GG,	 RG	 and	 GR.	 In	 writing	 this	 we	 pre-
sume	that	although	identical	except	for	color,	the	marbles	are,	in	fact,	distinct	
because	they	are	located	at	different	places.	At	least	since	Aristotle	we	have	
held	that	two	objects	cannot	occupy	exactly	the	same	location	at	the	same	
time	and	therefore	 the	 two	marbles,	possessing	distinct	 locations,	are	 two	
distinct	objects.

Photons	by	contrast	are	defined	by	the	three	quantum	numbers	associated	
with	momentum,	energy	and	polarization;	position	and	time	do	not	enter	
into	consideration.	This	means	that	if	two	photons	possess	the	same	three	
values	 for	 these	 quantum	 numbers	 they	 are	 indistinguishable	 from	 one	
another.	Location	in	space	and	in	time	is	no	longer	a	means	for	theoretically	
distinguishing	photons	as	elementary	particles.	In	addition,	as	bosons,	any	
number	of	photons	can	occupy	the	same	state,	which	is	unlike	the	situation	
for	electrons	and	other	fermions.	Photons	do	not	obey	the	Pauli	Exclusion	
Principle.	This	fact	is	at	the	foundation	of	laser	theory	because	laser	opera-
tion	requires	many	photons	to	occupy	a	single	mode	of	the	radiation	field.

To	see	how	Bose-Einstein	statistics	differ	from	classical	statistics	consider	
the	following	example.	If	instead	of	marbles	we	imagine	we	have	two	pho-
tons	 in	our	possession	which	are	distinguished	by	one	of	 their	attributes,	
things	are	quite	different.	For	consistency	with	the	previous	example	I	label	
the	two	values	of	the	photon	attribute	R	and	G.	As	required	by	Bose-Einstein	
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statistics,	the	states	available	to	the	two	photons	are	those	that	are	symmetric	
states	under	exchange:	RR,	GG	and	½(RG	+	GR).	The	states	RG	and	GR	are	
non-symmetric,	while	the	combination	½(RG	–	GR)	is	anti-symmetric.	These	
latter	states	are	not	suitable	for	photons.	All	things	being	equal	we	expect	
equal	occupation	for	the	three	symmetric	states	with	1/3	as	the	probability	
for	finding	a	pair	of	photons	in	each	of	the	three	states,	instead	of	¼	for	the	
case	of	two	marbles.	This	shows	that	is	makes	no	sense	to	continue	to	think	
of	photons	as	if	they	were	“really”	in	classical	states	like	RG	and	GR.

Experimentally	we	can	realize	the	above	situation	by	sending	two	photons	
onto	a	beam	splitter.	From	a	classical	perspective	there	are	four	possibilities.	
They	are	sketched	out	in	Fig.	1.1.	We	can	label	them	RR	for	two	right-going	
photons,	UR	for	up	and	right,	RU	for	right	and	up,	and	UU	for	the	two	pho-
ton	going	up.	The	quantum	amplitudes	 for	 the	UR	and	RU	have	opposite	
signs	due	the	reflections	which	the	photons	undergo	in	Fig.	1.1c,	which	leads	
to	destructive	interference	between	these	two	amplitudes.	The	signal	for	one	
photon	in	each	direction	therefore	vanishes.	Surprisingly	both	photons	are	
always	found	together.	Another	way	of	thinking	about	the	experiment	is	in	
terms	of	the	bosonic	character	of	photons.	Instead	of	thinking	of	the	photons	
as	having	individual	identities	we	should	really	think	of	there	being	three	
ways	of	pairing	the	two	photons:	two	up	(UU),	two	right	(RR)	and	the	sym-
metric	combination	(1/2(UR	+	RU)).	All	things	being	equal,	we	would	expect	
the	experiment	to	show	an	even	distribution	between	the	three	options,	1/3	
for	 each.	 But	 the	 experiment	 does	 not	 show	 this;	 why	 not?	 The	 answer	 is	

Transmitted
photon

Reflected
photon

Beam
splitter
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(b)
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 0

FigURE 1.1
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found	in	the	opposite	signs	associated	with	UR	and	RU	due	to	reflections.	As	
a	consequence	the	proper	way	to	write	the	state	for	combination	of	b	and	c	is	
½(UR	–	RU).	But	this	is	anti-symmetric	and	therefore	forbidden	for	photons	
which	must	have	a	symmetric	state.

From	this	example	we	can	see	how	Bose	statistics	confounds	our	concep-
tion	of	the	identity	of	 individual	photons	and	rather	treats	them	as	aggre-
gates	with	certain	symmetry	properties.	These	features	are	reflected	in	the	
treatment	of	photons	in	the	formal	mathematical	language	of	Fock	space.	In	
this	representation	we	only	specify	how	many	quanta	are	to	found	in	each	
mode.	All	indexing	of	individual	particles	disappears.

1.3 Photons and Relativity

In	 his	 provocatively	 titled	 paper	 “Particles	 Do	 not	 Exist,”	 Paul	 Davies	
advances	several	profound	difficulties	for	any	conventional	particle	concep-
tion	of	the	photon,	or	for	that	matter	for	particles	in	general	as	they	appear	
in	 relativistic	 quantum	 field	 theory.10	 One	 of	 our	 deepest	 tendencies	 is	 to	
reify	the	features	that	appear	in	our	theories.	Relativity	confounds	this	habit	
of	mind,	and	many	of	the	apparent	paradoxes	of	relativity	arise	because	of	
our	erroneous	expectations	due	to	this	attitude.	Every	undergraduate	is	con-
fused	when,	having	mastered	the	electromagnetic	theory	of	Maxwell	he	or	
she	learns	about	Einstein	treatment	of	the	electrodynamics	of	moving	bodies.	
The	foundation	of	Einstein’s	revolutionary	1905	paper	was	his	recognition	
that	the	values	the	electric	and	magnetic	fields	take	on	are	always	relative	
to	the	observer.	That	is,	two	observers	in	relative	motion	to	one	another	will	
record	on	their	measuring	instruments	different	values	of	E	and	B	for	the	
same	event.	They	will,	therefore,	give	different	casual	accounts	for	the	event.	
We	 habitually	 reify	 the	 electromagnetic	 field	 so	 that	 particular	 values	 of		
E	and	B	are	imagined	as	truly	extent	in	space	independent	of	any	observer.	
In	relativity	we	 learn	that	 in	order	 for	 the	 laws	of	electromagnetism	to	be	
true	in	different	inertial	frames	the	values	of	the	electric	and	magnetic	fields	
(among	other	things)	must	change	for	different	inertial	frames.	Matters	only	
become	more	subtle	when	we	move	to	accelerating	frames.

Davies	 gives	 special	 attention	 to	 the	 problems	 that	 arise	 for	 the	 photon	
and	other	quanta	in	relativistic	quantum	field	theory.	For	example,	our	con-
cept	of	reality	has,	at	its	root,	the	notion	that	either	an	object	exists	or	it	does	
not.	If	 the	very	existence	of	a	thing	is	ambiguous,	 in	what	sense	is	 it	real?	
Exactly	this	is	challenged	by	quantum	field	theory.	In	particular	the	quan-
tum	vacuum	is	the	state	in	which	no	photons	are	present	in	any	of	the	modes	
of	the	radiation	field.	However	the	vacuum	only	remains	empty	of	particles	
for	inertial	observers.	If	instead	we	posit	an	observer	in	a	uniformly	acceler-
ated	frame	of	reference,	then	what	was	a	vacuum	state	becomes	a	thermal	
bath	of	photons	for	 the	accelerated	observer.	And	what	 is	 true	for	acceler-
ated	observers	is	similarly	true	for	regions	of	space-time	curved	by	gravity.	
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Davies	uses	these	and	other	problems	to	argue	for	a	vigorous	Copenhagen	
interpretation	of	quantum	mechanics	that	abandons	the	idea	of	a	“particle	as	
a	really	existing	thing	skipping	between	measuring	devices.”

To	my	mind,	Einstein	was	right	to	caution	us	concerning	light.	Our	under-
standing	of	it	has	increased	enormously	in	the	100	years	since	Planck,	but	I	
suspect	light	will	continue	to	confound	us,	while	simultaneously	luring	us	
to	inquire	ceaselessly	into	its	nature.
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The	concept	of	the	photon	is	introduced	by	discussion	of	the	process	of	elec-
tromagnetic	field	quantization	within	a	closed	cavity	or	in	an	open	optical	
system.	The	nature	of	a	single-photon	state	 is	clarified	by	consideration	of	
its	behavior	at	an	optical	beam	splitter.	The	importance	of	linear	superposi-
tion	 or	 entangled	 states	 in	 the	 distinctions	 between	 quantum-mechanical	
photon	states	and	classical	excitations	of	the	electromagnetic	field	is	empha-
sized.	These	concepts	and	the	ideas	of	wave–particle	duality	are	illustrated	
by	 discussions	 of	 the	 effects	 of	 single-photon	 inputs	 to	 Brown–Twiss	 and	
Mach–Zehnder	 interferometers.	 Both	 the	 theoretical	 predictions	 and	 the	
confirming	experimental	observations	are	covered.	The	defining	property	of	
the	single	photon	in	terms	of	its	ability	to	trigger	one,	and	only	one,	photode-
tection	event	is	discussed.

The	 development	 of	 theories	 of	 the	 nature	 of	 light	 has	 a	 long	 history,	
whose	 main	 events	 are	 well	 reviewed	 by	 Lamb1.	 The	 history	 includes	
strands	of	argument	in	favor	of	either	a	particle	or	a	wave	view	of	light.	The	
realm	of	classical optics	includes	all	of	the	phenomena	that	can	be	under-
stood	and	interpreted	on	the	basis	of	classical	wave	and	particle	theories.	
The	conflicting	views	of	the	particle	or	wave	essence	of	light	were	recon-
ciled	 by	 the	 establishment	 of	 the	 quantum	 theory,	 with	 its	 introduction	
of	the	idea	that	all	excitations	simultaneously	have	both	particle-like	and	
wave-like	properties.	The	demonstration	of	this	dual	behavior	in	the	real	
world	of	experimental	physics	is,	like	so	many	basic	quantum-mechanical	
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phenomena,	most	readily	achieved	in	optics.	The	fundamental	properties	
of	the	photon,	particularly	the	discrimination	of	its	particle-like	and	wave-
like	properties,	are	most	clearly	illustrated	by	observations	based	on	the	
use	of	beam	splitters.	The	realm	of	quantum optics	includes	all	of	the	phe-
nomena	that	are	not	embraced	by	classical	optics	and	require	the	quantum	
theory	for	their	understanding	and	interpretation.	The	aim	of	the	present	
article	 is	 to	 try	 to	 clarify	 the	 nature	 of	 the	 photon	 by	 considerations	 of	
electromagnetic	 fields	 in	 optical	 cavities	 or	 in	 propagation	 through	 free	
space.

2.1 single Photons and Beam splitters

A	careful	description	of	the	nature	of	the	photon	begins	with	the	electromag-
netic	field	inside	a	closed	optical	resonator,	or	perfectly-reflecting	cavity.	This	
is	the	system	usually	assumed	in	textbook	derivations	of	Planck’s	radiation	
law2.	The	field	excitations	in	the	cavity	are	limited	to	an	infinite	discrete	set	
of	spatial	modes	determined	by	the	boundary	conditions	at	the	cavity	walls.	
The	allowed	standing-wave	spatial	variations	of	the	electromagnetic	field	in	
the	cavity	are	identical	in	the	classical	and	quantum	theories.	However,	the	
time	dependence	of	each	mode	is	governed	by	the	equation	of	motion	of	a	
harmonic	oscillator,	whose	solutions	take	different	forms	in	the	classical	and	
quantum	theories.

Unlike	its	classical	counterpart,	a	quantum	harmonic	oscillator	of	angu-
lar	 frequency	w	 can	only	be	excited	by	energies	 that	are	 integer	multiples	
of	 �w. 	The	integer	n	thus	denotes	the	number	of	energy	quanta	excited	in	
the	 oscillator.	 For	 application	 to	 the	 electromagnetic	 field,	 a	 single	 spatial	
mode	whose	associated	harmonic	oscillator	is	in	its	nth	excited	state	unam-
biguously	contains	n	photons,	each	of	energy	 �w. 	Each	photon	has	a	spatial	
distribution	within	the	cavity	that	is	proportional	to	the	square	modulus	of	
the	complex	field	amplitude	of	the	mode	function.	For	the	simple,	if	unreal-
istic,	example	of	a	one-dimensional	cavity	bounded	by	perfectly	reflecting	
mirrors,	the	spatial	modes	are	standing	waves	and	the	photon	may	be	found	
at	any	position	in	the	cavity	except	the	nodes.	The	single-mode	photons	are	
said	to	be	delocalized.

These	 ideas	 can	 be	 extended	 to	 open	 optical	 systems,	 where	 there	 is	 no	
identifiable	cavity	but	where	the	experimental	apparatus	has	a	finite	extent	
determined	by	the	sources,	the	transverse	cross	sections	of	the	light	beams,	
and	the	detectors.	The	discrete	standing-wave	modes	of	the	closed	cavity	are	
replaced	by	discrete	travelling-wave	modes	that	propagate	from	sources	to	
detectors.	The	simplest	system	to	consider	is	the	optical	beam	splitter,	which	
indeed	is	the	central	component	in	many	of	the	experiments	that	study	the	
quantum	nature	of	light.	Fig.	2.1	shows	a	representation	of	a	lossless	beam	
splitter,	with	two	input	arms	denoted	1	and	2	and	two	output	arms	denoted	
3	and	4.	An	experiment	to	distinguish	the	classical	and	quantum	natures	of	
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light	consists	of	a	source	that	emits	light	in	one	of	the	input	arms	and	which	
is	directed	by	the	beam	splitter	to	detectors	in	the	two	output	arms.	The	rel-
evant	spatial	modes	of	the	system	in	this	example	include	a	joint	excitation	
of	the	selected	input	arm	and	both	output	arms.

The	operators	âi 	in	Fig.	2.1	are	the	photon destruction operators	for	the	harmonic		
oscillators	associated	with	the	two	input	 ( , )i = 1 2 	and	two	output	 ( , )i = 3 4 	
arms.	 These	 destruction	 operators	 essentially	 represent	 the	 amplitudes	 of	
the	 quantum	 electromagnetic	 fields	 in	 the	 four	 arms	 of	 the	 beam	 splitter,	
analogous	 to	 the	 complex	 classical	field	amplitudes.	 The	 real	 electric-field	
operators	of	the	four	arms	are	proportional	to	the	sum	of	 ˆ exp( )a i ti − w 	and	
the	 Hermitean	 conjugate	 operators	 ˆ exp( ).†a i ti w 	 The	 proportionality	 factor	
includes	Planck’s	constant	 �, 	the	angular	frequency	w,	and	the	permittivity	
of	free	space	e0,	but	its	detailed	form	does	not	concern	us	here.	For	the	sake	
of	brevity,	we	refer	to	 âi 	as	the	field	in	arm	i.	The	operator	 ˆ†ai 	is	the	photon 
creation operator for	arm	i	and	it	has	the	effect	of	generating	a	single-photon	
state	|1〉i 	in	arm	i,	according	to

	
ˆ | | .†ai i0 1〉 = 〉 	 (2.1)

Here	|0〉 	 is	 the	 vacuum state	 of	 the	 entire	 input–output	 system,	 which	 is	
defined	as	the	state	with	no	photons	excited	in	any	of	the	four	arms.

The	relations	of	the	output	to	the	input	fields	at	a	symmetric	beam	splitter	
have	forms	equivalent	to	those	of	classical	theory,

	 ˆ ˆ ˆ ˆ ˆ ˆ ,a Ra Ta a Ta Ra3 1 2 4 1 2= + = +and 	 (2.2)

where	R	and	T are	the	reflection	and	transmission	coefficients	of	the	beam	
splitter.	These	coefficients	are	generally	complex	numbers	that	describe	the	

â3

â1

â4

â2

Figure 2.1
Schematic	representation	of	an	optical	beam	splitter	showing	the	notation	for	the	field	opera-
tors	in	the	two	input	and	two	output	arms.	In	practice	the	beam-splitter	cube	is	often	replaced	
by	a	partially	reflecting	plate	at	45°	or	a	pair	of	optical	fibers	in	contact	along	a	fused	section.

44249_C002.indd   13 6/30/08   11:53:36 AM
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amplitudes	and	phases	of	the	reflected	and	transmitted	light	relative	to	those	
of	the	incident	light.	They	are	determined	by	the	boundary	conditions	for	the	
electromagnetic	fields	at	 the	partially	transmitting	and	partially	reflecting	
interface	within	the	beam	splitter.	The	boundary	conditions	are	the	same	for	
classical	fields	and	for	the	quantum-mechanical	field	operators	 ˆ .ai 	It	follows	
that	the	coefficients	satisfy	the	standard	relations3

	 | | | | .R T RT TR2 2 1 0+ = + =∗ ∗and 	 (2.3)

It	can	be	shown2	that	these	beam-splitter	relations	ensure	the	conservation	
of	optical	energy	from	the	input	to	the	output	arms,	in	both	the	classical	and	
quantum	forms	of	beam-splitter	theory.

The	essential	property	of	the	beam	splitter	is	its	ability	to	convert	an	input	
photon	state	into	a	linear superposition	of	output	states.	This	is	a	basic	quantum-	
mechanical	manipulation	 that	 is	 less	easily	achieved	and	studied	 in	other	
physical	systems.	Suppose	that	there	 is	one	photon	in	input	arm	1	and	no	
photon	in	input	arm	2.	The	beam	splitter	converts	this	joint	input	state	to	the	
output	state	determined	by	the	simple	calculation

	 | | ˆ | ( ˆ ˆ )| | |† † †1 0 0 0 1 01 2 1 3 4 3 4〉 〉 〉 〉 〉 〉= = + =a Ra Ta R ++T| | ,0 13 4〉 〉 	 (2.4)

where	|0〉 	 is	again	the	vacuum	state	of	 the	entire	system.	The	expression	
for	 ˆ†a1 	 in	 terms	 of	 output	 arm	 operators	 is	 obtained	 from	 the	 Hermitean	
conjugates	of	the	relations	in	eqn	2.2	with	the	use	of	eqn	2.3.	In	words,	the	
state	on	the	right	is	a	superposition	of	the	state	with	one	photon	in	arm	3	
and	nothing	in	arm	4,	with	probability	amplitude	R,	and	the	state	with	one	
photon	in	arm	4	and	nothing	in	arm	3,	with	amplitude	T.	This	conversion	
of	the	input	state	to	a	linear	superposition	of	the	two	possible	output	states	
is	 the	basic	quantum-mechanical	process	performed	by	the	beam	splitter.	
In	 terms	 of	 travelling-wave	 modes,	 this	 example	 combines	 the	 input-arm	
excitation	on	the	left	of	eqn	2.4	with	the	output-arm	excitation	on	the	right	
of	eqn	2.4	to	form	a	joint	single-photon	excitation	of	a	mode	of	the	complete	
beam-splitter	system.

Note	that	the	relevant	spatial	mode	of	the	beam	splitter,	with	light	inci-
dent	in	arm	1	and	outputs	in	arms	3	and	4,	is	the	same	in	the	classical	and	
quantum	 theories.	 What	 is	 quantized	 in	 the	 latter	 theory	 is	 the	 energy	
content	 of	 the	 electromagnetic	 field	 in	 its	 distribution	 over	 the	 complete		
spatial	extent	of	the	mode.	In	the	classical	theory,	an	incident	light	beam	of	
intensity	 I1

	 excites	 the	 two	outputs	with	 intensities	| |R I2
1 	and	| | ,T I2

1 	 in	
contrast	to	the	excitation	of	the	quantum	state	shown	on	the	right	of	eqn	2.4	
by	a	single	incident	photon.	A	state	of	this	form,	with	the	property	that	each	
contribution	to	the	superposition	is	a	product	of	states	of	different	subsys-
tems	(output	arms),	is	said	to	be	entangled.	Entangled	states	form	the	basis	
of	many	of	the	applications	of	quantum	technology	in	information	transfer	
and	processing4.
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2.2 Brown–twiss Interferometer

The	experiment	described	in	essence	by	eqn	2.4	above	is	performed	in	prac-
tice	by	the	use	of	a	kind	of	 interferometer	first	constructed	by	Brown	and	
Twiss	in	the	1950s.	They	were	not	able	to	use	a	single-photon	input	but	their	
apparatus	was	essentially	that	illustrated	in	Fig.	2.1	with	light	from	a	mer-
cury	arc	incident	in	arm	1.	Their	interest	was	in	measurements	of	the	angular	
diameters	of	stars	by	interference	of	the	intensities	of	starlight5	rather	than	
the	interference	of	field	amplitudes	used	in	traditional	classical	interferome-
ters.	The	techniques	they	developed	work	well	with	the	random	multiphoton	
light	emitted	by	arcs	or	stars.

However,	for	the	study	of	the	quantum	entanglement	represented	by	the	
state	on	 the	 right	of	eqn	2.4,	 it	 is	first	necessary	 to	obtain	a	 single-photon	
input	state,	and	herein	lies	the	main	difficulty	of	the	experiment.	It	is	true,	
of	 course,	 that	 most	 sources	 emit	 light	 in	 single-photon	 processes	 but	 the	
sources	generally	contain	large	numbers	of	emitters	whose	emissions	occur	
at	random	times,	such	that	the	experimenter	cannot	reliably	isolate	a	single	
photon.	Even	when	an	ordinary	light	beam	is	heavily	attenuated,	statistical	
analysis	shows	that	single-photon	effects	cannot	be	detected	by	the	appara-
tus	in	Fig.	2.1.	It	is	necessary	to	find	a	way	of	identifying	the	presence	of	one	
and	 only	 one	 photon.	 The	 earliest	 reliable	 methods	 of	 single-photon	 gen-
eration	depended	on	optical	processes	that	generate	photons	in	pairs.	Thus,	
for	example,	the	nonlinear	optical	process	of	parametric	down	conversion6	
replaces	 a	 single	 incident	 photon	 by	 a	 pair	 of	 photons	 whose	 frequencies	
sum	 to	 that	 of	 the	 incident	 photon	 to	 ensure	 energy	 conservation.	 Again,	
two-photon	cascade	emission	is	a	process	in	which	an	excited	atom	decays	in	
two	steps,	first	to	an	intermediate	energy	level	and	then	to	the	ground	state,	
emitting	two	photons	in	succession	with	a	delay	determined	by	the	lifetime	
of	the	intermediate	state7.	If	one	of	the	photons	of	the	pair	produced	by	these	
processes	is	detected,	it	is	known	that	the	other	photon	of	the	pair	must	be	
present	 more-or-less	 simultaneously.	 For	 a	 two-photon	 source	 sufficiently	
weak	that	the	time	separation	between	one	emitted	pair	and	the	next	is	lon-
ger	than	the	resolution	time	of	the	measurement,	this	second	photon	can	be	
used	as	the	input	to	a	single-photon	experiment.	More	versatile	single-photon		
light	sources	are	now	available8.

The	 arrangement	 of	 the	 key	 single-photon	 beam-splitter	 experiment9	 is	
represented	in	Fig.	2.2.	Here,	the	two	photons	came	from	cascade	emission	in	
an	atomic	Na	light	source	S	and	one	of	them	activated	photodetector	D.	This	
first	detection	opened	an	electronic	gate	that	activated	the	recording	of	the	
responses	of	two	detectors	in	output	arms	3	and	4	of	the	Brown–Twiss	beam	
splitter.	The	gate	was	closed	again	after	a	period	of	 time	sufficient	 for	 the	
photodetection.	The	experiment	was	repeated	many	 times	and	 the	results	
were	processed	 to	determine	 the	average	values	of	 the	mean	photocounts		
〈 〉n3 	 and	 〈 〉n4 	 in	 the	 two	 arms	 and	 the	 average	 value	 〈 〉n n3 4 	 of	 their	 cor-
relation	product.	 It	 is	 convenient	 to	work	with	 the	normalized	correlation	
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〈 〉 〈 〉〈 〉n n n n3 4 3 4/ , 	which	is	independent	of	the	detector	efficiencies	and	beam	
splitter	reflection	and	transmission	coefficients.	In	view	of	the	physical	signifi-
cance	of	the	entangled	state	in	eqn	2.4,	the	single-photon	input	should	lead	
to	a	single	photon	either	in	arm	3	or	arm	4	but	never	a	photon	in	both	output	
arms.	The	correlation	 〈 〉n n3 4 	should	therefore	ideally	vanish.

However,	in	the	real	world	of	practical	experiments,	a	purely	single-photon	
input	is	difficult	to	achieve.	In	addition	to	the	twin	of	the	photon	that	opens	
the	gate,	n	additional	‘rogue’	photons	may	enter	the	Brown–Twiss	interferom-
eter	during	the	period	that	the	gate	is	open,	as	represented	in	Fig.	2.2.	These	
rogue	 photons	 are	 emitted	 randomly	 by	 other	 atoms	 in	 the	 cascade	 light	
source	and	their	presence	allows	two	or	more	photons	to	pass	through	the	
beam	splitter	during	the	detection	period.	Fig.	2.3	shows	experimental	results	
for	 the	normalized	correlation,	with	 its	dependence	on	 the	average	num-
ber	〈 〉n 	of	additional	photons	that	enter	the	interferometer	for	different	gate		
periods.	The	continuous	curve	shows	the	calculated	value	of	the	correlation	in	
the	presence	of	the	additional	rogue	photons.	It	is	seen	that	both	experiment	

S
1 + n 

Gate

1 n4

n3

D

Figure 2.2
Brown–Twiss	interferometer	using	a	single-photon	input	obtained	from	cascade	emission	with	
an	electronic	gate.

0

1

0.5 1.0 1.5
n

n 3
n 4

  / 
n 3

   
n 4

Figure 2.3
Normalized	output	correlation	as	a	function	of	the	average	additional	photon	number	 〈 〉n , 	as	
measured	in	the	experiment	represented	in	Fig.	2.2	(after	ref.	9).
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What Is a Photon? 17

and	theory	agree	on	the	tendency	of	the	correlation	to	zero	as	 〈 〉n 	becomes	
very	small,	in	confirmation	of	the	quantum	expectation	of	the	particle-like	
property	of	the	output	photon	exciting	only	one	of	the	output	arms.

2.3 Mach–Zehnder Interferometer

The	excitation	 of	one	photon	 in	a	 single	 travelling-wave	mode	 is	 also	 fre-
quently	considered	in	the	discussion	of	the	quantum	theory	of	the	traditional	
classical	amplitude-interference	experiments,	for	example	Young’s	slits	or	the	
Michelson	and	Mach–Zehnder	 interferometers.	Each	classical	or	quantum	
spatial	mode	in	these	systems	includes	input	light	waves,	both	paths	through	
the	interior	of	the	interferometer,	and	output	waves	appropriate	to	the	geom-
etry	of	the	apparatus.	A	one-photon	excitation	in	such	a	mode	again	carries	
an	energy	quantum	�w 	distributed	over	the	entire	interferometer,	including	
both	internal	paths.	Despite	the	absence	of	any	localization	of	the	photon,	the	
theory	provides	expressions	for	the	distributions	of	light	in	the	two	output	
arms,	equivalent	to	a	determination	of	the	interference	fringes.

The	arrangement	of	a	Mach–Zehnder	interferometer	with	a	single-photon	
input	 is	represented	 in	Fig.	2.4.	The	 two	beam	splitters	are	assumed	to	be	
symmetric	and	identical,	with	the	properties	given	in	eqn	2.3.	The	complete	
interferometer	can	be	regarded	as	a	composite	beam	splitter,	whose	two	out-
put	fields	are	related	to	the	two	input	fields	by

	 ˆ ˆ ˆ ˆ ˆ ˆ ,a R a T a a T a R a3 1 2 4 1 2= + = + ′MZ MZ MZ MZand 	 (2.5)

0 2

1 1

z2

z1

â3 

â4

â1

â2

Figure 2.4
Representation	of	a	Mach–Zehnder	interferometer	showing	the	notation	for	input	and	output	
field	operators	and	the	internal	path	lengths.
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18 The Nature of Light: What Is a Photon?

similar	 to	eqn	2.2	but	with	different	reflection	coefficients	 in	the	two	rela-
tions.	Without	going	into	the	details	of	the	calculation2,	we	quote	the	quan-
tum	 result	 for	 the	 average	 number	 of	 photons	 in	 output	 arm	 4	 when	 the	
experiment	is	repeated	many	times	with	the	same	internal	path	lengths	 z1	
and	 z2 ,

	 〈 〉 = = + =n T RT R Ti z c i z c
4

2 2 21 2 4| | | ( )| | || |/ /
MZ e ew w 22 2

1 2 2cos [ ( )/ ].w z z c− 	 (2.6)

The	 fringe	pattern	 is	 contained	 in	 the	 trigonometric	 factor,	which	has	 the	
same	 dependence	 on	 frequency	 and	 relative	 path	 length	 as	 found	 in	 the	
classical	theory.	Fig.	2.5	shows	the	fringe	pattern	measured	with	the	same	
techniques	as	used	for	the	Brown–Twiss	experiment	of	Figs.	2.2	and	2.3.	The	
average	 photon	 count	 〈 〉n4

	 in	 output	 arm	 4	 was	 determined9	 by	 repeated	
measurements	for	each	relative	path	length.	The	two	parts	of	Fig.	2.5	show	
the	improvements	in	fringe	definition	gained	by	a	fifteenfold	increase	in	the	
number	of	measurements	for	each	setting.

The	existence	of	the	fringes	seems	to	confirm	the	wave-like	property	of	
the	photon	and	we	need	to	consider	how	this	behavior	is	consistent	with	the	
particle-like	 properties	 that	 show	 up	 in	 the	 Brown–Twiss	 interferometer.	
For	 the	 Mach–Zehnder	 interferometer,	 each	 incident	 photon	 must	 propa-
gate	through	the	apparatus	in	such	a	way	that	the	probability	of	its	leaving	

Figure 2.5
Mach–Zehnder	 fringes	 formed	 from	series	of	 single-photon	measurements	as	a	 function	of	
the	path	difference	expressed	in	terms	of	the	wavelength.	The	vertical	axis	shows	the	number	
of	photodetections	in	arm	4	for	(a)	1	sec	and	(b)	15	sec	integration	times	per	point.	The	latter	
fringes	have	98%	visibility	(after	ref.	9).

20

(a)

(b)
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0 2λ 4λ
z1 – z2

200
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What Is a Photon? 19

the	interferometer	by	arm	4	is	proportional	to	the	calculated	mean	photon	
number	in	eqn	2.6.	This	is	achieved	only	if	each	photon	excites	both	inter-
nal	paths	of	the	interferometer,	so	that	the	input	state	at	the	second	beam	
splitter	is	determined	by	the	complete	interferometer	geometry.	This	geom-
etry	is	inherent	in	the	entangled	state	in	the	output	arms	of	the	first	beam	
splitter	 from	eqn	2.4,	with	 the	output	 labels	3	and	4	 replaced	by	 internal	
path	labels,	and	in	the	propagation	phase	factors	for	the	two	internal	paths	
shown	in	 TMZ 	in	eqn	2.6.	The	photon	in	the	Mach–Zehnder	interferometer	
should	 thus	be	viewed	as	a	composite	excitation	of	 the	appropriate	 input	
arm,	internal	paths	and	output	arms,	equivalent	to	the	spatial	field	distri-
bution	produced	by	illumination	of	the	input	by	a	classical	light	beam.	The	
interference	fringes	are	thus	a	property	not	so	much	of	the	photon	itself	as	
of	the	spatial	mode	that	it	excites.

The	internal	state	of	 the	 interferometer	excited	by	a	single	photon	is	 the	
same	as	that	investigated	by	the	Brown–Twiss	experiment.	There	is,	however,	
no	way	of	performing	both	kinds	of	interference	experiment	simultaneously.	
If	a	detector	is	placed	in	one	of	the	output	arms	of	the	first	beam	splitter	to	
detect	photons	in	the	corresponding	internal	path,	then	it	is	not	possible	to	
avoid	obscuring	that	path,	with	consequent	destruction	of	the	interference	
fringes.	A	succession	of	 suggestions	 for	more	and	more	 ingenious	experi-
ments	has	failed	to	provide	any	method	for	simultaneous	fringe	and	path	
observations.	A	complete	determination	of	 the	one	 leads	 to	a	 total	 loss	of	
resolution	of	the	other,	while	a	partial	determination	of	the	one	leads	to	an	
accompanying	partial	loss	of	resolution	of	the	other10.

2.4 Detection of Photon Pulses

The	discussion	so	far	is	based	on	the	idea	of	the	photon	as	an	excitation	of	a	
single	traveling-wave	mode	of	the	complete	optical	system	considered.	Such	
an	 excitation	 is	 independent	 of	 the	 time	 and	 it	 has	 a	 nonzero	 probability	
over	the	whole	system,	apart	from	isolated	interference	nodes.	This	picture	
of	delocalized	photons	gives	reasonably	correct	results	for	the	interference	
experiments	 treated	 but	 it	 does	 not	 provide	 an	 accurate	 representation	 of	
the	physical	processes	in	real	experiments.	The	typical	light	source	acts	by	
spontaneous	emission	and	this	is	the	case	even	for	the	two-photon	emitters	
outlined	above.	The	timing	of	an	emission	is	often	determined	by	the	ran-
dom	statistics	of	the	source	but,	once	initiated,	it	occurs	over	a	limited	time	
span	Dt	and	the	light	is	localized	in	the	form	of	a	pulse	or	wavepacket.	The	light	
never	has	a	precisely	defined	angular	frequency	and	w	 is	distributed	over	
a	range	of	values	Dw	determined	by	the	nature	of	the	emitter,	for	example	
by	the	radiative	lifetime	for	atoms	or	by	the	geometry	of	the	several	beams	
involved	in	a	nonlinear-optical	process.	The	minimum	values	of	pulse	dura-
tion	and	frequency	spread	are	related	by	Fourier	transform	theory	such	that	
their	product	DtDw		must	have	a	value	at	least	of	order	unity.
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20 The Nature of Light: What Is a Photon?

The	 improved	 picture	 of	 the	 photon	 thus	 envisages	 the	 excitation	 of	 a	
pulse	that	is	somewhat	localized	in	time	and	involves	several	traveling-wave	
modes	of	the	optical	system.	These	modes	are	exactly	the	same	as	the	col-
lection	 of	 those	 used	 in	 single-mode	 theory	 and	 they	 are	 again	 the	 same	
as	the	spatial	modes	of	classical	theory.	Their	frequency	separation	is	often	
small	compared	to	the	wavepacket	frequency	spread	Dw,	and	it	is	convenient	
to	treat	their	frequency	w	as	a	continuous	variable.	The	theories	of	optical	
interference	 experiments	 based	 on	 these	 single-photon	 continuous-mode	
wavepackets	are	more	complicated	than	the	single-mode	theories	but	they	
provide	more	realistic	descriptions	of	the	measurements.	For	example,	 the	
frequency	 spread	of	 the	wavepacket	 leads	 to	a	blurring	of	 fringe	patterns	
and	its	 limited	time	span	may	lead	to	a	 lack	of	simultaneity	 in	the	arrival	
of	pulses	by	different	paths,	with	a	destruction	of	 interference	effects	 that	
depend	on	their	overlap.

The	good	news	is	that	the	single-mode	interference	effects	outlined	above	
survive	 the	change	to	a	wavepacket	description	of	 the	photon	for	optimal	
values	of	the	pulse	parameters.	The	discussions	of	the	physical	significances	
of	the	Brown–Twiss	and	Mach–Zehnder	interference	experiments	in	terms	
of	particle-like	and	wave-like	properties	thus	remain	valid.	However,	some	
of	the	concepts	of	single-mode	theory	need	modification.	Thus,	the	single-
mode	photon	creation	operator	 ˆ†a 	is	replaced	by	the	photon wavepacket cre-
ation operator

	
ˆ ( )ˆ ( ),† †a aξ wξ w w= ∫d 	

(2.7)

where	 ξ w( ) 	 is	 the	 spectral	 amplitude	 of	 the	 wavepacket	 and	 ˆ ( )†a w 	 is	 the		
continuous-mode	creation	operator.	The	integration	over	frequencies	replaces	
the	idea	of	a	single	energy	quantum	 �w 	in	a	discrete	mode	by	an	average	
quantum	 �w0 , 	where	w0 is	an	average	 frequency	of	 the	wavepacket	spec-
trum	| ( )| .ξ w 2

The	main	change	in	the	description	of	experiments,	however,	lies	in	the	
theory	of	 the	optical	detection	process2.	For	 the	detection	of	photons	by	
a	phototube,	 the	theory	must	allow	for	 its	switch-on	time	and	its	subse-
quent	 switch-off	 time;	 the	 difference	 between	 the	 two	 times	 is	 the	 inte-
gration time.	The	more	accurate	theory	includes	the	need	for	the	pulse	to	
arrive	during	an	integration	time	in	order	for	the	photon	to	be	detected.	
More	 importantly,	 it	 shows	 that	 the	 single-photon	 excitation	 created	 by	
the	operator	defined	in	eqn	2.7	can	at	most	trigger	a	single	detection	event.	
Such	 a	 detection	 only	 occurs	 with	 certainty,	 even	 for	 a	 100%	 efficient	
detector,	in	conditions	where	the	integration	time	covers	essentially	all	of	
the	times	for	which	the	wavepacket	has	significant	intensity	at	the	detec-
tor.	 Of	 course,	 this	 feature	 of	 the	 theory	 merely	 reproduces	 some	 obvi-
ous	properties	of	the	passage	of	a	photon	wavepacket	from	a	source	to	a	
detector	but	it	is	nevertheless	gratifying	to	have	a	realistic	representation	
of	a	practical	experiment.	Real	phototubes	miss	some	fraction	of	the	incident	
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wavepackets,	but	 the	effects	of	detector	efficiencies	of	 less	 than	100%	are	
readily	included	in	the	theory2.

2.5 so What Is a Photon?

The	question	posed	by	this	chapter	has	a	variety	of	answers,	which	hope-
fully	 converge	 to	 a	 coherent	 picture	 of	 this	 somewhat	 elusive	 object.	 The	
present	article	reviews	a	series	of	three	physical	systems	in	which	the	spatial		
distribution	 of	 the	 photon	 excitation	 progresses	 from	 a	 single	 discrete		
standing-wave	mode	 in	a	closed	cavity	 to	a	single	discrete	 traveling-wave	
mode	 of	 an	 open	 optical	 system	 to	 a	 traveling	 pulse	 or	 wavepacket.	 The	
first	 two	 excitations	 are	 spread	 over	 the	 complete	 optical	 system	 but	 the	
wavepacket	is	localized	in	time	and	contains	a	range	of	frequencies.	All	of	
these	spatial	distributions	of	the	excitation	are	the	same	in	the	classical	and	
quantum	theories.	What	distinguishes	the	quantum	theory	from	the	classical	
is	the	limitation	of	the	energy	content	of	the	discrete-mode	systems	to	inte-
ger	multiples	of	the	 �w 	quantum.	The	physically	more	realistic	wavepacket	
excitation	also	carries	a	basic	energy	quantum	�w0 , 	but	w0 is	now	an	average	
of	the	frequencies	contained	in	its	spectrum.	The	single-photon	wavepacket	
has	 the	 distinguishing	 feature	 of	 causing	 at	 most	 a	 single	 photodetection	
and	then	only	when	the	detector	is	in	the	right	place	at	the	right	time.

It	cannot	be	emphasized	too	strongly	that	the	spatial	modes	of	the	opti-
cal	 system,	 classical	 and	 quantum,	 include	 the	 combinations	 of	 all	 routes	
through	 the	 apparatus	 that	 are	 excited	 by	 the	 light	 sources.	 In	 the	 wave-
packet	 picture,	 a	 single	 photon	 excites	 this	 complete	 spatial	 distribution,	
however	 complicated,	 and	 what	 is	 measured	 by	 a	 detector	 is	 determined	
both	by	its	position	within	the	complete	system	and	by	the	time	dependence	
of	 the	 excitation.	 The	 examples	 outlined	 here	 show	 how	 particle-like	 and	
wave-like	aspects	of	the	photon	may	appear	in	suitable	experiments,	without	
any	conflict	between	the	two.
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Modern. developments. in. the. physicist’s. concept. of. nature. have.
expanded.our.understanding.of.light.and.the.photon.in.ever.more.star-
tling.directions..We.take.up.expansions.associated.with.the.established.
physical.constants.c,.�,.G,.and.two.proposed.“transquantum”.constants.
�′,.�″.

©.2003.Optical.Society.of.America

From.the.point.of.view.of.experience,.“What.is.a.photon?”.is.not.the.best.first.
question..We.never.experience.a.photon.as.it.“is.”.For.example,.we.never.see.
a.photon.in.the.sense.that.we.see.an.apple,.by.scattering.diffuse.light.off.it.
and.forming.an.image.of.it.on.our.retina..What.we.experience.is.what.pho-
tons.do..A.better.first.question.is.“What.do.photons.do?”.After.we.answer.
this.we.can.define.what.photons.are,.if.we.still.wish.to,.by.what.they.do.

Under. low.resolution.the. transport.of.energy,.momentum.and.angular.
momentum.by.electromagnetic.radiation.often.passes.for.continuous.but.
under. sufficient. resolution. it. breaks. down. into. discrete. jumps,. quanta..
Radiation.is.not.the.only.way.that.the.electromagnetic.field.exerts.forces;.
there. are. also. Coulomb. forces,. say,. but. only. the. radiation. is. quantized..
Even.our.eyes,.when.adapted.sufficiently.to.the.dark,.see.any.sufficiently.
dim. light. as. a. succession. of. scintillations.. What. photons. do. is. couple.
electric. charges. and. electric. or. magnetic. multipoles. by. discrete. irreduc-
ible.processes.of.photon.emission.and.absorption. connected.by. continu-
ous.processes.of.propagation..All.electromagnetic.radiation.resolves. into.
a. flock. of. flying. photons,. each. carrying. its. own. energy,. momentum. and.
angular.momentum.
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Francis.Bacon.and.Isaac.Newton.were.already.certain.that.light.was.granu-
lar.in.the.17th.century.but.hardly.anyone.anticipated.the.radical.conceptual.
expansions.in.the.physics.of.light.that.happened.in.the.20th.century..Now.a.
simple.extrapolation.tells.us.to.expect.more.such.expansions.

These.expansions.have.one.basic.thing.in.common:.Each.revealed.that.the.
resultant.of.a.sequence.of.certain.processes.depends.unexpectedly.on.their.
order..Processes.are.said.to.commute.when.their.resultant.does.not.depend.on.
their.order,.so.what.astounded.us.each.time.was.a.non-commutativity..Each.
such.discovery.was.made.without.connection.to.the.others,.and.the.phenom-
enon.of.non-commutativity.was.called.several.things,.like.non-integrability,.
inexactness,.anholonomy,.curvature,.or.paradox.(of.two.twins,.or.two.slits)..
These.aliases.must.not.disguise.this.underlying.commonality..Moreover.the.
prior.commutative.theories.are.unstable.relative.to.their.non-commutative.
successors.in.the.sense.that.an.arbitrarily.small.change.in.the.commutative.
commutation.relations.can.change.the.theory.drastically,9.but.not.in.the.non-
commutative.relations.

Each. of. these. surprising. non-commutativities. is. proportional. to. its.
own. small. new. fundamental. constant.. The. expansion. constants. and. non-.
commutativities.most.relevant.to.the.photon.so.far.have.been.k.(Boltzmann’s.
constant,.for.the.kinetic.theory.of.heat).c.(light.speed,.for.special.relativity),.G.
(gravitational.constant,.for.general.relativity),.h.(Planck’s.constant,.for.quan-
tum. theory),. e. (the.electron.charge,. for. the.gauge. theory.of. electromagne-
tism),.g.(the.strong.coupling.constant).and.W.(the.mass.of.the.W.particle,.for.
the.electroweak.unification)..These.constants.are.like.flags..If.we.find.a.c.in.an.
equation,.for.instance,.we.know.we.are.in.the.land.of.special.relativity..The.
historic.non-commutativities.introduced.by.these.expansions.so.far.include.
those.of.reversible.thermodynamic.processes.(for.k),.boosts.(changes.in.the.
velocity.of. the.observer,. for.c),.filtration.or.selection.processes. (for.h),.and.
space-time.displacements.(of.different.kinds.of.test-particles.for.G,.e,.and.g).

Each.expansion.has.its.inverse.process,.a.contraction.that.reduces.the.funda-
mental.constant.to.0,.recovering.an.older,.less.accurate.theory.in.which.the.pro-
cesses.commute.6.Contraction.is.a.well-defined.mathematical.process..Expansion.
is.the.historical.creative.process,.not.a.mathematically.well-posed.problem..When.
these.constants.are.taken.to.0,.the.theories.“contract”.to.their.more.familiar.forms;.
but.in.truth.the.constants.are.not.0,.and.the.expanded.theory.is.more.basic.than.
the.familiar.one,.and.is.a.better.starting.point.for.further.exploration.

Einstein. was. the. magus. of. these. expansions,. instrumental. in. raising.
the.flags.of.k,.c,.G.and.h..No.one.comes.close.to.his.record.. In.particular.
he.brought.the.photon.back.from.the.grave.to.which.Thomas.Young’s.dif-
fraction.studies.had.consigned.it,.though.he.never.accommodated.to.the.h.
expansion.

Each.expansion.establishes.a.reciprocity.between.mutually.coupled.con-
cepts.that.was.lacking.before.it,.such.as.that.between.space.and.time.in.spe-
cial.relativity..Each.thereby.dethroned.a.false.absolute,.an.unmoved.mover,.
what.Frances.Bacon.called.an.“idol,”.usually.an.“idol.of.the.theater.”.Each.
made.physics.more.relativistic,.more.processual,.less.mechanical.
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There.is.a.deeper.commonality.to.these.expansions..Like.earthquakes.and.
landslides,. they. stabilize. the. region. where. they. occur,. specifically.against.
small.changes.in.the.expansion.constant.itself.

Each. expansion. also. furthered. the. unity. of. physics. in. the. sense. that. it.
replaced.a.complicated.kind.of.symmetry.(or.group).by.a.simple.one.

Shifting.our.conceptual.basis.from.the.familiar.idol-ridden.theory.to.the.
strange.expanded.theory.has.generally.led.to.new.and.deeper.understand-
ing..The.Standard.Model,.in.particular,.gives.the.best.account.of.the.photon.
we.have.today,.combining.expansions.of.quantum.theory,.special.relativity,.
and.gauge. theory,.and. it. shows.signs.of. impending.expansions.as.drastic.
as.those.of.the.past..Here.we.describe.the.photon.as.we.know.it.today.and.
speculate.about.the.photon.of.tomorrow.

1. c The.expansion.constant.c.of.special.relativity,.the.speed.of.light,.also.
measures.how.far.the.photon.flouts.Euclid’s.geometry.and.Galileo’s.relativity..
In.the.theory.of.space-time.that.immediately.preceded.the.c.expansion,.asso-
ciated.with.the.relativity.theory.of.Galileo,.reality.is.a.collection.of.objects.
or.fields.distributed.over. space.at.each. time,.with. the.curious.codicil. that.
different. observers. in. uniform. relative. motion. agree. about. simultaneity. –..
having.the.same.time.coordinate.–.but.not.about.colocality.–.having.the.same.
space.coordinates..One.could.imagine.history.as.a.one-dimensional.stack.of.
three-dimensional. slices.. If. V. is. a. boost. vector,. giving. the. velocity. of. one.
observer.O’.relative.to.another.O,.then.in.Galileo.relativity:.x′.=.x.−.Vt but t′.=.t.  
The.transformation.x′.=.x.−.Vt.couples.time.into.space.but.the.transformation.
t′.=.t.does.not.couple.space.into.time..O.and.O′.slice.history.the.same.way.but.
stack.the.slices.differently.

Special.relativity.boosts.couple.time.into.space.and.space.back.into.time,.
restoring.reciprocity.between.space.and.time..The.very.constancy.of.c.implies.
this.reciprocity..Relatively.moving.observers.may.move.different.amounts.
during.the.flight.of.a.photon.and.so.may.disagree.on.the.distance.∆x.covered.
by.a.photon,.by.an.amount.depending.on.∆t..In.order.to.agree.on.the.speed.
c.=.∆x/∆t,.they.must.therefore.disagree.on.the.duration.∆t.as.well,.and.by.the.
same.factor..They.slice.history.differently.

We. could. overlook. this. fundamental. reciprocity. for. so. many. millennia.
because.the.amount.by.which.space.couples.into.time.has.a.coefficient.1/c2.
that.is.small.on.the.human.scale.of.the.second,.meter,.and.kilogram..When..
c.→.∞.we.recover.the.old.relativity.of.Galileo.

The.c.non-commutativity.is.that.between.two.boosts.B,.B′.in.different.direc-
tions..In.Galileo.relativity.BB′.=.B′B;.one.simply.adds.the.velocity.vectors.v.
and.v′.of.B.and.B′.to.compute.the.resultant.boost.velocity.v.+.v′.=.v′.+.v.of.BB′.
or.B′B..In.special.relativity.BB′.and.B′B.differ.by.a.rotation.in.the.plane.of.the.
two.boosts,.called.Thomas.precession,.again.with.a.coefficient.1/c2.

The.reciprocity.between.time.and.space.led.to.a.parallel.one.between.energy.
and.momentum,.and.to.the.identification.of.mass.and.energy..The.photon.has.
both..The.energy.and.momentum.of.a.particle.are.related.to.the.rest-mass.m0.
in.special.relativity.by.E2.−.c2p2.=.(m0c2)2...The.parameter.m0.is.0.for.the.photon,.
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for.which.E.=.cp..When.we.say.that.the.photon.“has.mass.0,”.we.speak.ellipti-
cally..We.mean.that.it.has.rest-mass.0..Its.mass.is.actually.E/c2.

Some.say.that.a.photon.is.a.bundle.of.energy..This.statement.is.not.mean-
ingful.enough.to.be.wrong..In.physics,.energy.is.one.property.of.a.system.
among.many.others..Photons.have.energy.as.they.have.spin.and.momentum.
and.cannot.be.energy.any.more.than.they.can.be.spin.or.momentum..In.the.
late.1800’s.some.thinkers.declared.that.all.matter.is.made.of.one.philosophi-
cal.stuff.that.they.identified.with.energy,.without.much.empirical.basis..The.
theory.is.dead.but.its.words.linger.on.

When.we.speak.of.a.reactor.converting.mass.into.energy,.we.again.speak.
elliptically.and.archaically..Strictly.speaking,.we.can.no.more.heat.our.house.
by.converting.mass.into.energy.than.by.converting.Centigrade.into.Fahren-
heit..Since.the.c.expansion,.mass.is.energy..They.are.the.same.conserved.stuff,.
mass-energy,.in.different.units..Neither.ox-carts.nor.nuclear.reactors.convert.
mass.into.energy..Both.convert.rest.mass-energy.into.kinetic.mass-energy.

2. G In. special. relativity. the. light. rays. through. the.origin.of. space-time.
form. a. three-dimensional. cone. in. four. dimensions,. called. the. light. cone,.
whose.equation.is.c2t2.−.x2.−.y2.−.z2.=.0..Space-time.is.supposed.to.be.filled.
with.such.light.cones,.one.at.every.point,.all.parallel,.telling.light.where.it.
can.go..This.is.a.reciprocity.failure.of.special.relativity:.Light.cones.influence.
light,. light.does.not. influence.light.cones..The.light-cone.field.is.an.idol.of.
special.relativity.

In.this.case.general.relativity.repaired.reciprocity..An.acceleration.a.of.an.
observer.is.equivalent.to.a.gravitational.field.g.=.−a.in.its.local.effects..Even.
in. the.presence.of.gravitation,.special.relativity.still.describes.correctly. the.
infinitesimal. neighborhood. of. each. space-time. point.. Since. an. acceleration.
clearly. distorts. the. field. of. light. cones,. and. gravity. is. locally. equivalent. to.
acceleration,.Einstein.identified.gravity.with.such.a.distortion..In.his.G.expan-
sion,.which.is.general.relativity,.the.light-cone.field.is.as.much.a.dynamical.
variable.as.the.electromagnetic.field,.and.the.two.fields.influence.each.other.
reciprocally,.to.an.extent.proportional.to.Newton’s.gravitational.constant.G.

The.light-cone.directions.dx.at.one.point.x.can.be.defined.by.the.vanishing.
of.the.norm.dτ2.=.Σµνgµν(x)dxµdxν.=.0;.since.Einstein,.one.leaves.such.summa-
tion.signs.implicit..General.relativity.represents.gravity.in.each.frame.by.the.
coefficient.matrix.g..,.which.now.varies.with.the.space-time.point..To.have.
the.light.cones.uniquely.determine.the.matrix.g,.one.may.posit.det.g.=.1..The.
light.cones.guide.photons.and.planets,.which.react.back.on.the.light.cones.
through.their.energy.and.momentum..Newton’s.theory.of.gravity.survives.
as.the.linear.term.in.a.series.expansion.of.Einstein’s.theory.of.gravity.in.pow-
ers.of.G.under.certain.physical.restrictions.

The.startling.non-commutativity.introduced.by.the.G.expansion.is.space-
time.curvature..If.T,.T′.are.infinitesimal.translations.along.two.orthogonal.
coordinate. axes. then. in. special. relativity. TT′.=. T′T. and. in. a. gravitational.
field. TT′. ≠. T′T.. The. differences. TT′. −. T′T. define. curvature.. The. Einstein.
gravitational.equations.describe.how.the.flux.of.momentum-energy.–.with..
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coefficient.G.–.curves.space-time..When.G.→.0.we.recover.the.flat.space-time.
of.special.relativity.

Photons.are. the.main.probes. in. two.of. the. three.classic. tests.of.general.
relativity,.which.provided.an.example.of.a.successful.gauge.theory.that.ulti-
mately.inspired.the.gauge.revolution.of.the.Standard.Model..The.next.expan-
sion.that.went.into.the.Standard.Model.is.the.h.expansion.

3.  Before.quantum.mechanics,.the.theory.of.a.physical.system.split.neatly.
into.two.phases..Kinematics. tells.about.all. the.complete.descriptions.of.the.
system.or.of.reality,.called.states..Dynamics.tells.about.how.states.change.in.
dynamical.processes..Operationally.speaking,.kinematics.concerns.filtration.
processes,.which.select.systems.of.one.kind,.and.dynamics.concerns.propa-
gation.processes,.which.change.systems.of.one.kind.into.another..Filtration.
processes.represent.predicates.about.the.system..Such.“acts.of.election”.seem.
empirically.to.commute,.Boole.noted.in.1847,.as.he.was.laying.the.founda-
tions.of.his.laws.of.thought.4.But.dynamical.processes.represent.actions.on.
the.system.and.need.not.commute.

In.h-land,.quantum.theory,.filtrations.no.longer.commute..This. is.what.we.
mean.operationally.when.we.say.that.observation.changes.the.system.observed.

Such.non-commuting.filtrations.were.first.used.practically.by.Norse.navi-
gators.who.located.the.cloud-hidden.sun.by.sighting.clouds.through.beam-
splitting.crystals.of.Iceland.spar..This.phenomenon,.like.oil-slick.colors.and.
partial. specular. reflection,. was. not. easy. for. Newton’s. granular. theory. of.
light..Newton.speculated.that.some.kind.of.invisible.transverse.guide.wave.
accompanied.light.corpuscles.and.controlled.these.phenomena,.but.he.still.
argued. for. his. particle. theory. of. light,. declaring. that. light. did. not. “bend.
into.the.shadow,”.or.diffract,.as.waves.would..Then.Thomas.Young.exhibited.
light.diffraction.in.1804,.and.buried.the.particle.theory.of.light.

Nevertheless.Étienne-Louis.Malus.still.applied.Newton’s.photon.theory.to.
polarization.studies.in.1805..Malus.was.truer.than.Newton.to.Newton’s.own.
experimental.philosophy.and.anticipated.modern.quantum.practice..He.did.
not.speculate.about.invisible.guide.waves.but.concerned.himself.with.experi-
mental.predictions,.specifically.the.transition.probability.P.–.the.probability.
that.a.photon.passing.the.first.filter.will.pass.the.second..For.liner.polarizers.
with.polarizing.axes.along.the.unit.vectors.a.and.b.normal.to.the.light.ray,.
P.=.|a.⋅.b|2,.the.Malus.law..Malus.may.have.deduced.his.law.as.much.from.
plausible.principles.of.symmetry.and.conservation.as.from.experiment.

Write.f′.<.f.to.mean.that.all.f′.photons.pass.f.but.not.conversely,.a.relation.
schematized.in.Figure.3.1.

A.filtration.process. f. is.called.sharp.
(homogeneous,. pure). if. it. has. no.
proper.refinement.f′.<.f.

In. mechanics. one. assumed. implic-
itly. that. if. 1. and. 2. are. two. sharp. fil-
tration. processes,. then. the. transition.
probability. for. a. particle. from. 1. to.

f '

f

FigURE 3.1
If.no.such.f′.exists,.f.is.sharp.
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pass.2.is.either.0.(when.1.and.2.filter.for.different.kinds.of.particle).or.1.(when.
they.filter.for.the.same.kind);.briefly.put,.that.all.sharp.filtrations.are.non-
dispersive.. (Von.Neumann.1934.spoke.of.pure.ensembles.rather.than.sharp.
filtrations;.the.upshot.is.the.same.).The.successive.performance.of.filtration.
operations,. represented. by. P2P1,. to. be. read. from. right. to. left,. is. a. kind. of.
AND.combination.of.predicates.and.their.projectors,.though.the.resultant.of.
two.filtrations.may.not.be.a.filtration.

The.Malus.law,.applied.to.two.sharp.filtrations.in.succession.implies.that.
even.sharp.filtrations.are.dispersive,.and.that.photon.filtrations.do.not.com-
mute,.confirming.Boole’s.uncanny.premonition..Since.we.do.not.directly.per-
ceive.polarization,.we.need.three.polarizing.filters.to.verify.that.two.do.not.
commute..Let.the.polarization.directions.of.P1.and.P2.be.obliquely.oriented,.
neither.parallel.nor.orthogonal..Compare.experiments.P1P2P1.and.P1P1P2.=.
P1P2..Empirically,.and.in.accord.with.the.Malus.law,.all.photons.from.P1P2.
pass.through.P1.but.not.all.from.P2P1.pass.through.P1..Therefore.empirically.
P1P2P1.≠.P1P1P2,.and.so.P2P1.≠.P1P2.

This.non-commutativity.revises.the.logic.that.we.use.for.photons.
If.we.generalize.a.and.b.to.vectors.of.many.components,.representing.gen-

eral. ideal.filtration.processes,.Malus’.Law.becomes. the. fundamental.Born.
statistical.principle.of.quantum.physics. today..The.guide.wave.concept.of.
Newton.has.evolved.into.the.much.less.object-like.wave-function.concept.of.
quantum.theory..The.traditional.boundary.between.commutative.kinemati-
cal.processes.of.information.and.non-commutative.dynamical.processes.of.
transformation.has.broken.down.

One.reasons.today.about.photons,.and.quantum.systems.in.general,.with.
a. special. quantum. logic. and. quantum. probability. theory.. One. represents.
quantum.filtrations.and.many.other.processes.by.matrices,.and.expresses.
quantum.logic.with.matrix.addition.and.multiplication;.hence.the.old.name.
“matrix.mechanics.”

We.can.represent.any.photon.source.by.a.standard.perfectly.white.source.
ο.followed.by.suitable.processes,.and.any.photon.counter.by.a.standard.per-
fect.counter.•.preceded.by.suitable.processes..This.puts.experiments.into.a.
convenient.standard.form
. •.←.Pn.←.….←.P1.←.ο. (3.1)
of.a.succession.of.physical.processes.between.a.source.and.a.target.

Quantum. theory. represents. all. these. intermediate. processes. by. square.
matrices,.related.to.experiment.by.the.generalized.Malus-Born.law:.For.unit.
incident.flux.from.ο,. the.counting.rate.P.at.•. for. this.experiment. is.deter-
mined.by.the.matrix.product

 T.=.Tn …T1. (3.2)

and. its. Hermitian. conjugate. T*. (the. complex-conjugate. transpose. of. T). as.
the.trace

.
P

T T
=

Tr
Tr1

*
.
.

(3.3)
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This.is.the.unconditioned.probability.for.transmission..A.photon.that.stops.
in.the.first.filter.contributes.0.to.the.count.at.the.counter.but.1.to.the.count.
at.the.source..The.vectors.a.and.b.of.the.Malus.law.are.column.vectors.on.
which.these.quantum.matrices.act.

The.physical.properties.of. the.quantum.process.determine.the.algebraic.
properties. of. its. quantum. matrix.. For. example. a. filtration. operation. P. for.
photon. polarizations. becomes. a. 2. ×. 2. projection. matrix. or. projector,. one.
obeying.P2.=.P.=.P†.

Heisenberg. introduced. quantum. non-commutativity. through. the. (non-).
commutation.relation

 xp.−.px.=.i�,. (3.4)

for. the.observables.of.momentum.p. and.position.x,.not. for.filtrations. (�.≡.
h/2π.is.a.standard.abbreviation)..But.all.observables.are.linear.combinations.
of.projectors,. even. in.classical. thought,. and.all.projectors.are. functions.of.
observables,. polynomials. in. the. finite-dimensional. cases.. So. Heisenberg’s.
non-commutativity.of.observables.is.equivalent.to.the.non-commutativity.of.
filtration.processes,.and.so.leads.to.a.quantum.logic.

The.negation.of.the.predicate.P.is.1.−.P.for.quantum.logic.as.for.Boole.logic..
Quantum. logic. reduces. to. the. Boole. logic. for. diagonal. filtration. matrices,.
with.elements.0.or.1..Then.Boole.rules..The.classical.logic.also.works.well.
for. quantum. experiments. with. many. degrees. of. freedom.. Two. directions.
chosen. at. random. in. a. space. of. huge. dimensionality. are. almost. certainly.
almost. orthogonal,. and. then. Boole’s. laws. almost. apply.. Only. in. low-.
dimensional.playgrounds.like.photon.polarization.do.we.easily.experience.
quantum.logic.

Quantum.theory.represents.the.passage.of.time.in.an.isolated.system.by.a.
unitary.matrix.U.=.U−1†.obeying.Heisenberg’s.Equation,.the.first-order.differ-
ential.equation.i� dU/dt.=.HU..It.does.not.give.a.complete.description.of.what.
evolves,.but.only.describes.the.process..H.is.called.the.Hamiltonian.operator.
and.historically.was.at.first.constructed.from.the.Hamiltonian.of.a.classical.
theory..U.appears.as.a.block.in.eqn.3.1.and.a.factor.in.eqn.3.2.for.every.time-
lapse.t.between.operations.

U(t).transforms.any.vector.ψ(0).to.a.vector.ψ(t).that.obeys.the.Schrödinger.
Equation.i� dψ/dt =.Hψ.during.the.transformation.U..A.quantum.vector.ψ.
is.not.a.dynamical.variable.or.a.complete.description.of.the.system.but.rep-
resents.an.irreversible.operation.of.filtration,.and.so.the.Schrödinger.Equa-
tion.does.not.describe.the.change.of.a.dynamical.variable..The.Heisenberg..
Equation. does. that.. The. Schrödinger. Equation. describes. a. coordinate-.
transformation.that.solves.the.Heisenberg.Equation..The.pre-quantum.corre-
spondent.of.the.Heisenberg.Equation.is.the.Hamiltonian.equation.of.motion,.
giving.the.rate.of.change.of.all.observables..In.the.correspondence.between.
quantum.and.pre-quantum.concepts.as.�.→.0,.the.Heisenberg.Equation.is.
the. quantum. equation. of. motion.. The. pre-quantum. correspondent. of. the.
Schrödinger.Equation.is.the.Hamilton-Jacobi.Equation,.which.is.an.equation.
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for.a.coordinate.transformation.that.solves.the.equation.of.motion,.and.is.not.
the.equation.of.motion.

As. has. widely. been. noted,. starting. with. the. treatises. of. Von. Neumann.
and.Dirac.on.the.fundamental.principles.of.quantum.theory,.the.input.wave-
function.for.a.transition.describes.a.sharp.input.filtration.process,.not.a.sys-
tem.variable..Common.usage.nevertheless.calls.the.input.wave-function.of.
an.experiment.the.“state.of.the.photon.”

There. are. indeed. systems. whose. states. are. observable. wave-functions..
They.are.called.waves..But.a.quantum.wave-function.is.not.the.state.of.some.
wave..Calling.it. the.“quantum.state”.is.a.relic.of.early.failed.attempts.at.a.
wave.theory.of.the.atom..The.“state-vector”.is.not.the.kind.of.thing.that.can.
be.a.system.observable.in.quantum.theory..Each.observable.is.a.fixed.opera-
tor.or.matrix.

The. state. terminology,. misleading. as. it. is,. may. be. too. widespread. and.
deep-rooted.to.up-date..After.all,.we.still.speak.of.“sunrise”.five.centuries.
after. Copernicus.. One. must. read. creatively. and. let. context. determine. the.
meaning. of. the. word. “state.”. In. spectroscopy. it. usually. refers. to. a. sharp.
input.or.output.operation.

It. is. problematical. to. attribute. absolute. values. even. to. true. observables.
in.quantum.theory..Consider.a.photon.in.the.middle.of.an.experiment.that.
begins.with.a.process.of.linear.polarization.along.the.x axis.and.ends.with.a.
right-handed.circular.polarization.around.the.z axis,.given.that.the.photon.
passes.both.polarizers..Is.it.polarized.along.the.x axis.or.y axis?.If.we.reason.
naively.forward.from.the.first.filter,.the.polarization.between.the.two.filters.
is. certainly. along. the. x axis,. since. the. photon. passed. the. first. filter.. If. we.
reason.naively.backward.from.the.last.filter,.the.intermediate.photon.polar-
ization.must.be.circular.and.right-handed,.since.it.is.going.to.pass.the.last.
filter;.it.has.probability.1/2.of.being.along.the.x axis..If.we.peek.–.measure.
the.photon.polarization.in.the.middle.of.the.experiment.–.we.only.answer.a.
different.question,.concerning.an.experiment.that.ends.with.our.new.mea-
surement..Measurements.on.a.photon.irreducibly.and.unpredictably.change.
the.photon,.to.an.extent.measured.by.h,.so.the.question.of.the.value.between.
measurements.has.no.immediate.experimental.meaning.

Common.usage.conventionally.assigns.the.input.properties.to.the.photon..
Assigning.the.output.properties.would.work.as.well..Either.choice.breaks.
the.time.symmetry.of.quantum.theory.unnecessarily..The.most.operational.
procedure.is.to.assign.a.property.to.the.photon.not.absolutely.but.only.rela-
tive.to.an.experimenter.who.ascertains.the.property,.specifying.in.particular.
whether.the.experimenter.is.at.the.input.or.output.end.of.the.optical.bench..
Quantum.logic.thus.requires.us.to.put.some.of.our.pre-quantum.convictions.
about.reality.on.holiday,.but.they.can.all.come.back.to.work.when.h can.be.
neglected.

The.photon.concept.emerges.from.the.combination.of.the.Maxwell.equa-
tions.with.the.Heisenberg.non-commutativity.eqn.3.4..Pre-quantum.physi-
cists.recognized.that.by.a.Fourier.analysis.into.waves.~.eik⋅x one.can.present.
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the.free.electromagnetic.field.in.a.box.as.a.collection.of.infinitely.many.linear.
harmonic. oscillators,. each. with. its. own. canonical. coordinate. q,. canonical.
momentum.p,.and.Hamiltonian

.
H p q= +

1
2

2 2( ).ω2
.

(3.5)

When.the.coefficient.of.p is.scaled.to.unity.in.this.way,.the.coefficient.of.q2.is.
the.square.of.the.natural.frequency.ω.of.the.oscillator..The.Fourier.analysis.
associates.a.definite.wave-vector.k with.each.oscillator..The.energy.spectrum.
of.each.oscillator.is.the.set.of.roots.E of.the.equation.HX =.EX with.arbitrary.
non-zero.“eigenoperator”.X.

The.energy.spectrum.is.most.elegantly.found.by.the.ladder.method..One.
seeks.a.linear.combination.a of.q and.p that.obeys.Ha =.a(H − E1)..This.means.
that.a lowers.E (and.therefore.H).by.steps.of.E1.in.the.sense.that.if.HX =.EX 
then.H(aX).=.(E.−.E1)(aX),.unless.aX =.0..Such.an.a,.if.it.exists,.is.called.a.lad-
der.operator,.therefore..It.is.easy.to.see.that.a.ladder.operator.exists.for.the.
harmonic.oscillator,.namely.a =.2−1/2(p.−. iq),.with.energy.step.E1.=.�ω..One.
scales.a so.that.H takes.the.form

.
H n= +�ω 1

2






,
.

(3.6)

n =.a†.a,.and.a lowers.n by.steps.of.1:.na =.a(n.−.1)..Then.n counts.“excitation.
quanta”.of.the.harmonic.oscillator,.each.contributing.an.energy.E1.=.�ω.to.
the.total.energy,.and.a.momentum.�k to.the.total.momentum..The.excitation.
quanta.of.the.electromagnetic.field.oscillators.are.photons..The.operator.a is.
called.an.annihilation.operator.or.annihilator.for.the.photon.because.it.low-
ers.the.photon.count.by.1..By.the.same.token.its.adjoint.is.a.photon.creator.

The. term. 1/2. in. H contributes. a. zero-point. energy. that. is. usually. arbi-
trarily. discarded,. primarily. because. any. non-zero. vacuum. energy. would.
violate.Lorentz.invariance.and.so.disagree.somewhat.with.experiment..One.
cannot.deduce.that.the.vacuum.energy.is.zero.from.the.present.dynamical.
theory,.and.astrophysicists.are.now.fairly.sure.that.it.is.not.zero.

A.similar.process.leads.to.the.excitation.quanta.of.the.field.oscillators.of.
other. fields.. Today. one. accounts. for. all. allegedly. fundamental. quanta. as.
excitation.quanta.of.suitably.designed.field.oscillators.

Now.we.can.say.what.a.photon.is..Consider.first.what.an.apple.is..When.
I. move. it. from. one. side. of. the. table. to. the. other,. or. turn. it. over,. it. is. still.
the. same.apple..So. the.apple. is.not. its. state,.not.what.we.know.about. the.
apple..Statistical.mathematicians.formulate.the.concept.of.a.constant.object.
with.varying.properties.by.identifying.the.object—sometimes.called.a.ran-
dom.variable.–.not.with.one.state.but.with.the.space.of.all.its.possible.states..
This.works.just.as.well.for.quantum.objects.as.for.random.objects,.once.we.
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replace.states.by.more.appropriate.actions.on.the.quantum.object..The.object.
is.defined,. for.example,.by. the.processes. it. can.undergo..For.example,. the.
sharp.filtration.processes.for.one.photon,.relative.to.a.given.observer,.form.
a.collection.with.one.structural.element,.the.transition.probability.between.
two.such.processes..For.many.purposes.we.can.identify.a.photon.with.this.
collection.of.processes.

The. filtration. processes. mentioned. are. usually. represented. by. lines.
through.the.origin.in.a.Hilbert.space..If.we.are.willing.to.start.from.a.Hilbert.
space,.we.can.define.a.photon.by.its.Hilbert.space;.not.by.one.wave-function,.
which.just.says.one.way.to.produce.a.photon,.but.the.collection.of.them.all..
This.gives.preference.to.input.over.output.and.spoils.symmetry.a.bit..One.
restores. time. symmetry. by. using. the. algebra. of. operators. rather. than. the.
Hilbert.space.to.define.the.photon..In.words,.the.photon.is.the.creature.on.
which.those.operations.can.act.

From. the. current. viewpoint. the. concept. of. photon. is. not. as. fundamen-
tal.as.that.of.electromagnetic.field..Not.all.electromagnetic.interactions.are.
photon-mediated..There.are.also.static.forces,.like.the.Coulomb.force..Differ-
ent.observers.may.split.electromagnetic.interactions.into.radiation.and.static.
forces. differently.. Gauge. theory. leads. us. to. quantum. fields,. and. photons.
arise.as.quantum.excitations.of.one.of.these.fields.

Quantum.theory.has.a.non-Boolean.logic.in.much.the.sense.that.general.
relativity.has.a.non-Euclidean.geometry:.it.renounces.an.ancient.commuta-
tivity..A.Boolean.logic.has.non-dispersive.predicates.called.states,.common.
to.all.observers;.a.quantum.logic.does.not..Attempting.to.fit. the.quantum.
non-commutativity. of. predicates. into. a. classical. picture. of. an. object. with.
absolute. states. is. like. attempting. to. fit. special. relativity. into. a. space-time.
with.absolute.time..Possibly.we.can.do.it.but.probably.we.shouldn’t..If.we.
accept.that.the.expanded.logic.contracts.to.the.familiar.one.when.�to0,.we.
can.go.on.to.the.next.expansion.

4..′″.In.this.section.I.describe.a.possible.future.expansion.suggested.by.
Segal9.that.might.give.a.simpler.and.more.finite.structure.to.the.photon.and.
other.quanta..There.are.clear.indications,.both.experimental.and.structural,.
that.quantum.theory.is.still.too.commutative..Experiment.indicates.limits.to.
the.applicability.of.the.concept.of.time.both.in.the.very.small.and.the.very.
large,.ignored.by.present.quantum.theory..The.theoretical.assumption.that.
all.feasible.operations.commute.with.the.imaginary.i makes.i a.prototypical.
idol..The.canonical.commutation.relations.are.unstable.

To. unseat. this. idol. and. stabilize. this. instability,. one. first. rewrites. the.
defining.relations.for.a.photon.oscillator.in.terms.of.antisymmetric.opera-
tors. ˆ: , ˆ :q iq p ip= = −

.

ˆ ˆ ˆ ˆ ,

ˆ ˆ ,

ˆ ˆ .

qp pq i

iq qi

ip pi

−

−

−

=

=

=

�

0

0 .

(3.7)
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One.stabilizing.variation,.for.example,.is

.

ˆ ˆ ˆ ˆ ,

ˆ ˆ ˆ ,

ˆ ˆ ˆ

qp pq i

iq qi p

ip pi q

−

−

− − ′′

=

=

=

�

�

�

′

.

(3.8)

with.Segal.constants.�′,.�″.>.0.supplementing.the.Planck.quantum.constant.
�.9.No.matter.how.small.the.Segal.constants.are,.if.they.have.the.given.sign.
the.expanded.oscillator. commutation. relations. can.be. rescaled. to.angular.
momentum.relations2

.

ˆ ˆ ˆ ˆ ˆ ,

ˆ ˆ ˆ ˆ ˆ ,

ˆ ˆ

L L L L L

L L L L L

L L

x y y x z

y z z y x

z x

−

−

−

=

=

ˆ̂ ˆ ˆ .L L Lx z y=
.

(3.9)

by.a.scaling

.

�

�

�

q QL

p PL

i JL

=

=

=

ˆ ,

ˆ ,

ˆ ,

1

2

3 .

(3.10)

with

.

J
l

Q

P

= =

=

=

� �

��

��

′ ″

′

″

1
,

,

. .

(3.11)

As.customary.we.have.designated.the.maximum.eigenvalue.of.| |̂L z .by.l..This.
theory.is.now.stabilized.by.its.curvature.against.further.small.changes.in.�, 
�′, �″;.just.as.a.small.change.in.curvature.turns.any.straight.line.into.a.circle.
but. leaves.almost.all. circles.circular;.and. just.as.quantum.theory. is. stable.
against.small.changes.in.�.

To.be.sure,.when.�′, �″.→.0.we.recover.the.quantum.theory..As.in.all.such.
expansions.of.physical.theory,.the.quantum.theory.with.c-number.i is.a.case.
of.probability.zero. in.an.ensemble.of.more. likely.expanded. theories.with.
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operator. i’s.. The. canonical. commutation. relations. might. be. right,. but. that.
would.be.a.miracle.of.probability.0..Data.always.have.some.error.bars,.so.an.
exactly.zero.commutator.is.never.based.entirely.on.experiment.and.usually.
incorporates.faith. in.some.prior.absolute:.here. i..Renouncing.that.absolute.
makes.room.for.a.more.stable.kind.of.theory,.based.more.firmly.on.experi-
ment.and.at. least.as.consistent.with.the.existing.data..Which.one.of. these.
possibilities.is.in.better.agreement.with.experiment.than.the.canonical.the-
ory.can.only.be.learned.from.experiment.

The.most.economical.way.to.stabilize.the.Heisenberg.relations.is.to.close.
them. on. themselves. as. we. have. done. here.. A. more. general. stabilization.
might.also.couple.each.oscillator.to.others..In.the.past.the.stabilizations.that.
worked.have.usually.been.economical.but.not.always.

These.transquantum.relations.describe.a.rotator,.not.an.oscillator..What.
we.have.thought.were.harmonic.oscillators.are.more.likely.to.be.quantum.
rotators..It.has.been.recognized.for.some.time.that.oscillators.can.be.approxi-
mated.by.rotators.and.conversely.1,.2,.7.In.particular,.photons.too.are.infinitely.
more.likely.to.be.quanta.of.a.kind.of.rotation.than.of.oscillation..If.so,.they.
can.still.have.exact.ladder.operators,.but.their.ladders.now.have.a.top.as.well.
as.a.bottom,.with.2l +.1.rungs.for.rotational.transquantum.number.l.

In. the. most. intense. lasers,. there. can. be. as. many. as. 1013. photons. in. one.
mode.at.one.time.8.Then.2l.≥.1013.and.�′�″.≤.10−26.in.order.of.magnitude.

When.we.expand.the.commutation.relations.for.time.and.energy.in.this.
way,. the. two. new. transquantum. constants. that. appear. indeed. limit. the.
applicability.of.these.concepts.both.in.the.small.and.the.large..They.make.
the.photon.advance.step.by.quantum.step..We.will.probably.never.be.able.to.
visualize.a.photon.but.we.might.soon.be.able.to.choreograph.one;.to.describe.
the.process.rather.than.the.object.
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The	 photon	 concept	 is	 one	 of	 the	 most	 debated	 issues	 in	 the	 history	
of	physical	science.	Some	thirty	years	ago,	we	published	an	article	in	
Physics	 Today	 entitled	 “The	 Concept	 of	 the	 Photon,”1	 in	 which	 we	
described	the	“photon”	as	a	classical	electromagnetic	field	plus	the	fluc-
tuations	 associated	 with	 the	 vacuum.	 However,	 subsequent	 develop-
ments	 required	us	 to	envision	 the	photon	as	an	 intrinsically	quantum	
mechanical	 entity,	 whose	 basic	 physics	 is	 much	 deeper	 than	 can	 be	
explained	 by	 the	 simple	 “classical	 wave	 plus	 vacuum	 fluctuations”	
picture.	These	ideas	and	the	extensions	of	our	conceptual	understand-
ing	are	discussed	in	detail	in	our	recent	quantum	optics	book.2	In	this	

1	 Institute	for	Quantum	Studies	and	Department	of	Physics,	Texas	A&M	University,	College	
Station,	TX	77843

2	 Departments	of	Chemistry	and	Aerospace	and	Mechanical	Engineering,	Princeton	Univer-
sity,	Princeton,	NJ	08544

3	 Department	of	Electronics,	Quaid-i-Azam	University,	Islamabad,	Pakistan

44249_C004.indd   37 6/24/08   11:48:30 AM



38 The Nature of Light: What Is a Photon?

chapter	we	revisit	 the	photon	concept	based	on	examples	from	these	
sources	and	more.

©	2003	Optical	Society	of	America

The	 “photon”	 is	 a	 quintessentially	 twentieth-century	 concept,	 intimately	
tied	 to	 the	 birth	 of	 quantum	 mechanics	 and	 quantum	 electrodynamics.	
However,	 the	root	of	 the	 idea	may	be	said	 to	be	much	older,	as	old	as	 the	
historical	 debate	 on	 the	 nature	 of	 light	 itself—whether	 it	 is	 a	 wave	 or	 a	
particle—one	that	has	witnessed	a	seesaw	of	ideology	from	antiquity	to	pres-
ent.	The	transition	from	classical	to	quantum	descriptions	of	light	presents	
yet	another	dichotomy,	one	where	 the	necessity	of	quantizing	 the	electro-
magnetic	field	(over	and	above	a	quantization	of	matter)	has	been	challenged.	
The	resolution	lies	in	uncovering	key	behavior	of	quantum	light	fields	that	
are	 beyond	 the	 domain	 of	 the	 classical,	 such	 as	 vacuum	 fluctuations	 and	
quantum	entanglement,	which	necessitate	a	quantum	theory	of	radiation.2–5	
Nevertheless,	a	precise	grasp	of	the	“photon”	concept	is	not	an	easy	task,	to	
quote	Albert	Einstein:

“These	days,	every	Tom,	Dick	and	Harry	thinks	he	knows	what	a	pho-
ton	is,	but	he	is	wrong.”

We	ought	to	proceed	with	diligence	and	caution.	In	the	words	of	Willis	Lamb:6

“What	do	we	do	next?	We	can,	and	should,	use	the	Quantum	Theory	
of	Radiation.	Fermi	showed	how	to	do	this	for	the	case	of	Lippmann	
fringes.	The	idea	is	simple,	but	the	details	are	somewhat	messy.	A	good	
notation	 and	 lots	 of	 practice	 makes	 it	 easier.	 Begin	 by	 deciding	 how	
much	of	the	universe	needs	to	be	brought	into	the	discussion.	Decide	
what	normal	modes	are	needed	for	an	adequate	treatment.	Decide	how	
to	model	the	light	sources	and	work	out	how	they	drive	the	system.”

We	proceed	to	elucidate	the	photon	concept	by	specific	experiments	(real	
and	 gedanken)	 which	 demonstrate	 the	 need	 for	 and	 shed	 light	 on	 the	
meaning	 of	 the	 “photon.”	 Specifically,	 we	 will	 start	 by	 briefly	 reviewing	
the	history	of	the	wave-particle	debate	and	then	giving	seven	of	our	favor-
ite	 examples,	 each	 clarifying	 some	 key	 aspect	 of	 the	 quantum	 nature	 of	
light.	The	two	facets	of	the	photon	that	we	focus	on	are	vacuum	fluctuations	
(as	in	our	earlier	article1),	and	aspects	of	many-particle	correlations	(as	in	
our	 recent	book2).	Examples	of	 the	first	are	 spontaneous	emission,	Lamb	
shift,	and	the	scattering	of	atoms	off	the	vacuum	field	at	the	entrance	to	a	
micromaser.	Examples	of	the	second	facet	include	quantum	beats,	quantum	
eraser,	and	photon	correlation	microscopy.	Finally,	in	the	example	of	two-
site	downconversion	interferometry,	the	essence	of	both	facets	is	combined	
and	elucidated.
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In	the	final	portions	of	the	article,	we	return	to	the	basic	questions	concerning	
the	nature	of	light	in	the	context	of	the	wave-particle	debate:	What	is	a	photon	
and	where	is	it?	To	the	first	question,	we	answer	in	the	words	of	Roy	Glauber:

“A	photon	is	what	a	photodetector	detects.”

To	the	second	question	(on	the	locality	of	the	photon),	the	answer	becomes:	
“A	photon	 is	 where	 the	photodetector	detects	 it.”	 In	principle,	 the	detector	
could	be	a	microscopic	object	such	as	an	atom.	Guided	by	this	point	of	view,	
we	address	the	much	debated	issue	of	the	existence	of	a	photon	wave	func-
tion	Ψ	 (r,t).2,7,8	 Arguments	 to	 the	 contrary	 notwithstanding,	 we	 show	 that	
the	concept	of	the	photon	wave	function	arises	naturally	from	the	quantum	
theory	of	photodetection	 (see	Ref.	 [2],	 ch.	1).	A	wealth	of	 insight	 is	gained	
about	the	interference	and	entanglement	properties	of	light	by	studying	such	
one-photon,	and	related	two-photon,	“wave	functions”.2

4.� Light—Wave or Particle?

The	nature	of	light	is	a	very	old	issue	in	the	history	of	science.	For	the	ancient	
Greeks	and	Arabs,	the	debate	centered	on	the	connection	between	light	and	
vision.	The	 tactile	 theory,	which	held	 that	our	vision	was	 initiated	by	our	
eyes	reaching	out	to	“touch”	or	feel	something	at	a	distance,	gradually	lost	
ground	to	the	emission	theory,	which	postulated	that	vision	resulted	from	
illuminated	objects	emitting	energy	that	was	sensed	by	our	eyes.	This	par-
adigm	 shift	 is	 mainly	 due	 to	 the	 eleventh-century	 Arab	 scientist	 Abu	 Ali	
Hasan	Ibn	Al-Haitham	(or	“Alhazen”)	who	laid	the	groundwork	for	classical	
optics	through	investigations	into	the	refraction	and	dispersion	properties	
of	light.	Later	Renaissance	thinkers	in	Europe	envisioned	light	as	a	stream	
of	particles,	perhaps	supported	by	the	ether,	an	invisible	medium	thought	to	
permeate	empty	space	and	all	transparent	materials.

In	the	seventeenth	century,	Pierre	de	Fermat	introduced	the	principle of least 
time	to	account	for	the	phenomenon	of	refraction.	Equivalently,	his	principle	
states	that	a	ray	of	light	takes	the	path	that	minimizes	the	optical	path	length	
between	two	points	in	space:

	
δ nds

r

r

0

0∫ = ,
	

(4.1)

where	n	=	c/v	is	the	(spatially	varying)	refractive	index	that	determines	the	
velocity	of	the	light	particle,	and	δ	denotes	a	variation	over	all	paths	connect-
ing	r0	and	r.	Fermat’s	principle	is	the	foundation	for	geometrical	optics,	a	the-
ory	based	on	the	view	that	light	is	a	particle	that	travels	along	well-defined	
geometrical	rays.	The	idea	of	light	as	particle	(or	“corpuscle”)	was	of	course	
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adopted	by	Isaac	Newton,	who	bequeathed	the	weight	of	his	scientific	legacy,	
including	the	bearing	of	his	laws	of	mechanics,	on	the	nature	of	light.

Christian	Huygens	on	the	other	hand,	a	contemporary	of	Newton,	was	a	
strong	advocate	of	the	wave	theory	of	light.	He	formulated	a	principle	(that	
now	bears	his	name)	which	describes	wave	propagation	as	the	interference	
of	secondary	wavelets	arising	from	point	sources	on	the	existing	wave-front.	
It	took	the	mathematical	genius	of	Augustin	Fresnel,	150	years	later,	to	real-
ize	 the	 consequences	 of	 this	 discovery,	 including	 a	 rigorous	 development	
of	 the	 theory	 of	 wave	 diffraction.	 Light	 does	 not	 form	 sharp,	 geometrical	
shadows	that	are	characteristic	of	a	particle,	but	bends	around	obstacles	and	
apertures.

The	revival	of	the	wave	theory	in	the	early	nineteenth	century	was	initi-
ated	by	Thomas	Young.	In	1800,	appearing	before	the	Royal	Society	of	London,	
Young	spoke	for	an	analogy	between	light	and	sound,	and	declared	later	that	
a	two-slit	interference	experiment	would	conclusively	demonstrate	the	wave	
nature	of	light	(see	Figure	4.1).	It	is	hard	for	the	modern	reader	to	visualize	
how	counter-intuitive	this	suggestion	was	at	the	time.	The	idea	that	a	screen	
uniformly	illuminated	by	a	single	aperture	could	develop	dark	fringes	with	
the	introduction	of	a	second	aperture—that	the	addition	of	more	light	could	
result	in	less	illumination—was	hard	for	Young’s	audience	to	digest.

Likewise,	 Fresnel’s	 diffraction	 theory	 was	 received	 with	 skepticism	 by	
the	judges	on	the	1819	prize	committee	in	Paris.	In	particular,	the	esteemed	
Pierre	Simon	de	Laplace	was	very	skeptical	of	the	wave	theory.	His	protégé,	
Siméon-Denis	Poisson,	highlighted	the	seemingly	absurd	fact	that	the	theory	
implied	a	bright	spot	at	the	center	of	the	shadow	of	an	illuminated	opaque	
disc,	now	known	as	Poisson’s	spot.	The	resistance	to	switch	from	a	particle	

ScreenLight Propagates

FigURE 4.1
Young’s two-slit experiment—Light	incident	on	two	slits	in	a	box	propagates	along	two	pathways	
to	a	given	point	on	the	screen,	displaying	constructive	and	destructive	interference.	When	a	
single	photon	is	incident	on	the	slits,	it	is	detected	with	highest	probability	at	the	interference	
peaks,	but	never	at	the	interference	nodes.
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description	 to	a	wave	description	 for	 light	by	 these	pre-eminent	 scientists	
of	 the	 early	 nineteenth	 century	 gives	 an	 indication	 of	 the	 great	 disparity	
between	these	two	conceptions.	It	was	a	precursor	of	the	struggle	to	come	a	
hundred	years	later	with	the	advent	of	quantum	mechanics.

The	wave	theory	really	came	into	its	own	in	the	late	nineteenth	century	
in	the	work	of	James	Clerk	Maxwell.	His	four	equations,	known	to	all	stu-
dents	of	undergraduate	physics,	 is	 the	first	 self-contained	 theory	of	 radia-
tion.	Receiving	experimental	confirmation	by	Heinrich	Hertz,	the	Maxwell	
theory	unified	the	disparate	phenomena	of	electricity	and	magnetism,	and	
gave	physical	meaning	to	the	transverse	polarizations	of	light	waves.	The	far-
reaching	success	of	the	theory	explains	the	hubris	of	late	nineteenth	century	
physicists,	many	of	whom	believed	that	there	were	really	only	two	“clouds”	
on	the	horizon	of	physics	at	the	dawn	of	the	twentieth	century.	Interestingly	
enough,	both	of	these	involved	light.

The	first	cloud,	namely	the	null	result	of	the	Michelson-Morley	experiment,	
led	to	special	relativity,	which	is	the	epitome	of	classical	mechanics,	and	the	
logical	 capstone	of	 classical	physics.	The	 second	cloud,	 the	Rayleigh-Jeans	
ultraviolet	 (UV)	 catastrophe	and	 the	nature	of	blackbody	 radiation,	 led	 to	
the	advent	of	quantum	mechanics,	which	of	course	was	a	radical	change	in	
physical	thought.	While	both	of	these	problems	involved	the	radiation	field,	
neither	 (initially)	 involved	 the	concept	of	a	photon.	That	 is,	neither	Albert	
Einstein	and	Hendrik	Lorentz	 in	 the	first	 instance,	nor	Max	Planck	 in	 the	
second,	called	upon	the	particulate	nature	of	light	for	the	explanation	of	the	
observed	phenomena.	Relativity	 is	strictly	classical,	and	Planck	quantized	
the	energies	of	the	oscillators	in	the	walls	of	his	cavity,	not	the	field.9

The	revival	of	the	particle	theory	of	light,	and	the	beginning	of	the	mod-
ern	 concept	 of	 the	 photon,	 was	 due	 to	 Einstein.	 In	 his	 1905	 paper	 on	 the	
photoelectric	effect,10	the	emission	of	electrons	from	a	metallic	surface	irra-
diated	by	UV	rays,	Einstein	postulated	that	light	comes	in	discrete	bundles,	
or	quanta	of	 energy,	borrowing	Planck’s	five-year	old	hypothesis:	 E	=	�V,	
where	V	is	the	circular	frequency	and	�	is	Planck’s	constant	divided	by	2π.	
This	 re-introduced	 the	particulate	nature	of	 light	 into	physical	discourse,	
not	as	 localization	 in	space	 in	 the	manner	of	Newton’s	corpuscles,	but	as	
discreteness	in	energy.	But	irony	upon	irony,	it	is	a	historical	curiosity	that	
Einstein	got	 the	 idea	 for	 the	photon	from	the	physics	of	 the	photoelectric	
effect.	 In	 fact,	 it	 can	be	shown	 that	 the	essence	of	 the	photoelectric	effect	
does	not	require	the	quantization	of	the	radiation	field,11	a	misconception	
perpetuated	by	 the	mills	of	 textbooks,	 to	wit,	 the	 following	quote	 from	a	
mid-century	text:12

“Einstein’s	photoelectric	equation	played	an	enormous	part	in	the	devel-
opment	of	 the	modern	quantum	theory.	But	 in	spite	of	 its	generality	
and	of	the	many	successful	applications	that	have	been	made	of	it	 in	
physical	theories,	the	equation:

	 �V	=	E	+	Φ	 (4.2)
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is,	as	we	shall	see	presently,	based	on	a	concept	of	radiation	–	the	con-
cept	of	“light	quanta”	–	completely	at	variance	with	the	most	 funda-
mental	concepts	of	the	classical	electromagnetic	theory	of	radiation.”

We	will	revisit	the	photoelectric	effect	in	the	next	section	and	place	it	prop-
erly	in	the	context	of	radiation	theory.

Both	 the	 Planck	 hypothesis	 and	 the	 Einstein	 interpretation	 follow	 from	
considerations	 of	 how	 energy	 is	 exchanged	 between	 radiation	 and	 matter.	
Instead	of	an	electromagnetic	wave	continuously	driving	the	amplitude	of	
a	 classical	oscillator,	we	have	 the	discrete	picture	of	 light	of	 the	 right	 fre-
quency	absorbed	or	emitted	by	a	quantum	oscillator,	such	as	an	atom	in	the	
walls	of	 the	 cavity,	or	on	a	metallic	 surface.	This	 seemingly	 intimate	 con-
nection	between	energy	quantization	and	the	interaction	of	radiation	with	
matter	motivated	the	original	coining	of	the	word	“photon”	by	Gilbert	Lewis	
in	1926:13

“It	 would	 seem	 inappropriate	 to	 speak	 of	 one	 of	 these	 hypothetical	
entities	as	a	particle	of	light,	a	corpuscle	of	light,	a	light	quantum,	or	
light	quant,	if	we	are	to	assume	that	it	spends	only	a	minute	fraction	of	
its	existence	as	a	carrier	of	radiant	energy,	while	the	rest	of	the	time	it	
remains	as	an	important	structural	element	within	the	atom	…	I	there-
fore	take	the	liberty	of	proposing	for	this	hypothetical	new	atom,	which	
is	not	light	but	plays	an	essential	part	in	every	process	of	radiation,	the	
name	photon.”

Energy	quantization	is	the	essence	of	the	old	quantum	theory	of	the	atom	
proposed	by	Niels	Bohr.	The	electron	is	said	to	occupy	discrete	orbitals	with	
energies	Ei	and	Ej,	with	transitions	between	them	caused	by	a	photon	of	the	
right	frequency:	v	=	(Ei -Ej)/�.	An	ingenious	interpretation	of	this	quantiza-
tion	in	terms	of	matter	waves	was	given	by	Louis	de	Broglie,	who	argued	by	
analogy	with	standing	waves	in	a	cavity,	that	the	wavelength	of	the	electron	
in	each	Bohr	orbital	is	quantized—an	integer	number	of	wavelengths	would	
have	to	fit	in	a	circular	orbit	of	the	right	radius.	This	paved	the	way	for	Erwin	
Schrödinger	 to	 introduce	his	 famous	wave	equation	 for	matter	waves,	 the	
basis	for	(non-relativistic)	quantum	mechanics	of	material	systems.

Quantum	mechanics	provides	us	with	a	new	perspective	on	the	wave-
particle	 debate,	 vis	 á	 vis	 Young’s	 two-slit	 experiment	 (Figure	4.1).	 In	 the	
paradigm	 of	 quantum	 interference,	 we	 add	 the	 probability	 amplitudes	
associated	 with	 different	 pathways	 through	 an	 interferometer.	 Light	 (or	
matter)	is	neither	wave	nor	particle,	but	an	intermediate	entity	that	obeys	
the	superposition	principle.	When	a	single	photon	goes	through	the	slits,	
it	 registers	as	a	point-like	event	on	 the	 screen	 (measured,	 say,	by	a	CCD	
array).	 An	 accumulation	 of	 such	 events	 over	 repeated	 trials	 builds	 up	 a	
probabilistic	 fringe	 pattern	 that	 is	 characteristic	 of	 classical	 wave	 inter-
ference.	 However,	 if	 we	 arrange	 to	 acquire	 information	 about	 which	 slit	
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the	photon	went	through,	the	interference	nulls	disappear.	Thus,	from	the	
standpoint	of	complementarity,	both	wave	and	particle	perspectives	have	
equal	validity.	We	will	return	to	this	issue	later	in	the	chapter.

4.� the Semiclassical View

The	interaction	of	radiation	and	matter	is	key	to	understanding	the	nature	of	
light	and	the	concept	of	a	photon.	In	the	semiclassical	view,	light	is	treated	
classically	and	only	matter	is	quantized.	In	other	words,	both	are	treated	on	
an	equal	footing:	a	wave	theory	of	light	(the	Maxwell	equations)	is	combined	
self-consistently	with	a	wave	theory	of	matter	(the	Schrödinger	equation).	This	
yields	a	remarkably	accurate	description	of	a	large	class	of	phenomena,	includ-
ing	the	photoelectric	effect,	stimulated	emission	and	absorption,	saturation		
effects	and	nonlinear	spectroscopy,	pulse	propagation	phenomena,	“photon”	
echoes,	etc.	Many	properties	of	laser	light,	such	as	frequency	selectivity,	phase	
coherence,	and	directionality,	can	be	explained	within	this	framework.14

The	workhorse	of	semiclassical	theory	is	the	two-level	atom,	specifically	the	
problem	of	its	interaction	with	a	sinusoidal	light	wave.15	In	reality,	real	atoms	
have	lots	of	levels,	but	the	two-level	approximation	amounts	to	isolating	a	par-
ticular	transition	that	is	nearly	resonant	with	the	field	frequency	ν.	That	is,	the	
energy	separation	of	the	levels	is	assumed	to	be	Ea	–	Eb	=	�ω	≈	�v.	Such	a	com-
parison	of	the	atomic	energy	difference	with	the	field	frequency	is	in	the	spirit	
of	the	Bohr	model,	but	note	that	this	already	implies	a	discreteness	in	light	
energy,	∆E	=	�v.	That	a	semiclassical	analysis	is	able	to	bring	out	this	discrete-
ness—in	the	form	of	resonance—is	a	qualitative	dividend	of	this	approach.

Schrödinger’s	 equation	 describes	 the	 dynamics	 of	 the	 atom,	 but	 how	
about	 the	 dynamics	 of	 the	 radiation	 field?	 In	 the	 semiclassical	 approach,	
one	assumes	that	the	atomic	electron	cloud	ψ*	ψ,	which	is	polarized	by	the	
incident	field,	acts	like	an	oscillating	charge	density,	producing	an	ensemble	
dipole	moment	that	re-radiates	a	classical	Maxwell	field.	The	effects	of	radia-
tion	reaction,	i.e.,	the	back	action	of	the	emitted	field	on	the	atom,	are	taken	
into	account	by	requiring	the	coupled	Maxwell-Schrödinger	equations	to	be	
self-consistent	with	respect	to	the	total	field.	That	is,	the	field	that	the	atoms	
see	should	be	consistent	with	 the	field	radiated.	 In	 this	way,	 semiclassical	
theory	becomes	a	self-contained	description	of	the	dynamics	of	a	quantum	
mechanical	atom	interacting	with	a	classical	field.	As	we	have	noted	above,	
its	successes	far	outweigh	our	expectations.

Let	us	apply	 the	semiclassical	analysis	 to	 the	photoelectric	effect,	which	
provided	the	original	impetus	for	the	quantization	of	light.	There	are	three	
observed	features	of	this	effect	that	need	accounting.	First,	when	light	shines	
on	a	photo-emissive	surface,	electrons	are	ejected	with	a	kinetic	energy	E	
equal	to	�	times	the	frequency	v	of	the	incident	light	less	some	work	func-
tion	Φ,	as	in	Eq.	4.2.	Second,	it	is	observed	that	the	rate	of	electron	ejection		
is	proportional	to	the	square	of	the	incident	electric	field	E0.	Third,	and	more	
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subtle,	there	is	not	necessarily	a	time	delay	between	the	instant	the	field	is	
turned	on,	and	the	time	when	the	photoelectron	is	ejected,	contrary	to	clas-
sical	expectations.

All	 three	 observations	 can	 be	 nominally	 accounted	 for	 by	 applying	 the	
semiclassical	theory	to	lowest	order	in	perturbation	of	the	atom-field	inter-
action	V(t)	=	−eE0r.11	This	furnishes	a	Fermi	Golden	Rule	for	the	probability	
of	transition	of	the	electron	from	the	ground	state	g	of	the	atom	to	the	kth	
excited	state	in	the	continuum:

 Pk	=	[2π(e|rkg|E0/2�)2	t]	δ[ν	–	(Ek	–	Eg)/ �],	 (4.3)

where	erkg	is	the	dipole	matrix	element	between	the	initial	and	final	states.	
The	δ-function	 (which	 has	 units	 of	 time)	 arises	 from	 considering	 the	 fre-
quency	response	of	the	surface,	and	assuming	that	t	is	at	least	as	long	as	sev-
eral	optical	cycles:	νt	>>	1.	Now,	writing	energy	Ek	–	Eg	as	E	+	Φ,	we	see	that	
the	δ-function	 immediately	 implies	Eq.	4.2.	The	second	fact	 is	also	clearly	
contained	in	Eq.	4.3	since	Pk	is	proportional	to	E2

0.	The	third	fact	of	photo-
electric	detection,	 the	finite	 time	delay,	 is	explained	 in	 the	sense	 that	Pk	 is	
linearly	proportional	to	t,	and	there	is	a	finite	probability	of	the	atom	being	
excited	even	at	infinitesimally	small	times.

Thus,	the	experimental	aspects	of	the	photoelectric	effect	are	completely	
understandable	from	a	semiclassical	point	of	view.	Where	we	depart	from	
a	classical	intuition	for	light	is	a	subtle	issue	connected	with	the	third	fact,	
namely	that	 there	 is	negligible	 time	delay	between	the	 incidence	of	 light	
and	 the	 photoelectron	 emission.	 While	 this	 is	 understandable	 from	 an	
atomic	 point	 of	 view—the	 electron	 has	 finite	 probability	 of	 being	 excited	
even	at	very	short	 times—the	argument	breaks	down	when	we	consider	
the	 implications	 for	 the	field.	That	 is,	 if	we	persist	 in	 thinking	about	 the	
field	classically,	energy	is	not	conserved.	Over	a	time	interval	t,	a	classical	
field	E0	brings	 in	a	flux	of	energy	ε0 E2

0	At	 to	bear	on	the	atom,	where	A	
is	 the	atomic	cross-section.	For	 short	enough	 times	 t,	 this	energy	 is	neg-
ligible	 compared	 to	 �v,	 the	 energy	 that	 the	 electron	 supposedly	 absorbs	
(instantaneously)	when	it	becomes	excited.	We	just	do	not	have	the	author-
ity,	within	the	Maxwell	formalism,	to	affect	a	similar	quantum jump	for	the	
field	energy.

For	this	and	other	reasons	(see	next	section),	it	behooves	us	to	supplement	
the	epistemology	of	the	Maxwell	theory	with	a	quantized	view	of	the	elec-
tromagnetic	field	that	fully	accounts	for	the	probabilistic	nature	of	light	and	
its	inherent	fluctuations.	This	is	exactly	what	Paul	Dirac	did	in	the	year	1927,	
when	the	photon	concept	was,	for	the	first	time,	placed	on	a	logical	founda-
tion,	and	the	quantum	theory	of	radiation	was	born.16	This	was	followed	in	
the	1940s	by	the	remarkably	successful	theory	of	quantum	electrodynamics	
(QED)—the	quantum	theory	of	interaction	of	light	and	matter—that	achieved	
unparalleled	numerical	 accuracy	 in	predicting	experimental	 observations.	
Nevertheless,	a	short	twenty	years	later,	we	would	come	back	full	circle	in	
the	saga	of	semiclassical	theory,	with	Ed	Jaynes	questioning	the	need	for	a	
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quantum	theory	of	radiation	at	the	1966	conference	on	Coherence	and	Quan-
tum	Optics	at	Rochester,	New	York.

“Physics	 goes	 forward	 on	 the	 shoulders	 of	 doubters,	 not	 believers,	 and	
I	doubt	that	QED	is	necessary,”	declared	Jaynes.	 In	his	view,	semiclassical	
theory—or	“neoclassical”	 theory,	with	 the	addition	of	a	 radiation	 reaction	
field	 acting	 back	 on	 the	 atom	 –	 was	 sufficient	 to	 explain	 the	 Lamb	 shift,	
thought	by	most	to	be	the	best	vindication	yet	of	Dirac’s	field	quantization	
and	QED	theory	 (see	below).	Another	 conference	attendee,	Peter	Franken,	
challenged	Jaynes	to	a	bet.	One	of	us	(MOS)	present	at	the	conference	recalls	
Franken’s	words:	“You	are	a	reasonably	rich	man.	So	am	I,	and	I	say	put	your	
money	where	your	face	is!”	He	wagered	$100	over	whether	the	Lamb	shift	
could	or	could	not	be	calculated	without	QED.	Jaynes	took	the	bet	that	he	
could,	and	Willis	Lamb	agreed	to	be	the	judge.

In	the	1960s	and	70s,	Jaynes	and	his	collaborators	reported	partial	success	
in	predicting	the	Lamb	shift	using	neoclassical	theory.17	They	were	able	to	
make	a	qualitative	connection	between	the	shift	and	the	physics	of	radiation	
reaction—in	the	absence	of	field	quantization	or	vacuum	fluctuations—but	
failed	to	produce	an	accurate	numerical	prediction	which	could	be	checked	
against	 experiment.	 For	 this	 reason,	 at	 the	 1978	 conference	 in	 Rochester,	
Lamb	 decided	 to	 yield	 the	 bet	 to	 Franken.	 An	 account	 of	 the	 arguments	
for	and	against	this	decision	was	summarized	by	Jaynes	in	his	paper	at	the	
conference.18	 In	 the	end,	QED	had	survived	 the	 challenge	of	 semiclassical	
theory,	and	vacuum	fluctuations	were	indeed	“very	real	things”	to	be	reck-
oned	with.

4.� Seven examples

Our	first	three	examples	below	illustrate	the	reality	of	vacuum	fluctuations	
in	 the	electromagnetic	field	as	manifested	 in	 the	physics	of	 the	atom.	The	
“photon”	acquires	a	stochastic	meaning	in	this	context.	One	speaks	of	a	clas-
sical	electromagnetic	field	with	fluctuations	due	to	the	vacuum.	To	be	sure,	
one	cannot	“see”	these	fluctuations	with	a	photodetector,	but	they	make	their	
presence	felt,	for	example,	in	the	way	the	atomic	electrons	are	“jiggled”	by	
these	random	vacuum	forces.

4.3.1 Spontaneous Emission

In	 the	 phenomenon	 of	 spontaneous	 emission,19	 an	 atom	 in	 the	 excited	 state	
decays	to	the	ground	state	and	spontaneously	emits	a	photon	(see	Figure	4.2).	
This	“spontaneous”	emission	is	in	a	sense	stimulated	emission,	where	the	stim-
ulating	field	is	a	vacuum	fluctuation.	If	an	atom	is	placed	in	the	excited	state	
and	the	field	is	classical,	the	atom	will	never	develop	a	dipole	moment	and	will	
never	radiate.	In	this	sense,	semiclassical	theory	does	not	account	for	spontane-
ous	emission.	However,	when	vacuum	fluctuations	are	included,	we	can	think	
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conceptually	of	the	atom	as	being	stimulated	to	emit	radiation	by	the	fluctuat-
ing	field,	and	the	back	action	of	the	emitted	light	will	drive	the	atom	further	
to	the	ground	state,	yielding	decay	of	the	excited	state.	It	is	in	this	way	that	we	
understand	spontaneous	emission	as	being	due	to	vacuum	fluctuations.

4.3.2 Lamb Shift

Perhaps	the	greatest	triumph	of	field	quantization	is	the	explanation	of	the	
Lamb	shift20	between,	for	example,	the	2s1/2	and	2p1/2	levels	in	a	hydrogenic	
atom.	Relativistic	quantum	mechanics	predicts	 that	 these	 levels	should	be	
degenerate,	in	contradiction	to	the	experimentally	observed	frequency	split-
ting	of	about	1	GHz.	We	can	understand	the	shift	intuitively21	by	picturing	
the	electron	forced	to	fluctuate	about	its	first-quantized	position	in	the	atom	
due	 to	 random	kicks	 from	 the	surrounding,	fluctuating	vacuum	field	 (see	
Figure	4.3).	 Its	average	displacement	〈∆r〉	 is	zero,	but	the	squared	displace-
ment	 〈∆r〉2	 is	 slightly	 nonzero,	 with	 the	 result	 that	 the	 electron	 “senses”	 a	
slightly	different	Coulomb	pull	from	the	positively	charged	nucleus	than	it	
normally	would.	The	effect	is	more	prominent	nearer	the	nucleus	where	the	

a

ψ

Г

b

FigURE 4.2
Spontaneous emission—Two-level	 atom,	 with	 upper-level	 linewidth	Γ	 spontaneously	 emits	 a	
photon.	Fluctuations	in	the	vacuum	field	cause	the	electron	in	the	excited	state	to	decay	to	the	
ground	state	in	a	characteristic	time	Γ−1.

2p

2s

FigURE 4.3
Lamb shift—Schematic	illustration	of	the	Lamb	shift	of	the	hydrogenic	2s1/2	state	relative	to	the	
2p1/2	state.	Intuitive	understanding	of	the	shift	as	due	to	random	jostling	of	the	electron	in	the	2s	
orbital	by	zero-point	fluctuations	in	the	vacuum	field.
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Coulomb	potential	falls	off	more	steeply,	thus	the	s	orbital	is	affected	more	
than	the	p	orbital.	This	is	manifested	as	the	Lamb	shift	between	the	levels.

4.3.3 Micromaser—Scattering off the Vacuum

A	micromaser	consists	of	a	single	atom	interacting	with	a	single-mode	quan-
tized	field	in	a	high-Q	cavity.22	An	interesting	new	perspective	on	vacuum	
fluctuations	is	given	by	the	recent	example	of	an	excited	atom	scattering	off	
an	 effective	 potential	 barrier	 created	 by	 a	 vacuum	 field	 in	 the	 cavity	 (see	
Figure	4.4).23	When	the	atomic	center-of-mass	motion	is	quantized,	and	the	
atoms	are	 travelling	slow	enough	(their	kinetic	energy	 is	smaller	 than	the	
atom-field	interaction	energy),	it	is	shown	that	they	can	undergo	reflection	
from	the	cavity,	even	when	 it	 is	 initially	empty,	 i.e.,	 there	are	no	photons.	
The	reflection	of	 the	atom	takes	place	due	 to	 the	discontinuous	change	 in	
the	 strength	 of	 the	 coupling	 with	 vacuum	 fluctuations	 at	 the	 input	 to	 the	
cavity.	This	kind	of	reflection	off	an	edge	discontinuity	is	common	in	wave	
mechanics.	What	is	interesting	in	this	instance	is	that	the	reflection	is	due	to	
an	abrupt	change	in	coupling	with	the	vacuum	between	the	inside	and	the	
outside	of	the	cavity.	It	is	then	fair	to	view	this	physics	as	another	manifesta-
tion	of	 the	effect	of	vacuum	fluctuations,	 this	 time	affecting	 the	center-of-
mass	dynamics	of	the	atom.

Our	next	 three	 examples	 involve	 the	 concept	of	multi-particle	 entangle-
ment,	 which	 is	 a	 distinguishing	 feature	 of	 the	 quantized	 electromagnetic	
field.	Historically,	inter-particle	correlations	have	played	a	key	role	in	funda-
mental	tests	of	quantum	mechanics,	such	as	the	EPR	paradox,	Bell	inequali-
ties	and	quantum	eraser.	These	examples	illustrate	the	reality	of	quantum	
correlations	in	multi-photon	physics.	In	recent	years,	entangled	photons	have	
been	key	to	applications	in	quantum	information	and	computing,	giving	rise	
to	new	technologies	such	as	photon	correlation	microscopy	(see	below).

4.3.4 Quantum Beats

In	 general,	 beats	 arise	 whenever	 two	 or	 more	 frequencies	 of	 a	 wave	 are	
simultaneously	present.	When	an	atom	in	the	excited	state	undergoes	decay	

Excited atom

Cavity with
no photons

FigURE 4.4
Scattering off the vacuum—An	excited	atom	approaching	an	empty	cavity	can	be	reflected	for	
slow	enough	velocities.	The	vacuum	cavity	field	serves	as	an	effective	potential	barrier	for	the	
center-of-mass	wave	function	of	the	atom.
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along	two	transition	pathways,	the	light	produced	in	the	process	is	expected	
to	register	a	beat	note	at	the	difference	frequency,	ωα	–	ωβ,	in	addition	to	the	
individual	transition	frequencies	ωα	and	ωβ.	However,	when	a	single	atom	
decays,	beats	are	present	only	when	the	two	final	states	of	the	atom	are	iden-
tical	(see	Figure	4.5).	When	the	final	states	are	distinct,	quantum	theory	pre-
dicts	an	absence	of	beats.24	This	is	so	because	the	two	decay	channels	end	in	
different	atomic	states	[|b〉	or	|c〉	in	Figure	4.5(b)].	We	now	have	which-path	
information	since	we	need	only	consult	the	atom	to	see	which	photon	(α	or	
β)	was	emitted—i.e.,	the	entanglement	between	the	atom	and	the	quantized	
field	destroys	the	interference.	Classical	electrodynamics,	vis	á	vis	semiclas-
sical	theory,	cannot	explain	the	“missing”	beats.

4.3.5 Quantum Eraser and Complementarity

In	 the	quantum	eraser,25	 the	which-path	 information	about	 the	 interfering	
particle	 is	 erased	by	manipulating	 the	second,	entangled	particle.	Comple-
mentarity	is	enforced	not	by	the	uncertainty	principle	(through	a	measure-
ment	process),	but	by	a	quantum	correlation	between	particles.26	This	notion	
can	 be	 realized	 in	 the	 context	 of	 two-photon	 interferometry.27–29	 Consider	
the	 setup	 shown	 in	 Figure	4.6,	 where	 one	 of	 two	 atoms	 i	=	 1,2	 emits	 two	
photons	φi	and	γi.	Interference	is	observed	in	φ	only	when	the	spatial	origin	
of	γ	cannot	be	discerned,	i.e.,	when	detector	D1	or	D2	clicks.	Erasure	occurs	
when	the	γ	photon	is	reflected	(rather	than	transmitted)	at	beamsplitter	BS1	
or	BS2,	which	in	the	experiment	occurs	after	the	φ	photon	has	been	detected.	
Thus,	quantum	entanglement	between	the	photons	enables	a	realization	of	
“delayed	choice”,30	which	cannot	be	simulated	by	classical	optics.

4.3.6 Photon Correlation Microscopy

Novel	 interference	 phenomena	 arise	 from	 second-order	 correlations	 of	
entangled	photons,	such	as	arise	from	the	spontaneous	cascade	decay	of	a	

(a) Beats (b) No Beats

a

b

c

ωα ωβ

a

b

c

ωα ωβ

FigURE 4.5
Quantum beats—a)	When	a	single	atom	decays	from	either	of	two	upper	levels	to	a	common	
lower	level,	the	two	transition	frequencies	produce	a	beat	note	ωα-ωβ	in	the	emitted	photon.	
b)	No	beats	are	present	when	the	lower	levels	are	distinct,	since	the	final	state	of	the	atom	pro-
vides	distinguishing	information	on	the	decay	route	taken	by	the	photon.
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three-level	atom	(where	the	emitted	photons	are	correlated	in	frequency	and	
time	of	emission).2	When	two	such	atoms	are	spatially	separated	and	one	of	
them	undergoes	decay,	a	two-photon	correlation	measurement	enables	high-
resolution	spectral	microscopy	on	the	atomic	level	structure.31	It	can	be	shown	
that	the	resolution	of	the	upper	two	levels	a	and	b	 in	each	atom	is	 limited	
only	by	the	linewidth	Γa,	and	not	by	Γa	and	Γb	together	(as	is	usually	the	case).	
This	phenomenon	relies	on	the	path	and	frequency	entanglement	between	
the	two	photons	arising	from	spatially	separated	cascade	sources.

A	further	consequence	of	the	two-atom	geometry	is	the	enhancement	in	
spatial	resolution	that	occurs	because	the	photons	are	entangled	in	path—that	
is,	the	photon	pair	arises	from	one	atom	or	the	other,	and	their	joint	paths	
interfere.	 Coincident	 detection	 of	 the	 two	 photons	 (each	 of	 wavelength	λ)	
shows	a	fringe	resolution	that	is	enhanced	by	a	factor	of	two	as	compared	to	
the	classical	Rayleigh	limit,	λ/2.	This	enables	applications	in	high-resolution	
lithography.32,33	The	fringe	doubling	is	due	to	the	fact	that	the	two	photons	
propagate	along	the	same	path,	and	their	sum	frequency,	2ω,	characterizes	
their	joint	detection	probability.	Path	entanglement	cannot	be	simulated	by	
(co-propagating)	classical	light	pulses.

4.3.7 Two-Site Downconversion interferometry

In	 what	 follows,	 we	 consider	 a	 two-particle	 interferometry	 experiment	 that	
allows	us	to	elucidate	both	facets	of	the	photon	considered	above—vacuum	fluc-
tuations	and	quantum	entanglement.	The	thought	experiment	we	have	in	mind	
is	based	on	an	actual	one	that	was	carried	out	using	parametric	downconver-
sion.34	Consider	the	setup	shown	in	Figure	4.7,	where	two	atoms	i	=	1,	2	are	fixed	
in	position	and	one	of	them	emits	two	photons,	labeled	φi	and	γi,	giving	rise	to	a	
two-photon	state	that	is	a	superposition	of	emissions	from	each	atom:

	
| | | | | ).ψ φ γ φ γ〉 〉 〉 〉 〉= +1

2
1 1 2 2(

	
(4.4)

γ1 φ1

φ2
γ2

D3

D1

D2
BS3

BS2

BS1

D4

D0

FigURE 4.6
Quantum eraser—One	of	two	atoms	(solid	circles)	emits	two	photons	φi	and	γi.	Interference	is	
observed	in	φ	by	scanning	detector	D0.	Beamsplitters	BS1-BS3	direct	γ	to	four	detectors.	A	click	
in	detectors	D3	or	D4	provides	which-path	information	on	γ,	preventing	interference	in	φ.	A	
click	in	detectors	D1	or	D2	erases	which-path	information	and	restores	interference	in	φ.	Figure	
adapted	from	Ref.	[29].
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This	is	an	entangled	state	in	the	sense	that	an	emission	of	φi	is	always	accom-
panied	by	an	emission	of	γi,	for	i	=	1	or	2.	Let	us	suppose	that	we	are	interested	
in	interference	of	the	φ	photon	only,	as	measured	by	varying	the	path	lengths	
of	φ1	and	φ2	to	detector	Dφ.	The	γ	photon	serves	as	a	marker	that	potentially	
records	which	atom	emitted	the	φ	photon.	It	 is	found	that	by	inserting	(or	
removing)	a	beamstop	in	the	path	of	γ1,	the	interference	fringes	can	be	made	
to	vanish	(or	re-appear)	at	Dφ,	even	when	Dγ	is	not	actually	observed.

It	is	interesting	to	explain	this	phenomenon	using	stochastic	electrodynam-
ics35	(as	was	done	with	the	Lamb	shift).	Let	us	replace	the	two	photons	φ	and	
γ	with	classical	light	fields	Eφi	(r,	t)	and	Eγi	(r,	t),	generated	respectively	by	dipole	
transitions	a-b	and	b-c	in	each	atom	i.	If	the	atoms	are	initially	in	a	superposi-
tion	of	states	a	and	c,	then	zero-point	fluctuations	in	the	field	mode	γ	will	intro-
duce	population	into	level	b	(from	a),	with	a	random	phase	ϕγ,i.	The	first-order	
interference	in	the	field	mode	φ	will	now	depend	on	an	ensemble	average	over	
the	vacuum-induced	two-atom	phase	difference:	 〈 〉 ∝〈 〉.φE E i1 2 1 2

φ
γ γϕ ϕexp[ ( )], ,- -

This	 quantity	 goes	 to	 zero	 if	 the	 two	 phases	 are	 statistically	 independent,	
which	 is	 the	 case	 when	 the	 beamstop	 is	 in	 place	 between	 the	 two	 atoms.	
Thus,	we	have	here	a	connection	between	vacuum	fluctuation	physics	(which	
is	responsible	for	spontaneous	emission	of	photons),	and	two-particle	correla-
tion	physics	(which	is	the	key	to	quantum	erasure).

4.4 the Quantum Field theory View

A	 quantum	 theory	 of	 radiation2–5	 is	 indispensable	 to	 understanding	 the	
novel	properties	of	light	mentioned	above.	Central	to	the	theory	is	the	idea	
of	field	quantization,	which	develops	the	formal	analogy	with	the	quantum	
mechanics	of	the	harmonic	oscillator.	The	position	q	and	momentum	p	of	an	

γ1
r1

B
r2 γ2

φ1

φ2

Dφ

Dγ

FigURE 4.7
Two-site downconversion interferometry—Two	atoms	are	located	at	r1	and	r2,	one	of	which	emits	
two	photons,	labeled	φi	and	γi.	Detectors	Dφ	and	Dγ	measure	the	respective	photons.	Inserting	
the	beamstop	B	 in	the	path	of	γ1	allows	us	to	infer	(potentially,	by	checking	Dγ)	which	atom	
emitted	the	φ	photon.	This	potential	which-path	information	is	sufficient	to	prevent	the	inter-
ference	of	φ1	and	φ2	possibilities	at	Dφ.	Setup	models	the	experiment	of	Ref.	[34].
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oscillating	particle	satisfy	the	commutation	relation	[ ]ˆ, ˆ ˆ ˆ ˆ ˆq p qp pq i= .- = � 	In	the	
case	of	the	radiation	field,	q	and	p	represent	the	electric	(E)	and	magnetic	(B)	
fields	of	the	light	in	a	given	wave-vector	and	polarization	mode	k.	Thus,	the	
quantum	electromagnetic	field	consists	of	an	infinite	product	of	such	general-
ized	harmonic	oscillators,	one	for	each	mode	of	the	field.	A	Heisenberg-type	
uncertainty	relation	applies	to	these	quantized	Maxwell	fields:

	 ∆E∆B	≥	�/2	×	constant.	 (4.5)

Such	field	fluctuations	are	an	intrinsic	feature	of	the	quantized	theory.	The	
uncertainty	relation	can	also	be	formulated	in	terms	of	the	in-phase	(p)	and	
in-quadrature	(q)	components	of	the	electric	field,	where	E(t)	=	p	cos	νt	+	
q	sin	vt.

To	 introduce	 the	notion	of	a	photon,	 it	 is	convenient	 to	 recast	 the	above	
quantization	 of	 the	field	 in	 terms	 of	 a	Fourier	decomposition,	 or	 in	 terms	
of	the	normal	modes	of	a	field	in	a	cavity.	These	correspond	to	the	positive	
frequency	(going	like	e−iνt)	and	negative	frequency	(going	like	eiνt)	parts	of	the	
electric	field	respectively	(summed	over	all	modes	k):

	

E t E t E t

ik

k

k

( , ) ( , ) ( , )

( )exp(

r r r

r

= +
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+ -

∑= [α ν kk k k kt i t) ( )exp( )].*+α ν* r

	

(4.6)

Here	αk	is	the	amplitude	of	oscillation,	and	k(r)	is	a	mode	function	like	exp	
(ik	⋅	r)	for	travelling	waves	in	free	space	and	sin	(k	⋅	r)	for	standing	waves	
in	a	box.	We	consider	the	oscillator	amplitudes	αk	and	α*k,	corresponding	to	
harmonic	motion,	to	be	quantized	by	replacing	αk	→	âk	and	α*k	→	â†

k.	By	anal-
ogy	to	the	quantum	mechanics	of	the	harmonic	oscillator,	the	application	of	
â	produces	a	field	state	with	one	less	quantum	of	energy,	and	the	application	
of	 â†	 produces	 a	 field	 state	 with	 one	 more	 quantum	 of	 energy.	 This	 natu-
rally	leads	to	discrete	energies	for	the	radiation	field	in	each	mode:	nk	=	0,	
1,	2,	etc.

Both	wave	and	particle	perspectives	are	present	in	the	quantum	view—the	
former	in	the	picture	of	a	stochastic	electromagnetic	field,	and	the	latter	in	
the	language	of	particle	creation	and	annihilation.	Combining	these	points	
of	 view,	 one	 can	 think	 of	 the	 “photon”	 as	 a	 discrete	 excitation	 of	 a	 set	 of	
modes	{k}	of	the	electromagnetic	field	in	some	cavity,	where	the	mode	opera-
tors	satisfy	the	boson	commutation	relation:	 [ˆ ˆ ] .†a ak k, = 1 	Questions	such	as	
how	to	define	the	cavity,	and	what	normal	modes	to	use,	cannot	be	answered	
once	and	for	all,	but	depend	on	the	particular	physical	setup	in	the	labora-
tory	(see	quote	by	Willis	Lamb	at	the	beginning).	Guided	by	this	operational	
philosophy,	we	revisit	the	wave-particle	debate	on	the	nature	of	light	in	the	
guise	of	the	following	questions.
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4.5 What Is a Photon and Where Is It?

In	other	words,	in	what	manner	(and	to	what	extent)	can	we	regard	the	pho-
ton	as	a	true	“particle”	that	is	localized	in	space?	When	first	introduced,	the	
photon	was	conceived	of	as	a	particulate	carrier	of	discrete	light	energy,	E	=	
�v,	a	conception	guided	by	considerations	of	the	interaction	between	radia-
tion	and	matter.	From	semiclassical	arguments,	we	saw	how	this	discrete-
ness	was	related	to	finite	energy	spacings	in	the	atom.	Here,	we	pursue	this	
line	 of	 reasoning	 further	 to	 inquire	 whether	 a	 fully	 quantized	 theory	 of	
matter-radiation	interaction	can	lend	a	characteristic	of	spatial discreteness	to	
the	photon	when	it	interacts	with	a	finite-sized	atom.	This	line	of	thinking	
derives	 from	the	quantum	theory	of	photodetection36	 (which,	 incidentally,	
also	relies	on	the	photoelectric	effect).

Closely	 related	 to	 the	 issue	 of	 photon	 localization	 is	 the	 (much	 debated)	
question	of	the	existence	of	a	photon	wave	function	ψ	 (r,	t),2,7,8	analogous	to	
that	of	an	electron	or	neutrino	(cf.	Figure	4.8).	The	connection	is	that	if	such	a	
wave	function	exists,	then	we	can	interpret	|ψ|2	dV	as	the	probability	of	find-
ing	the	photon	in	an	infinitesimal	volume	element	dV	in	space,	and	pursue	the	
localization	of	 the	entire	photon	 to	an	arbitrarily	small	volume	constrained	
only	 by	 the	 uncertainty	 principle.	 Moreover,	 a	 “first-quantized	 theory”	 of	
the	 electromagnetic	 field	 would	 be	 interesting	 from	 the	 point	 of	 view	 of	
discussing	various	quantum	effects	that	result	from	wave	interference	and	
entanglement.	It	would	also	allow	us	to	treat	the	mechanics	of	the	photon	on	
par	with	that	of	massive	particles,	such	as	electrons	and	atoms,	and	enable	a	

Photon Neutrino

Eikonal
physics

Ray optics (Fermat):
δ∫nds = 0

Classical mechanics (Hamilton):
δ∫Ldt = 0

“Wave”
mechanics

Maxwell equations:

Ψ̇ = – i−
0

cs·p
–cs·p

0 Ψ Ф̇ = – i−
0

cσ·p
–cσ·p

0 Ф

Dirac equations:

Quantum
field theory

Ê+(r,t) = ∑kâk(t)εk(r)
|ψ̇ = − i− �γ|ψ

ˆ ˆφ+(r,t) = ∑pcp(t)φp(r)
|φ̇ = − i− �v |φ

FigURE 4.8
Comparison	of	physical	theories	of	a	photon	and	a	neutrino.	Eikonal	physics	describes	both	
in	particle	 terms,	showing	the	parallel	between	Fermat’s	principle	 in	optics	and	Hamilton’s	
principle	in	classical	mechanics	(L	is	the	Lagrangian).	The	Maxwell	equations	can	be	formu-
lated	in	terms	of	photon	wave	functions,	in	the	same	form	that	the	Dirac	equations	describe	
the	relativistic	wave	mechanics	of	the	neutrino.	Here,	ψ	is	a	six-vector	representing	the	wave	
functions	associated	with	the	electric	and	magnetic	fields,	p	=	(�/i)∇	as	usual,	and	s	=	(sx,	sy,	sz)	
are	a	set	of	3	×	3	matrices	that	take	the	place	of	the	Pauli	matrices	σx,	σy and	σz.	See	Ref	[2]	for	
details.	Finally,	quantum	field	theory	gives	a	unified	description	of	both	the	photon	and	the	
neutrino	in	terms	of	quantized	field	operators.
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unified	treatment	of	matter-radiation	interaction	that	supersedes	the	semiclas-
sical	theory	in	rigor,	but	still	avoids	the	language	of	field	quantization.

Concerning	the	issue	of	“where”	the	photon	is,	one	is	reminded	of	an	often	
asked	question	in	introductory	quantum	mechanics:	“How	can	a	single	par-
ticle	go	through	both	slits	in	a	Young-type	experiment?”

Richard	Feynman	answers	this	by	saying	“nobody	knows,	and	its	best	if	
you	try	not	to	think	about	it.”	This	is	good	advice	if	you	have	a	picture	of	a	
single	photon	as	a	particle.	On	the	other	hand	if	you	think	of	the	photon	as	
nothing	more	nor	less	than	a	single	quantum	excitation	of	the	appropriate	
normal	mode,	then	things	are	not	so	mysterious,	and	in	some	sense	intui-
tively	obvious.

What	we	have	in	mind	(referring	to	Figure	4.1)	is	to	consider	a	large	box	
having	simple	normal	modes	and	to	put	two	holes	in	the	box	associated	with	
the	Young	slits.	If	light	is	incident	on	the	slits,	we	will	have	on	the	far	wall	of	
the	box	an	interference	pattern	characteristic	of	classical	wave	interference,	
which	we	can	describe	as	a	superposition	of	normal	modes.	Now	we	quan-
tize	these	normal	modes	and	find	that	a	photodetector	on	the	far	wall	will	
indeed	respond	to	the	single	quantum	excitation	of	a	set	of	normal	modes	
which	 are	 localized	 at	 the	 peaks	 of	 the	 interference	 pattern,	 and	 will	 not	
respond	when	placed	at	the	nodes.	In	this	sense,	the	issue	is	a	non	sequitur.	
The	photon	is	common	to	the	box	and	has	no	independent	identity	in	going	
through	one	hole	or	the	other.

But	to	continue	this	discussion,	let	us	ask	what	it	is	that	the	photodetector	
responds	to.	As	we	will	clarify	below,	this	is	essentially	what	has	come	to	be	
called	the	photon	wave	function.2	Historical	arguments	have	tended	to	dis-
favor	the	existence	of	such	a	quantity.	For	example,	in	his	book	on	quantum	
mechanics,37	Hendrik	Kramers	asks	whether	“it	 is	possible	to	consider	the	
Maxwell	equations	to	be	a	kind	of	Schrödinger	equation	for	light	particles.”	
His	bias	against	this	view	is	based	on	the	disparity	in	mathematical	form	of	
the	 two	types	of	equations	 (specifically,	 the	number	of	 time	derivatives	 in	
each).	The	former	admits	real	solutions	(sin	νt	and	cos	νt)	for	the	electric	and	
magnetic	waves,	while	the	latter	is	restricted	to	complex	wave	functions	(eiνt	
or	e−iνt,	but	not	both).	Another	argument	is	mentioned	by	David	Bohm	in	his	
quantum	theory	book,38	where	he	argues	that	there	is	no	quantity	for	light	
equivalent	to	the	electron	probability	density	P(x)	=	|ψ(x)|2:

There	is,	strictly	speaking,	no	function	that	represents	the	probability	
of	finding	a	light	quantum	at	a	given	point.	If	we	choose	a	region	large	
compared	with	a	wavelength,	we	obtain	approximately

	
P x

x x
h x

( )
( ) (

( )
≅  2 2

8
+ )

,
π ν

but	if	this	region	is	defined	too	well,	ν(x)	has	no	meaning.
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Bohm	goes	on	to	argue	that	the	continuity	equation,	which	relates	the	prob-
ability	density	and	current	density	of	an	electron,	cannot	be	written	for	light.	
That	is,	a	precise	statement	of	the	conservation	of	probability	cannot	be	made	
for	the	photon.	In	what	follows,	we	will	see	that	we	can	partially	overcome	
the	objections	raised	by	Kramers	and	Bohm.

Let	 us	 develop	 the	 analogy	 with	 the	 electron	 a	 bit	 further.	 Recall	 that	
the	wave	function	of	an	electron	in	the	coordinate	representation	is	given	
by	ψ(r,	t)	=	〈r|ψ〉,	where	|r〉	is	the	position	state	corresponding	to	the	exact	
localization	of	the	electron	at	the	point	r	in	space.	Now	the	question	is,	can	
we	write	something	like	this	for	the	photon?	The	answer	is,	strictly	speak-
ing,	“no,”	because	there	is	no	|r〉	state	for	the	photon,	or	more	accurately,	
there	is	no	particle	creation	operator	that	creates	a	photon	at	an	exact	point	
in	space.	Loosely	speaking,	even	if	there	were,	〈r′|r〉	≠	δ	(r	–	r′)	on	the	scale	
of	a	photon	wavelength.	Nevertheless,	we	can	still	define	 the	detection	of	
a	photon	to	a	precision	 limited	only	by	the	size	of	 the	atom	(or	detector)	
absorbing	it,	which	can	in	principle	be	much	smaller	than	the	wavelength.	
This	gives	precise,	operational	meaning	to	the	notion	of	“localizing”	a	pho-
ton	in	space.

If	we	detect	the	photon	by	an	absorption	process,	then	the	interaction	cou-
pling	the	field	and	the	detector	is	described	by	the	annihilation	operator	Ê+		
(r,	t),	defined	in	Eq.	4.6.	According	to	Fermi’s	Golden	Rule,	the	matrix	element	
of	this	operator	between	the	initial	and	final	states	of	the	field	determines	the		
transition	 probability.	 If	 there	 is	 only	 one	 photon	 initially	 in	 the	 state	 |ψ〉,	
then	the	relevant	final	state	is	the	vacuum	state	|0〉.	The	probability	density	of	
detecting	this	photon	at	position	r	and	time	t	is	thus	proportional	to2

	
G E t tψ ψ κ ψ( ) | | ( , )| | | (r, )|1 2 20= =+〈 〉ˆ .r  	

(4.7)

Here,	κ	is	a	dimensional	constant	such	that	|ψ|2	has	units	of	inverse	volume.	
The	quantity	ψ(r,	t)	may	thus	be	regarded	as	a	kind	of	‘electric-field	wave	
function’	for	the	photon,	with	{〈0|Ê+	(r,	t)}†	=	Ê−	(r,	t)|0〉	playing	the	role	of	the	
position	state	|r〉.	That	is,	by	summing	over	infinitely	many	wave	vectors	in	
Eq.	4.6,	and	appealing	to	Fourier’s	theorem,	Ê−	(r,	t)	can	be	interpreted	as	an	
operator	that	creates	the	photon	at	the	position	r	out	of	the	vacuum.	Of	course,	
we	have	to	be	careful	not	to	take	this	interpretation	too	precisely.

It	is	interesting	to	calculate	ψ(r,	t)	for	the	photon	spontaneously	emitted	
by	an	atom	when	it	decays.	Consider	a	two-level	atom	located	at	r0,	initially	
excited	in	level	a	and	decaying	at	a	rate	Γ	to	level	b,	as	shown	in	Figure	4.2.	The	
emitted	field	state	|ψ〉	is	a	superposition	of	one-photon	states	|1k〉,	summed	
over	all	modes	k,	written	as
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where	ω	is	the	atomic	frequency,	and	gab,k	is	a	coupling	constant	that	depends	
on	the	dipole	moment	between	levels	a	and	b.	The	spectrum	of	the	emitted	
field	is	approximately	Lorentzian,	which	corresponds	in	the	time	domain	to	
an	exponential	decay	of	the	excited	atom.	Calculating	ψ(r,	t)	for	this	state,	
we	obtain

	
ψ ηθ ω( , ) ( / )exp[ ( / )( /r t K

r
t r c i i t r c= sin - - -+ Γ 2 ))],

	
(4.9)

where	K	is	a	normalization	constant,	r	=	|r	–	r0|	is	the	radial	distance	from	
the	 atom,	 and	η	 is	 the	 azimuthal	 angle	 with	 respect	 to	 the	 atomic	 dipole	
moment.	The	step	function	θ	 (t	–	r/c)	 is	an	 indication	that	nothing	will	be	
detected	until	the	light	from	the	atom	reaches	the	detector,	travelling	at	the	
speed	c.	Once	the	detector	starts	seeing	the	pulse,	the	probability	of	detec-
tion	|ψ|2	decays	exponentially	in	time	at	the	rate	Γ.	The	spatial	profile	of	the	
pulse	mimics	the	radiation	pattern	of	a	classical	dipole.

To	what	extent	can	we	interpret	Eq.	4.9	as	a	kind	of	wave	function	for	the	
emitted	 photon?	 It	 certainly	 has	 close	 parallels	 with	 the	 Maxwell	 theory,	
since	it	agrees	with	what	we	would	write	down	for	the	electric	field	in	the	far	
zone	of	a	damped,	radiating	dipole.	We	can	go	even	further,	and	introduce	
vector	wave	functions	Ψ	and	Ψ*	corresponding	to	the	electric	and	magnetic	
field	vectors	e	and	H	respectively,	and	show	that	these	satisfy	the	Maxwell	
equations	 (see	Figure	4.8).	This	 formalism	provides	 the	so-called	“missing	
link”	between	classical	Maxwell	electrodynamics	and	quantum	field	theory.7	
But	we	have	to	be	careful	in	how	far	we	carry	the	analogy	with	mechanics.	
For	example,	there	is	no	real	position	operator	ˆ	r	for	the	photon	in	the	wave-
mechanical	limit,	as	there	is	for	a	first-quantized	electron.	Nevertheless,	the	
wave	function	Ψ(r,	t)	does	overcome	the	main	objection	of	Kramers	(since	it	
is	complex)	and	partially	overcomes	that	of	Bohm	(photodetection	events	are	
indeed	localized	to	distances	smaller	than	a	wavelength).

The	 real	 payoff	 of	 introducing	 a	 photon	 wave	 function	 comes	 when	 we	
generalize	this	quantity	to	two	or	more	photons.	A	“two-photon	wave	func-
tion”	Ψ(r1,	 t1;	 r2,	 t2)	 may	 be	 introduced	 along	 similar	 lines	 as	 above,	 and	
used	 to	 treat	problems	 in	second-order	 interferometry	 (see	Ref	 [2],	 ch.	21).	
Entanglement	between	the	 two	photons	results	 in	an	 inseparability	of	 the	
wave	function:	Ψ(r1,	t1;	r2,	t2)	≠	φ	(r1,	t1)	γ	(r2,	t2),	as	in	the	example	of	the	
two-photon	 state	 in	Eq.	 4.4.	The	novel	 interference	effects	 associated	with	
such	states	may	be	explained	in	terms	of	this	formalism.

Thus,	the	photon	wave	function	concept	is	useful	in	comparing	the	inter-
ference	of	classical	and	quantum	light,	and	allows	us	to	home	in	on	the	key	
distinction	between	the	two	paradigms.	 In	particular,	 through	association	
with	photodetection	amplitudes,	multi-photon	wave	 functions	 incorporate	
the	 phenomenology	 of	 quantum-correlated	 measurement,	 which	 is	 key	 to	
explaining	the	physics	of	entangled	light.
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Conclusion

What	is	a	photon?	In	this	chapter,	we	have	strived	to	address	this	concept	
in	 unambiguous	 terms,	 while	 remaining	 true	 to	 its	 wonderfully	 multi-	
faceted	nature.	The	story	of	our	quest	to	understand	the	character	of	light	is	a	
long	one	indeed,	and	parallels	much	of	the	progress	of	physical	theory.	Dual	
conceptions	of	 light,	as	wave	and	particle,	have	co-existed	since	antiquity.	
Quantum	mechanics	officially	sanctions	this	duality,	and	puts	both	concepts	
on	 an	 equal	 footing	 (to	 wit,	 the	 quantum	 eraser).	 The	 quantum	 theory	 of	
light	 introduces	 vacuum	 fluctuations	 into	 the	 radiation	 field,	 and	 endows	
field	states	with	quantum,	many-particle	correlations.	Each	of	these	develop-
ments	provides	us	with	fresh	insight	on	the	photon	question,	and	allows	us	
to	hone	our	perspective	on	the	waveparticle	debate.

The	 particulate	 nature	 of	 the	 photon	 is	 evident	 in	 its	 tendency	 to	 be	
absorbed	and	emitted	by	matter	in	discrete	units,	leading	to	quantization	of	
light	energy.	In	the	spatial	domain,	the	localization	of	photons	by	a	photo-
detector	makes	it	possible	to	define	a	“wave	function”	for	the	photon,	which	
affords	a	“first-quantized”	view	of	the	electromagnetic	field	by	analogy	to	
the	 quantum	 mechanics	 of	 material	 particles.	 Quantum	 interference	 and	
entanglement	 are	 exemplified	 by	 one-photon	 and	 two-photon	 wave	 func-
tions,	 which	 facilitate	 comparisons	 to	 (and	 clarify	 departures	 from)	 clas-
sical	wave	optics.	Moreover,	 this	 interpretive	 formalism	provides	a	bridge	
between	the	two	ancient,	antithetical	conceptions	of	light—its	locality	as	a	
particle,	and	its	functionality	as	a	wave.
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I	don’t	know	anything	about	photons,	but	I	know	one	when	I	see	one
 Roy J. Glauber

We	present	a	brief	history	of	the	photon	and	summarize	the	canonical	
procedure	to	quantize	the	radiation	field.	Our	answer	to	the	question	
“what	is	a	photon?”	springs	from	the	Wigner	representation	of	quan-
tum	mechanics	as	applied	to	a	single	photon	number	state.

© 2003 Optical Society of America

5.1 Introduction

For	centuries	light	in	its	various	manifestations	has	been	a	pace	maker	for	
physics.	We	are	reminded	of	the	wave-particle	controversy	of	classical	light	
between	Thomas	Young	and	Isaac	Newton.	We	also	recall	the	decisive	role	
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of	the	null	aether	experiment	of	Albert	A.	Michelson	in	the	birth	of	special	
relativity.	Many	more	examples	could	be	listed.	However,	three	phenomena	
that	opened	the	quantum	era	stand	out	most	clearly.	(i)	Black-body	radiation	
paved	the	way	for	quantum	mechanics.	(ii)	The	level	shift	in	the	fine	struc-
ture	of	hydrogen,	that	 is	 the	Lamb	shift	marks	the	beginning	of	quantum	
electrodynamics,	 and	 (iii)	 the	 almost	 thirty	 years	 lasting	 debate1	 between	
Albert	Einstein	and	Niels	Bohr	on	the	double-slit	experiment	could	open	the	
path	way	to	quantum	information	processing	in	our	still	young	millenium.

The	photon	as	a	continuous	source	of	inspiration	and	its	illusiveness	has	
repeatedly	been	emphasized2	by	John	A.	Wheeler:	Catchy	phrases	such	as	
“the	 photon—a	 smoky	 dragon”,	 “no	 elementary	 quantum	 phenomenon	 is	
a	phenomenon	until	 it	 is	a	recorded	phenomenon”,	and	“it	 from	bit”	were	
coined	by	him	to	express	in	a	vivid	way	the	seemingly	acausal	behavior	of	
the	photon	in	the	delayed-choice	experiment,	the	special	role	of	the	observer	
in	quantum	mechanics,	and	the	concept	of	a	participatory	universe	due	to	
the	measurement	process,	respectively.

The	opposite	view,	one	free	from	any	mystery	has	been	strongly	advocated3	
by	Willis	E.	Lamb.	According	to	him	the	word	“photon”	should	be	striken	
from	the	dictionary	since	there	is	no	need	for	it.	The	correct	approach	is:	First	
define	modes	and	 then	quantize	 them	according	 to	a	harmonic	oscillator.	
In	the	early	days	of	the	laser	theory,	that	is	the	early	sixties,	Lamb	handed	
out	licences	to	physicists	for	the	word	“photon”.	Only	those	who	were	lucky	
enough	 to	 obtain	 such	 a	 license	 were	 allowed	 to	 use	 the	 word	 “photon”.	
These	days	are	long	gone	by.	Today	nobody	applies	for	licenses	anymore.	We	
have	again	freedom	of	speech	and	photons	appear	everywhere	even	when	
there	is	no	need	for	them.	Often	photons	are	used	in	a	sloppy	way	like	some	
people	use	phrases	such	as	“You	know	what	I	mean”	in	conversations	when	
even	they	themselves	do	not	know	what	they	mean.	In	these	cases	photons	
serve	as	a	Charlie	Brown	security	blanket.

Such	a	sloppy	approach	is	not	conducive	to	unravelling	the	deeper	secrets	
of	the	photon	that	are	still	waiting	to	be	discovered.	We,	therefore,	welcome	
this	opportunity	to	readdress	the	old	question	“what	is	a	photon?”	and	argue	
in	favor	of	the	canonical	approach	to	field	quantization.	At	the	same	time	we	
try	to	communicate	the	many	fascinating	facets	of	the	photon.	Needless	to	
say,	we	do	not	claim	to	have	understood	all	sides	of	the	photon.	Our	position	
is	probably	best	described	by	Roy	J.	Glauber’s	joke:	“I	don’t	know	anything	
about	photons,	but	I	know	one	when	I	see	one”.	This	quote	is	a	paraphrase	of	
the	well-known	attempt	of	the	American	Supreme	Court	Justice	Potter	Stew-
art	to	define	obscenity	in	the	1964	trial	Jacobellis	versus	Ohio	by	stating	“I	
know	it	when	I	see	it”.	Glauber’s	application	to	our	dilemma	with	the	photon	
serves	as	the	motto	of	our	chapter.	It	is	worth	mentioning	that	Glauber	after	
his	lecture	at	the	Les	Houches	summer	school4	1963	was	one	of	the	very	few	
people	ever	given	a	license	for	the	photon	and	he	had	not	even	applied	for	
one.

Our	chapter	is	organized	as	follows.	A	brief	historical	summary	of	the	quan-
tum	theory	of	radiation	emphasizes	the	crucial	roles	of	Max	Born,	Pascual		
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Jordan	and	Werner	Heisenberg	 in	 introducing	 the	quantum	mechanics	of	
the	field.5,6	This	introductory	section	also	alludes	to	the	problem	of	a	hermi-
tian	phase	operator7	that	originated	from	Fritz	London8	and	was	ignored	by	
Paul	Adrian	Maurice	Dirac’s	seminal	paper9	on	the	quantum	theory	of	the	
emission	and	absorption	of	radiation.	We	then	outline	the	formalism10	of	the	
quantization	of	the	field	in	a	version	well-suited	for	the	description	of	recent	
experiments11,	12	 in	 cavity	 quantum	 electrodynamics.	 In	 this	 approach	 we	
expand	the	electromagnetic	field	into	a	complete	set	of	mode	functions.	They	
are	determined	by	the	boundary	conditions	of	the	resonator	containing	the	
radiation.	In	this	language	a	“photon”	is	the	first	excitation	of	a	single	mode.	
The	Wigner	phase	space	distribution13,	14	allows	us	to	visualize	the	quantum	
state	of	a	system.	We	present	the	Wigner	functions	for	a	gallery	of	quantum	
states,	 including	 a	 single	 photon	 number	 state.	 Several	 proposals	 to	 mea-
sure	the	Wigner	function	have	been	made.15	Recently	experiments11,	12,	16	have	
created	and	measured	the	phase	space	function	of	a	single	photon.	We	con-
clude	by	summarizing	an	approach	pioneered	by	J.	A.	Wheeler	in	the	context	
of	geometrodynamics.17	This	formalism	gives	the	probability	amplitude	for	
a	given	electric	or	magnetic	field	configuration	in	the	vacuum	state	and	does	
not	make	use	of	the	notion	of	a	mode	function.	A	brief	summary	and	outlook	
alludes	to	the	question	of	a	wave	function	of	a	photon,18	addressed	in	more	
detail	in	the	article	by	A.	Muthukrishnan	et al.	in	this	issue.

5.2 History of Field Quantization

It	was	a	desperate	situation	that	Max	Planck	was	facing	at	 the	turn	of	 the	
19th	century.	How	to	explain	the	energy	distribution	of	black-body	radiation	
measured	in	the	experiments	at	 the	Physikalisch-Technische	Reichsanstalt	
by	Heinrich	Rubens	and	coworkers	with	such	an	unprecedented	accuracy?	
How	to	bridge	the	gap	between	the	Rayleigh-Jeans	law	describing	the	data	
correctly	for	small	frequencies	and	Wien’s	law	valid	in	the	large	frequency	
domain?	Planck’s	revolutionary	step	is	well-known:	The	oscillators	situated	
in	the	walls	of	the	black-body	resonator	can	only	emit	or	absorb	energy	in	
discrete	portions.	The	smallest	energy	unit	of	the	oscillator	with	frequency	W	
is	�Ω,	where	in	today’s	notation	�	is	Planck’s	constant.	It	is	interesting	to	note	
that	Planck	had	initially	called	this	new	constant	Boltzmann’s	constant—not	
to	be	confused	with	Boltzmann’s	constant	kB	of	thermodynamics.

Planck’s	discovery	marks	the	beginning	of	quantum	mechanics	in	its	early	
version	of	Atommechanik	à	la	Bohr-Sommerfeld	and	the	matured	wave	or	
matrix	mechanics	of	Erwin	Schrödinger	and	W.	Heisenberg.	It	also	consti-
tutes	the	beginning	of	the	quantum	theory	of	radiation.	Although	Planck	got	
his	pioneering	result	by	quantizing	the	mechanical	oscillators	of	the	wall,	it	
was	soon	realized	that	it	is	the	light	field	whose	energy	appears	in	discrete	
portions.	This	discreteness	suggested	the	notion	of	a	particle	which	Einstein	
in	1905	called	“light	quantum”.	The	concept	of	a	particle	was	also	supported	
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by	his	insight	that	this	light	quantum	enjoys	a	momentum	�k	where	k	=	2p/λ	
is	the	wave	number	of	the	light	of	wave	length	λ.	The	name	“photon”	for	the	
light	quantum	originated	much	later.	It	was	the	chemist3	Gilbert	N.	Lewis	
at	Stanford	University	who	in	1926	coined	the	word	“photon”	when	he	sug-
gested	a	model	of	chemical	bonding.	His	model	did	not	catch	on,	however	
the	photon	survived	him.	For	more	historical	and	philosophical	details	we	
refer	to	Ref.	3	and	the	chapter	by	A.	Zajonc	is	this	book.

The	rigorous	quantum	theory	of	radiation	starts	in	1925	with	the	imme-
diate	 reaction	of	Born	and	 Jordan5	on	Heisenberg’s	deep	 insight19	 into	 the	
inner	workings	of	the	atom	obtained	during	a	lonely	night	on	the	island	of	
Helgoland.	Indeed,	it	is	in	this	paper	that	Born	and	Jordan	show	that	the	non-
commuting	objects	proposed	by	Heisenberg	are	matrices.	This	article5	also	
contains	the	so-called	Heisenberg	equations	of	motion.	Moreover,	it	applies	
for	 the	 first	 time	 matrix	 mechanics	 to	 electrodynamics.	 Born	 and	 Jordan	
recall	that	the	electromagnetic	field	in	a	resonator	is	a	collection	of	uncoupled	
harmonic	oscillators	and	interpret	the	electromagnetic	field	as	an	operator,	
that	is	as	a	matrix.	Each	harmonic	oscillator	is	then	quantized	according	to	
matrix	mechanics	and	the	commutation	relation	 [ ]ˆ, ˆq p i= � 	between	position	
and	momentum	operators	 q̂ 	and	 ˆ ,p 	respectively.	This	work	is	pushed	even	
further	 in	 the	 famous	 Drei-Männer-Arbeit6	 where	 also	 Heisenberg	 joined	
Born	and	Jordan.	This	paper	elucidates	many	consequences	of	the	quantum	
theory	of	radiation	from	the	matrix	mechanics	point	of	view.	In	particular,	
it	calculates	from	first	principles	the	energy	fluctuations	of	the	black-body	
radiation.	 From	 today’s	 demand	 for	 rapid	 publication	 in	 the	 eprint	 age,	 it	
is	quite	remarkable	to	recall	the	submission	and	publication	dates	of	these	
three	pioneering	papers:	July	26,	1925,	September	27,	1925,	November	16,	1925.	
All	three	papers	were	published	in	1925.

A	 new	 chapter	 in	 the	 book	 of	 the	 quantized	 electromagnetic	 field	 was	
opened	in	1927	when	Dirac9	considered	the	interaction	of	a	quantized	elec-
tromagnetic	field	with	an	atom	which	is	also	described	by	quantum	theory.	
In	this	way	he	derived	the	Einstein	A-	and	B-coefficients	of	spontaneous	and	
induced	emission.	His	paper	defines	the	beginning	of	quantum	electrody-
namics	leading	eventually	to	the	modern	gauge	theories.

Dirac’s	paper	is	also	remarkable	from	a	different	point	of	view.	He	does	
not	quantize	the	field	in	terms	of	non-commuting	position	and	momentum	
operators	but	by	decomposing	the	annihilation	and	creation	operators	â and	
â†	into	action	 n̂ and	angle	φ̂	operators	with	[ ]ˆ , ˆn iφ = �.	However,	such	a	decom-
position	 is	 not	 well-defined,	 since	 n̂ and	 φ̂	 cannot	 be	 conjugate	 variables.	
Indeed,	they	have	different	type	of	spectra:	The	spectrum	of	 n̂  is	discrete	
whereas	the	phase	in	continuous.	The	problems	arising	in	the	translation	of	
classical	action-angle	variables	which	are	at	the	heart	of	the	Bohr-Sommerfeld	
Atommechanik	to	action-angle	operators	had	already	been	pointed	out	by	
Fritz	London8	in	1926.	He	showed	that	there	does	not	exist	a	hermitian	phase	
operator	 ˆ .φ 	Since	then	this	problem	of	finding	the	quantum	mechanical	ana-
logue	of	the	classical	phase	has	resurfaced	repeatedly	whenever	there	was	a	
substantial	improvement	in	the	technical	tools	of	preparing	quantum	states	
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of	the	radiation	field.	These	periods	are	characterized	by	the	development	of	
the	maser	and	laser,	the	generation	of	squeezed	states,	and	the	amazing	one-
atom	maser.	In	particular,	the	generation	of	squeezed	light	in	the	mid-eight-
ies	has	motivated	Stephen	Barnett	and	David	Pegg7	to	propose	a	hermitian	
phase	operator	in	a	truncated	Hilbert	space.

Enrico	 Fermi	 independently	 developed	 his	 own	 approach10	 towards	 the	
quantum	theory	of	radiation.	In	Ref.	10	Fermi	applies	the	quantum	theory	
of	radiation	to	many	physical	situations.	For	example,	he	treats	Lippmann	
fringes	and	shows	that	the	radiation	emitted	by	one	atom	and	absorbed	by	
another	 travels	 with	 the	 speed	 of	 light.	 Notwithstanding	 Fermi’s	 analysis	
this	 problem	 was	 discussed	 later	 in	 many	 papers	 and	 it	 was	 shown	 that	
Fermi’s	model	predicts	instantaneous	propagation.

5.3 Mode Functions

After	this	historical	introduction	we	briefly	summarize	in	the	next	two	sec-
tions	the	essential	ingredients	of	Fermi’s	approach	towards	quantizing	the	
electromagnetic	field.	Here	we	concentrate	on	a	domain	of	space	that	is	free	
of	charges	and	currents.

In	 the	Coulomb	gauge	with	
� �
∇⋅A = 0 	we	find	from	Maxwell’s	equations	

the	wave	equation

	

1
0

2

2

2c t
A t r

∂
∂
−






∆

� �
( , ) =

	
(5.1)

for	 the	vector	potential	
� � �
A A t r= ( , ) 	where	∆	denotes	 the	 three-dimensional	

Laplace	operator.
We	shall	 expand	

�
A  into	a	 complete	 set	of	 mode	 functions	

� � �
� �u u rk k, , ( )σ σ= 	

defined	by	the	Helmholtz	equation

	
( ) ,∆+ =

� � �
�k u rk

2 0σ( )
	

(5.2)

and	the	boundary	conditions	set	by	the	shape	of	the	resonator.
For	the	example	of	a	resonator	shaped	like	a	shoe	box	the	mode	functions	

are	products	of	sine	and	cosine	functions.	In	order	to	match	the	boundary	
conditions	 of	 vanishing	 transverse	 electric	 field	 on	 the	 metallic	 walls	 the	
components	of	the	wave	vector	

�
k  have	to	be	integer	multiples	of	p/Lj	where	

Lj denotes	the	length	of	the	 j-th	side	of	the	resonator.	The	vector	character	
of	the	mode	function	

�
�uk ,σ 	 is	determined	by	the	Coulomb	gauge	condition	

which	 for	a	 rectangular	 resonator	 takes	 the	 form	
� � �

�k u rk⋅ , .σ( ) = 0 	Hence,	 the	
direction	 of	

�
u  has	 to	 be	 orthogonal	 to	 the	 wave	 vector	

�
k. 	 The	 Coulomb	

gauge	translates	into	a	transverse	vector	potential	which	is	the	reason	why	
this	gauge	is	sometimes	referred	to	as	“transverse	gauge”.	Since	in	general	
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there	are	two	perpendicular	directions	there	are	two	polarization	degrees	
indicated	by	the	index	σ.

At	 this	 point	 it	 is	 worthwhile	 emphasizing	 that	 the	 discreteness	 of	 the	
wave	vector	is	unrelated	to	quantum	mechanics.	It	is	solely	determined	by	
the	boundary	conditions	 imposed	on	the	Helmholtz	equation.	 Indeed,	 the	
variable	

�
r  indicating	the	position	in	space	is	a	classical	quantity	and	not	a	

quantum	mechanical	operator.
For	 more	 sophisticated	 shapes	 of	 resonators	 the	 mode	 functions	 become	

more	complicated.	Nevertheless,	their	basic	properties	explained	above	for	the	
elementary	example	of	a	box-shaped	resonator	still	hold	true.	In	particular,	
the	mode	functions	

� �
u r( ) 	are	complete	and	enjoy	the	orthonormality	relation

	

1 3

V V
d r u r u r

 

   

′
′ ′⋅∫ � � � �* ( ) ( ) ,= δ

	
(5.3)

where	Vℓ	denotes	the	effective	volume	of	the	ℓ-th	mode.	In	order	to	simplify	
the	notation	we	have	combined	the	three	components	of	the	wave	vector	

�
k	

and	the	polarization	index	σ to	one	index	ℓ.
Due	to	the	completeness	of	the	eigenfunctions	we	can	expand	the	vec-

tor	potential

	

� � � �
A t r q t u r( , ) ( ) ( )≡∑  

 	
(5.4)

where	 	 is	a	constant	that	we	shall	choose	later	in	order	to	simplify	the	
calculations.	The	time	dependent	amplitude	qℓ	of	the	ℓ-th	mode	follows	from	
the	differential	equation

	
��q t q t  ( ) ( )+ =W2 0 	

(5.5)

of	a	harmonic	oscillator	of	frequency	W ≡ c k| |.
�

	Here	a	dot	denotes	differ-
entiation	with	 respect	 to	 time.	This	equation	emerges	when	we	substitute	
the	expansion,	Eq.	5.4,	into	the	wave	equation,	Eq.	5.1,	and	make	use	of	the	
Helmholtz	equation,	Eq.	5.2.

The	notion	of	 the	field	amplitudes	 in	 the	modes	as	harmonic	oscillators	
stands	out	most	clearly	when	we	calculate	the	energy

	
H d r E B≡





∫ 3

0
2

0

21
2

1
2

ε
µ

� �
+

	
(5.6)

of	the	electromagnetic	field	in	the	resonator.	Indeed,	when	we	use	the	relations

	

�
�

� � �
E

A
t

q u= =− −∂
∂ ∑  



(r)
	

(5.7)

44249_C005.indd   64 6/24/08   11:50:13 AM



A Photon Viewed from Wigner Phase Space 65

and

	

� � � � � �
B A q u r= =∇ × ∇ ×∑  



( )
	

(5.8)

connecting	in	Coulomb	gauge	the	electric	and	magnetic	fields	
�
E 	and	

�
B 	with	

the	vector	potential	
�
A 	we	find	after	a	few	lines	of	calculations14

	
H H q q= = +   



1
2

1
2

2 2 2� W∑∑ .
	

(5.9)

Here	 we	 have	 used	 the	 orthonormality	 relation,	 Eq.	 5.3,	 and	 have	 chosen		
the	prefactor	 ≡ ( ) /ε0

1 2V − 	in	the	expansion	Eq.	5.4.

5.4 Field operators

According	 to	 Eq.	 5.9	 the	 electromagnetic	 field	 is	 a	 collection	 of	 harmonic	
oscillators	with	conjugate	variables	qℓ	and	 p q ≡ � . 	The	natural	method	to	
quantize	the	field	is	therefore	to	replace	the	variables	qℓ	and	pℓ	by	operators	
q̂ 	and	 p̂ 	satisfying	the	canonical	commution	relations	 [ˆ ˆ ] .q p ih   , -

,′ ′= δ 	In	
this	way	we	arrive	at	the	operator

	

� � � �ˆ ˆ ( )E t r p t u r( , ) ( )= −   



∑
	

(5.10)

of	the	electric	field	and

	

� � � � �ˆ ˆ ( )B t r q t u r( , ) ( )=   



∇ ×∑
	

(5.11)

of	the	magnetic	field.
From	the	expressions	Eqs.	5.10	and	5.11	we	recognize	that	

�̂
E 	and	

�̂
B 	must	be	

conjugate	variables	since	
�̂
B 	only	contains	generalized	position	operators	 q̂	

whereas	
�̂
E 	only	involves	generalized	momentum	operators	 ˆ .p 	Therefore,	it	

is	not	surprising	that	in	general	it	is	not	possible	to	measure	the	electric	and	
magnetic	field	simultaneously	with	arbitrary	accuracy.	The	limits	put	on	the	
accuracy	of	field	measurements	has	been	the	subject	of	two	famous	papers	
by	N.	Bohr	and	Leon	Rosenfeld.1

We	conclude	by	casting	the	quantum	analogue

	

ˆ ˆ ˆH p q≡∑ 1
2

1
2

2 2 2
  



+ W
	

(5.12)
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of	the	Hamiltonian	Eq.	5.9	into	a	slightly	different	form.	For	this	purpose	it	is	
useful	to	introduce	the	annihilation	and	creation	operators	 â ≡ [ /( )] /W 2 1 2� 	
( / )ˆ ˆq ip  + W 	and	 ˆ†a ≡ [ /( )] /W 2 1 2� 	 ( / ),ˆ ˆq ip  − W 	respectively.	The	commuta-
tion	relation	 [ , ] ,

ˆ ˆ†a a   ′ ′= δ 	follows	from	the	one	of	 q̂ 	and	 ˆ .p ′ 	The	Hamilto-
nian	of	the	electromagnetic	field	then	takes	the	form

	

ˆ ˆ ˆH H n≡




∑ ∑







= +�W 1
2

	
(5.13)

where	 ˆ ˆ ˆ†n a a  ≡ 	denotes	the	number	operator.
The	 contribution	 1/2	 arises	 from	 the	 commutation	 relations	 and	 results	

in	the	familiar	zero	point	energy.	Since	every	mode	contributes	the	energy	
�Wℓ/2	and	there	are	infinitely	many	modes	we	arrive	at	an	infinite	zero	point	
energy	of	the	electromagnetic	field.	In	general	we	drop	this	contribution	since	
a	constant	shift	in	the	energy,	that	is,	in	the	Hamiltonian,	does	not	influence	
the	dynamics,	even	if	it	is	infinite.	Under	certain	circumstances	this	contri-
bution	becomes	finite	and	gives	rise	to	a	physical	effect.	For	example,	we	find	
an	 attractive	 force20	 between	 two	 neutral	 conducting	 metal	 surfaces.	 This	
Casimir	force	has	also	been	observed	experimentally.14

5.5 Quantum States

Operators	are	only	one	side	of	the	coin	of	quantum	mechanics.	The	other	one	
is	the	description	of	the	quantum	system,	that	is,	the	electromagnetic	field,	
by	a	quantum	state.	In	general	this	state	|ψ〉	is	a	multimode	state,	that	is,	it	
involves	a	quantum	state	|ψℓ〉	for	each	mode	ℓ.	In	the	most	elementary	situa-
tion	the	states	of	the	individual	modes	are	independent	from	each	other	and	
the	state	of	the	electromagnetic	field	is	a	product	state

	
| | | | |Ψ〉 ≡ 〉 〉 ⊗ 〉 ⊗ 〉∏ ψ ψ ψ ψ



=� �−1 0 1 .
	

(5.14)

However,	the	most	interesting	states	are	the	ones	where	two	or	more	modes	
are	correlated	with	each	other.	Schrödinger	in	his	famous	paper1	“On the cur-
rent situation of quantum mechanics”	triggered	by	the	Einstein-Podolsky-Rosen	
paper1	 asking	 the	 question	 “Can quantum-mechanical description of physical 
reality be considered complete?”	coined	the	phrase	“entangled	states”.	In	order	
to	describe	entangled	states	it	is	useful	to	first	introduce	the	most	elementary	
quantum	states,	namely	photon	number	states	|nℓ〉.

The	states	|nℓ〉	are	eigenstates	of	the	operator	 ˆ ,n 	defined	by

	 n̂ n n n   | |〉 〉= 	 (5.15)
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with	integer	eigenvalues.	Since	the	states	|nℓ〉	are	eigenstates	of	the	Hamilto-
nian	H ˆ

ℓ	of	the	ℓ-th	mode	the	energy	of	the	field	in	the	state	|nℓ〉	is	then	(neglect-
ing	the	zero-point	energy)	nℓ�Wℓ ,	 that	is	nℓ	 times	the	fundamental	unit	�Wℓ.	
This	feature	has	led	to	the	notion	that	nℓ	quanta	of	energy	�Wℓ	are	in	this	mode.	
But	we	emphasize	that	this	energy	is	distributed	over	the	whole	resonator.	It	
cannot	be	localized	at	a	specific	position	

�
r. 	Indeed,	recall	that	we	have	found	

the	Hamiltonian,	Eq.	5.9,	by	integrating	the	energy	density,	Eq.	5.6,	over	the	
whole	resonator.	Due	to	the	discreteness	in	the	excitation	of	the	mode	in	por-
tions	of	units	�Wℓ	the	expression	“photon”	for	this	excitation	is	appropriate.

We	are	now	in	the	position	to	discuss	the	notion	of	an	entangled	state.	The	
state	|ψ〉	of	a	given	mode	 is	 in	general	a	 superposition	of	photon	number	
states,	that	is

	
| |ψ ψ〉 ≡ 〉∑ n

n

n .
	

(5.16)

We	emphasize	that	here	the	subscript	n	is	not	a	mode	index	but	counts	the	
quanta	in	a	single	mode.

Two	 states	 |ψ〉	 and	 | �ψ〉 	 that	 are	 independent	 of	 each	 other	 are	 then	
described	by	a	direct	product,	that	is

	
| | | | |

,

Ψ〉 〉 ⊗ 〉 〉 〉∑= =ψ ψ ψ ψ� �m n

m n

m n .
	

(5.17)

In	case	the	two	states	are	entangled	we	find

	

| | |,
,

Ψ Ψ〉 ≡ 〉 〉∑ m n
m n

m n .

	
(5.18)

where	the	expansion	coefficients	Ψm n,
	do	not	factorize	into	a	product	of	two	

contributions	solely	related	to	the	two	individual	modes.
Entangled	states	are	the	essential	ingredients	of	the	newly	emerging	and	

rapidly	moving	field	of	quantum	information	processing.21	They	can	be	cre-
ated	by	non-linear	optical	processes	such	as	parametric	down-conversion	as	
discussed	in	the	next	section	or	by	beam	splitters	as	outlined	in	detail	by	R.	
Loudon	and	A.	Zajonc	in	their	chapters	in	the	present	volume.

5.6 Wigner Functions of Photons

In	 the	 following	 two	 sections	 we	 focus	 on	 states	 of	 a	 single	 mode	 of	 the	
radiation	field	and	for	the	sake	of	simplicity	suppress	the	mode	index.	We	
introduce	 the	 Wigner	 phase	 space	 distribution	 and	 discuss	 experiments	
measuring	the	Wigner	function	of	a	single	photon.
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A	photon	denoted	by	the	quantum	state	|1〉	is	an	excitation	of	a	mode	of	the	
electromagnetic	field.	But	how	to	gain	deeper	insight	into	this	state?

Here,	the	Wigner	function	offers	itself	as	a	useful	tool	to	visualize	the	rather	
abstract	object	of	a	quantum	state.	It	was	introduced	in	1932	by	Eugene	Paul	
Wigner	in	a	paper13	concerned	with	the	corrections	of	quantum	mechanics	
to	classical	statistical	mechanics.	It	is	remarkable	that	in	a	footnote	Wigner	
shares	 the	 fame	 as	 the	 original	 proposer	 of	 this	 phase	 space	 distribution	
function.	He	states:	“This	expression	was	found	by	L.	Szilard	and	the	pres-
ent	author	some	years	ago	for	another	purpose”.

However,	 no	 such	 paper	 by	 Leo	 Szilard	 and	 Wigner	 exists.	 Later	 in	
life	 Wigner	 explained	 that	 he	 had	 only	 added	 this	 footnote	 in	 order	 to	
assist	 Szilard	 in	 his	 search	 for	 a	 research	 position.22	 It	 is	 astonishing	 that	
Heisenberg23	and	Dirac,24	who	later	was	to	become	Wigner’s	brother	in	law,	
had	already	earlier	introduced	this	phase	space	function.	In	particular,	Dirac	
had	 also	 studied	 many	 of	 its	 properties	 and	 amazingly	 enough	 Wigner	
seemed	to	be	unaware	of	Dirac’s	work.

We	now	turn	to	the	definition	of	the	Wigner	phase	space	distribution.	For	
this	purpose	it	is	useful	to	recall	that	the	eigenstates	|E〉	of	the	single-mode	
electric	field	operator	

� � �ˆ ˆE pu r= − 0 ( ) 	are	proportional	to	the	eigenstates	|p〉	of	
the	momentum	operator	 p̂.	Likewise,	the	eigenstates	|B〉	of	the	single	mode	

magnetic	field	operator	
� � �ˆ ˆB q u r= 0 ∇ × ( ) 	are	proportional	to	the	eigenstates	

|q〉	of	the	position	operator	 q̂ .
The	Wigner	function	W	=	W(q,	p)	of	a	state	|ψ〉	with	wave	function	ψ(q)	≡	
〈q|ψ〉	is	defined	by

	

W q p
h

d e q qip h( , ) -
/ *-≡







∞

∞

∫1
2 2 2π

ξ ψ ξ ψ ξξ−

−

− +






	
(5.19)

where	q	and	p	are	conjugate	variables.	For	a	massive	particle	they	correspond	
to	position	and	momentum	whereas	in	the	case	of	the	electromagnetic	field	
they	represent	the	amplitude	of	the	magnetic	and	electric	field,	respectively.

Hence,	the	problem	of	finding	the	Wigner	function	of	a	given	wave	func-
tion	amounts	to	evaluating	the	integral	Eq.	5.19.	For	the	example	of	a	photon	
number	state	|n〉	of	a	mode	with	frequency	W	the	wave	function	ϕn(q;W)	≡	〈q|n〉		
reads14

	
ϕn n nq N H q q( ; ) ( ) expW W W W≡











� �

− 1
2

2

	

(5.20)

where	Nn(W)	≡	(W/(p�))1/4	(2nn!)−1/2	and	Hn	denotes	the	n-th	Hermite	polynomial.
When	 we	 substitute	 this	 expression	 into	 the	 definition,	 Eq.	 5.19,	 of	 the	

Wigner	function	and	perform	the	integration	we	arrive	at14

	
W q p L q p q pn

n

n( , )
( )

[ ( , )]exp[ ( , )]=
− −1

2
π

η η
� 	

(5.21)
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where	η(q,p)	≡	(p2	+	W2q2)/(�W)	is	the	scaled	phase	space	trajectory	of	a	classi-
cal	harmonic	oscillator	and	Ln	denotes	the	n-th	Laguerre	polynomial.

The	two	phase	space	variables	q	and	p	enter	the	Wigner	function	in	a	sym-
metric	 way.	 Moreover,	 the	 Wigner	 function	 is	 constant	 along	 the	 classical	
phase	space	 trajectories,	 that	 is	along	circles.	 Its	behavior	along	 the	 radial	
direction	is	determined	by	the	Laguerre	polynomial.	In	order	to	study	these	
features	in	more	detail	we	now	analyze	and	display	in	Fig.	5.1	the	Wigner	
functions	of	the	ground	state,	a	one-photon	and	a	six-photon	state.

We	start	our	discussion	with	the	Wigner	function	of	the	ground	state,	that	
is	n	=	0	where	according	to	Eq.	5.20	the	wave	function

	
ϕ0 0

21
2

( ; ) ( )expq N qW W W
= −

�




 	

(5.22)

W0

W1

P 
q 

W6

FigURE 5.1
Gallery	of	Wigner	functions	of	a	single	mode	of	the	radiation	field.	The	Wigner	function	of	the	
vacuum	(top)	is	always	positive	whereas	the	ones	corresponding	to	a	single	photon	(center)	or	
six	photons	(bottom)	contain	significant	domains	where	the	phase	space	distribution	assumes	
negative	values.	The	circle	visible	in	the	quadrant	of	the	foreground	indicates	where	the	phase	
space	trajectory	corresponding	to	the	energy	�W(n	+	1/2)	runs.	The	scales	on	the	axes	are	identi-
cal	in	all	three	cases.
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is	a	Gaussian.	The	corresponding	Wigner	function

	
W q p q p0

2 2 21 1
( , ) exp ( ) ,= +

π� �
−
W
W











	
(5.23)

is	then	a	Gaussian	in	the	generalized	position	and	momentum	variables,	that	
is	in	the	electric	and	magnetic	field	amplitudes.	Thus,	the	Wigner	function	
of	the	ground	state,	that	is	a	mode	with	no	excitation,	that	is	no	photons,	is	
everywhere	positive.

We	now	turn	to	the	Wigner	function	of	a	single	photon,	that	is	of	the	first	
excited	 state	 |1〉.	 Since	 the	 first	 Laguerre	 polynomial	 reads	 L1	=	 1	 −	 x	 the	
Wigner	function,	Eq.	5.21,	takes	the	form

	
W q p e1

1
1 2( , )

(
( ) .=

− − −)
π

η η

� 	
(5.24)

Hence,	at	the	origin	of	phase	space	the	Wigner	function	assumes	the	negative	
value	W1(0,0)	=	(−1)/(p�).	Figure	5.1	shows	that	the	Wigner	function	is	not	only	
negative	at	the	origin,	but	also	in	a	substantial	part	of	its	neighborhood.	It	is	
the	existence	of	negative	parts	that	rules	out	a	probability	interpretation	of	the	
Wigner	function.	Nevertheless	it	can	be	used	to	develop	a	formalism	of	quan-
tum	mechanics	in	phase	space,14	that	is	equivalent	to	the	one	in	Hilbert	space.

The	negative	parts	of	the	Wigner	function	are	a	consequence	of	the	wave	
nature	of	quantum	mechanics.	This	feature	stands	out	most	clearly	when	we	
consider	the	Wigner	function	of	a	photon	number	state	with	many	photons	in	
it.	In	Fig.	5.1	we	show	the	Wigner	function	corresponding	to	the	state	|6〉.	We	
recognize	circular	wave	troughs	that	alternate	with	circular	wave	crests.	The	
Wigner	function	repeatedly	assumes	negative	values	and	contains	n	=	6	nodes.	
The	last	positive	crest	is	located	in	the	neighborhood	of	the	classical	phase	space	
trajectory	corresponding	to	the	quantized	energy	 E n= +�W( )1

2 	of	this	state.	
Hence,	this	positive-valued	ring	represents	the	classical	part	of	the	state	|n〉.	
The	fringes	caught	inside	reflect	the	quantum	nature	of	the	state.	In	order	to	
gain	deeper	insight	into	this	separation	of	wave	and	particle	nature,	we	recall	
that	a	photon	number	state	is	an	energy	eigenstate	of	a	harmonic	oscillator.	In	
the	limit	of	large	n,	that	is	many	quanta	of	excitation,	this	state	is	the	superpo-
sition	of	a	right-	and	a	left-going	wave.	Since	the	Wigner	function,	Eq.	5.19,	is	
bilinear	in	the	wave	function	the	interference	between	these	two	waves	mani-
fests	itself	in	the	structures	circumnavigated	by	the	classical	crest.

5.7 Measured Wigner Functions

Wigner	 functions	of	a	 single	photon	have	 recently	been	observed	experi-
mentally.	 Space	 does	 not	 allow	 us	 to	 present	 these	 experiments	 in	 every	
detail,	nor	can	we	provide	a	complete	theoretical	description.	Here	we	only	
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try	to	give	the	flavor	of	these	experiments	and	refer	to	the	literature11,	12	for	
more	details.

There	are	essentially	two	types	of	experiments.	The	first	approach	shown	
in	Fig.	5.2	uses	the	method	of	quantum	state	tomography	to	reconstruct	the	
Wigner	 function,	 whereas	 the	 second	 technique	 summarized	 in	 Fig.	 5.3	
obtains	the	Wigner	function	from	the	output	of	a	Ramsey	set-up.

In	the	tomography	approach	the	quantized	light	field	to	be	investigated	is	
mixed	on	a	beam	splitter	with	a	classical	field	of	rather	well-defined	phase.	
The	currents	emerging	from	two	photodetectors	are	subtracted.	In	contrast	
to	many	other	experiments	which	only	measure	the	average	of	the	current	
for	the	reconstruction	of	the	Wigner	function	we	need	the	full	statistics	of	
the	current	fluctuations,	 that	 is	 the	probability	distribution	of	 the	current.	
These	measurements	are	repeated	for	many	different	phases	of	the	classical	
field.	A	mathematical	algorithm,	the	so-called	Radon	transform,14	enables	us	
to	obtain	from	this	set	of	data	the	Wigner	function	of	the	underlying	state.	

1
1 2

2
P

X

BS

D

C

L

FigURE 5.2
Quantum	state	tomography	of	a	single	photon.	Generation	of	entangled	photons	and	triggered	
homodyne	detection	(top)	leads	to	the	reconstruction	of	the	Wigner	function	(bottom).	A	laser	
L	creates	through	a	non-linear	interaction	in	a	crystal	C	a	pair	of	photons	in	two	modes.	The	
photon	in	the	upper	mode	triggers	a	detector	D	and	the	photon	in	the	lower	mode	gets	mixed	
on	a	beam	splitter	BS	with	a	portion	of	the	original	laser	field	which	serves	as	a	local	oscillator.	
The	difference	 in	the	two	mixed	photo-currents	(homodyne	detector)	 is	correlated	with	the	
detection	of	the	photon	in	the	upper	mode.	The	current	distributions	for	various	phases	of	the	
laser	field	together	with	a	mathematical	algorithm—the	Radon	transform—yield	the	Wigner	
function	of	a	single	photon.	After	Lvovsky	et	al.,	Phys. Rev. Lett.	87,	050402	(2001).
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FigURE 5.3
Ramsey	interferometry	(top)	to	reconstruct	the	Wigner	functions	(bottom)	of	the	vacuum	(bot-
tom	upper)	and	a	single	photon	(bottom	lower)	in	an	ideal	cavity.	An	atomic	beam	emerging	
from	an	oven	O	and	prepared	in	B	in	a	Rydberg	state	probes	the	field	in	a	cavity	C.	For	this	
purpose	two	classical	light	fields	F	first	prepare	and	then	probe	two	internal	levels	of	the	atom:	
The	first	field	prepares	a	dipole	whereas	the	second	field	reads	out	the	change	of	the	dipole	due	
to	the	interaction	with	the	cavity	field.	A	detector	D	measures	the	populations	in	the	two	levels	
as	a	function	of	the	phase	difference	between	the	two	classical	fields.	These	Ramsey	fringes	are	
recorded	for	various	displacements	of	a	classical	field	S	injected	into	the	cavity.	The	contrast	of	
the	fringes	for	a	given	displacement	α	determines	the	Wigner	function	at	the	phase	space	point	
α.	After	P.	Bertet	et al.,	Phys. Rev. Lett.	89,	200402	(2002).
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Figure	5.2	shows	the	so-reconstructed	Wigner	function11	of	a	single	photon	
state	created	by	a	parametric	process	in	a	crystal.	We	recognize	the	negative	
parts	around	the	origin.

The	second	experiment12	is	from	the	realm	of	cavity	QED.	Here	an	atom	
probes	the	quantum	state	of	the	field	inside	a	resonator.	This	field	has	been	
prepared	earlier	by	one	or	more	atoms.	In	this	method	of	state	reconstruction	
the	information	about	the	state	is	stored	in	the	internal	states	of	the	atom.	
In	order	to	be	sensitive	to	interference	in	the	field	the	atoms	enter	and	are	
probed	in	a	coherent	superposition	of	 their	 internal	states.	For	the	sake	of	
simplicity	we	have	assumed	here	only	two	internal	states.	A	detector	at	the	
exit	of	the	device	measures	the	populations	in	the	two	states	as	a	function	of	
the	amplitude	of	a	classical	field	injected	into	the	resonator.	The	contrast	of	
the	interference	structures	determines	the	value	of	the	Wigner	function.

In	Fig.	5.3	we	show	the	radial	cut	of	the	so-obtained	Wigner	function	of	
the	vacuum	and	a	single	photon.	Whereas	the	vacuum	enjoys	a	Gaussian	
Wigner	function,	Eq.	5.23,	that	is	positive	everywhere	the	one	correspond-
ing	to	a	single	photon,	Eq.	5.24,	displays	clearly	substantial	negative	parts	
around	the	origin.

5.8 Wave Functional of Vacuum

Find	the	mode	functions	appropriate	for	the	problem	at	hand	and	quantize	
every	 mode	oscillator	according	 to	 the	 canonical	 prescription—that	 is	 the	
one-sentence	summary	of	the	quantum	theory	of	radiation.	The	excitations	
of	these	modes	are	the	photons.	The	situation	when	all	mode	oscillators	are	
in	their	ground	states	defines	the	vacuum	of	the	electromagnetic	field.

This	approach	relies	heavily	on	the	concept	of	a	mode	function.	We	now	
briefly	review	a	treatment17	that	does	not	involve	mode	functions	but	refers	
to	the	complete	electromagnetic	field	given	by	all	modes.	This	formulation	
provides	us	with	a	probability	amplitude	 Ψ Ψ= [ ( )]

� �
B r 	for	a	given	magnetic	

field	configuration	
� � �
B B r= ( ) 	being	in	the	ground	state.

In	order	to	motivate	this	expression	we	first	consider	a	single	mode	of	fre-
quency	Wℓ	characterized	by	the	mode	index	ℓ.	We	assume	that	the	field	in		
this	mode	 is	 in	 the	ground	state.	According	to	Eq.	5.22	 the	corresponding	
probability	amplitude	ϕ0(qℓ;Wℓ)	to	find	the	value	qℓ	determining	the	magnetic	
field	via	Eq.	5.8	is	then	the	Gaussian	distribution

	
ψ  


( ) expq q= − 1

2
2W

�




 	

(5.25)

where	ℓ	≡	N0(Wℓ)	denotes	the	normalization	constant.
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The	probability	amplitude	Ψ	for	the	vacuum	of	the	complete	electromag-
netic	field,	 that	 is	all	modes	 in	the	ground	state,	with	the	scaled	magnetic	
field	q−1	in	the	mode	−1,	and	the	field	q0	in	the	mode	0,	the	amplitude	q1	in	
mode	1	and	…	is	the	product

	
Ψ = =� �ψ ψ ψ ψ−1 1 0 0 1 1( ) ( ) ( ) ( )q q q q− ⋅ ⋅ ∏ 





	
(5.26)

of	the	ground	state	wave	functions	ψℓ	of	these	modes.	This	product	in	wave	
function	space	is	an	example	for	a	multimode	state	|Ψ〉	expressed	in	Eq.	5.14	
in	terms	of	state	vectors.

When	we	recall	the	Gaussian	wave	function,	Eq.	5.25	and	make	use	of	the	
property	eA	⋅	eB	=	eA+B	of	the	exponential	function	we	arrive	at

	

Ψ W= N qexp .− 1
2

2

�  



∑










	

(5.27)

Here,	we	have	introduced	the	normalization	constant	 N ≡ Π  .
In	the	derivation	of	the	Hamiltonian	Eq.	5.9	we	have	used	the	relation

	

1

0

3 2 2 2

µ
d rB r q

� �
( ) .= W



∑∫
	

(5.28)

The	integral	of	the	square	of	the	magnetic	field	translates	into	a	sum	of	the	
squares	of	 the	mode	amplitudes.	Hence,	we	should	be	able	 to	express	 the	
sum	 in	 the	 ground	 state	 wave	 function	Ψ,	 Eq.	 5.27,	 in	 terms	 of	 a	 bilinear	
product	of	magnetic	fields.	However,	 in	contrast	 to	Eq.	5.28	Ψ	 involves	Wℓ	
only	in	a	linear	way.	Hence,	the	connection	between	the	sum	in	Eq.	5.27	and	
the	magnetic	field	must	be	more	complicated.	Indeed,	Wheeler	showed17	that	
such	a	connection	exists	which	finally	yields
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(5.29)

The	quantity	Ψ	 is	 the	ground	state	 functional.	 It	 is	not	an	ordinary	 func-
tion	but	a	functional	since	it	depends	not	on	a	point	but	a	whole	function	� � �
B B r= ( ). 	 Indeed,	 it	 is	 the	probability	amplitude	 to	find	 the	magnetic	field	
distribution	

� � �
B B r= ( ) 	in	the	vacuum	state.	In	this	approach	no	explicit	men-

tioning	of	a	mode	function	is	made.
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Conclusions

The	photon	has	come	a	long	way.	From	Planck’s	minimal	portion	of	energy	
triggering	 the	 quantum	 revolution	 at	 the	 end	 of	 the	 19th	 century,	 via	 the	
quantum	of	excitation	of	 the	electromagnetic	field	dominating	the	physics	
of	the	20th	century,	to	entangled	photons	as	resources	of	quantum	cryptog-
raphy	and	teleportation.	In	this	version	photons	will	surely	be	central	to	the	
quantum	technology	of	the	21st	century.	At	last	we	have	achieved	a	complete	
understanding	of	the	photon,	we	might	think.

Is	our	situation	not	reminiscent	of	1874	when	professor	of	physics	Phillip	
von	Jolly	at	the	University	of	Munich	tried	to	discourage	the	young	Planck	
from	studying	theoretical	physics	with	the	words:	“Theoretical	physics	is	an	
alright	field	…	but	I	doubt	that	you	can	achieve	anything	fundamentally	new	
in	 it”	 (German	original:	 “Theoretische	Physik,	das	 ist	 ja	ein	ganz	schönes	
Fach	…	aber	grundsätzlich	Neues	werden	sie	darin	kaum	mehr	leisten	kön-
nen”)?	In	hindsight	we	know	how	wrong	von	Jolly	was	in	his	judgement.

Today	 there	 exist	 many	 hints	 that	 the	 photon	 might	 again	 be	 ready	 for	
suprises.	For	example,	we	do	not	have	a	generally	accepted	wave	function	of	
the	photon.	Many	candidates18	offer	themselves:	Should	we	use	the	classical	
Maxwell	field,	the	energy	density,	or	the	Glauber	coherence	functions?	4	The	
pros	and	cons	of	the	various	approaches	have	been	nicely	argued	in	the	paper	
by	A.	Muthukrishnan	et al.	in	this	volume.	But	could	it	be	that	there	is	no	such	
wave	function	at	all?	Would	this	exception	not	point	into	a	new	direction?

Closely	related	to	the	problem	of	the	proper	photon	wave	function	is	the	
question	of	the	position	operator	of	a	photon.25	Might	there	be	a	completely	
new	aspect	of	the	photon	lurking	behind	these	questions?

D.	Finkelstein’s	article	in	this	volume	is	even	arguing	that	there	is	still	too	
much	 commutativity	 in	 quantum	 mechanics—restricting	 it	 further	 might	
lead	to	an	even	richer	land	of	quantum	phenomena.

Make	no	mistake,	 we	have	 learned	a	 lot	 since	Einstein’s	 famous	admis-
sion	about	his	lack	of	deeper	insight	into	the	photon.	Nevertheless,	we	have	
only	started	to	scratch	the	surface.	Many	more	exciting	discoveries	can	be	
expected	to	appear	in	the	next	hundred	years	of	a	photon’s	life.
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Abstract

This	 article	 proposes	 a	 methodology	 of	 thinking	 (epistemology)	 to	 assist	
scientific	exploration	of	real	physical	processes	in	nature	(ontology).	Our	first	
assumption	 is	 that	 whatever	 we	 sense	 (experimentally	 or	 observationally),	
always	represents	real	 interactions	between	physical	entities	 in	nature.	Our	
second	assumption	is	that	nature	evolves	through	causal	(logical)	interactions	
between	different	entities,	which	are	validated	by	the	very	successes	of	our	
logical	mathematical	theories.	So,	our	objective	is	to	understand	and	visual-
ize	all	 the	processes	taking	place	 in	nature,	which	are	at	 the	root	of	cosmic	
and	biospheric	evolution.	Unfortunately,	we	do	not	know	any	of	the	natural	
entities	 completely.	Further,	 the	 transformations	 (changes)	 that	we	measure	
or	observe	do	not	provide	us	with	the	complete	information	regarding	neither	
all	the	forces	that	the	interactants	are	experiencing,	nor	can	they	relay	to	us	
through	our	measuring	device(s)	all	the	information	regarding	any	particular	
transformation	they	experience	in	any	experiment.	Thus	we	are	forever	chal-
lenged	to	create	a	causal	theory	about	nature	without	inventing	(imaginary)	
human	logics	to	fill	in	the	gap	of	incomplete	information	to	construct	a	theory	
that	hopefully	will	map	the	cosmic	logics	behind	the	interactions	we	are	study-
ing.	To	overcome	this	“incomplete	information	paradigm”,	we	need	a	scientific	
epistemology	to	iteratively	keep	on	refining	our	human	logics	in	all	theories	
and	move	them	closer	and	closer	to	our	goal	of	mapping	the	cosmic	logics.	
This	 “incomplete	 information	 paradigm”	 underscores	 the	 inevitability	 of	
paradoxes,	contradictions	and	confusions	in	our	conceptual	interpretations	of	
any	theory.	In	this	article,	we	explore	these	paradoxes	regarding	wave-particle		
duality	of	photons	and	suggest	possible	resolutions	of	such	paradoxes.

6.1 Introduction

The	purpose	of	this	chapter	is	to	generate	sufficient	doubt	in	the	minds	of	the	
readers	regarding	the	current	definition	of	photon	by	proposing	a	new	paradigm	
of	thinking	for	doing	science.	Hopefully,	this	will	entice	the	readers	to	explore	
the	out-of-box	proposals	regarding	what	photons	are	presented	in	Section	III.

But,	do	we	really	need	another	paradigm	change	in	thinking	for	doing	science?	
We	think	so	because	some	of	the	leading	thinkers	like	Smolin	[1]	Laughlin	[2]	and	
Penrose	[3]	are	expressing	doubt	about	the	direction	of	physics	research.	Confer-
ences	for	out-of-the-box	thinkers	are	being	organized	[4,5],	although	these	are	
miniscule	in	size	compared	to	main	stream	conferences.	And	this	book	itself	is	
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an	attempt	to	inspire	thinking	about	photons	beyond	the	currently	accepted	defi-
nition—a	monochromatic	Fourier	mode	of	the	vacuum.	We	want	to	underscore	
that	our	approach	is	that	of	reverse	engineers	by	accepting	nature	as	a	creative	
system	engineer.	Everything	in	the	micro	and	macro	domains	of	nature,	single	
cells	or	galaxies,	are	all	very	complex	systems	constantly	undergoing	orderly	and	
creative	transformations	through	assembly,	dis-assembly	and	re-assembly.

Today	we	have	over	half	a	dozen	or	more	“solved	puzzles”	or	theories	that	
are	logically	congruent	and	self	consistent	in	mapping	the	behavior	of	different	
domains	of	nature:	(i)	classical	theory,	(ii)	special	relativity,	(iii)	general	relativ-
ity,	 (iv)	quantum	mechanics,	 (v)	quantum	field	 theories,	 (vi)	 cosmology,	 (vii)	
string	 theory,	 etc.	 But	 we	 have	 been	 failing	 to	 merge	 these	 separate	 “solved	
puzzle”	pieces	 into	one	harmonious	bigger	puzzle	even	 though	the	number	
of	operating	 forces	behind	all	possible	 transformations	are	only	 four,	 so	 far.	
It	 is	 important	 to	appreciate	 that	mathematics	being	pure	 logic,	an	equation	
“working”	in	modeling	nature	represents	causally	connected	terms	(states	of	
interactants)	by	appropriate	symbols	(interacting	force	between	the	interactants	
and	outcome).	Physical	meaning,	the	reality,	or	visualization	of	the	interaction	
processes	behind	the	equation,	is	a	matter	of	human	interpretation,	and	not	a	
mathematically	derivable	set	of	statements.	Hence,	interpretations	of	any	equa-
tion	should	not	be	considered	as	either	unique	or	final.	Thus,	we	must	maintain	
serious	scientific	doubts	on	the	imposition	of	interpretations	like	non-causality	
on	causal	mathematical	relations	and	the	underlying	interactions	as	non-local	
when	they	represent	interactions	between	physical	interactants	through	forces,	
which	are	always	of	finite	range.	Therefore,	our	interpretation	process	requires	
a	well	structured	methodology	of	thinking,	or	an	epistemology	to	sort	out	the	
difference	and	connectivity	between	different	human logics	(epistemology)	that	
have	organized	the	theories	and	the	cosmic logics	(ontology)	that	run	all	the	real	
interaction processes	 in	our	universe.	 If	we	 treat	all	 the	“working”	 theories	as	
inviolable,	we	will	never	succeed	advancing	science	very	much	further.	Almost	
thirty	years	of	failure	to	find	anything	fundamentally	new	in	physics	clearly	
tells	us	that	we	need	to	reassess	all	the	hypotheses	that	are	behind	all	these	dif-
ferent	“successful”	theories	[1-3]	and	revisit	the	purpose	of	physics.	We	believe	
that	the	motto	of	classical	physics,	understanding	and	visualizing	the	physical	
processes	undergoing	in	nature,	should	be	our	key	guidance.

It	is	generally	acknowledged	that	framing	a	question	determines	the	answer	
we	create	by	developing	a	theory	around	various	observations.	The	frame	of	
our	enquiring	mind,	or	the	model	of	our	thinking,	which	is	varied	and	quite	
complex,	determines	how	we	frame	our	questions.	This	makes	debating	differ-
ent	interpretations	of	the	same	theory	sometimes	confusing,	the	best	example	
being	the	unresolved	[6]	“Bohr-Einstein	debate”	over	reality	about	quantum	
mechanics	[7].	Another	good	example	is	our	insistence	on	the	same	questions	
like,	“what	are	light	quanta?”	[8],	which	has	yielded	very	little	new	informa-
tion	about	the	deeper	nature	of	light	for	over	a	century.	Semi	classical	analy-
sis	yields	most	of	the	light-matter	interactions	[9].	The	formalism	of	quantum	
mechanics	(Qm)	“works”	very	well	and	Schrödinger’s	equation	has	opened	up	
a	flood	gate	of	accurate	predictions	about	the	quantum	world	of	micro	universe.		
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Obviously,	Qm	must	have	captured	a	good	amount	of	 fundamental realities	
regarding	interaction	processes	behind	atoms,	molecules	and	their	interactions.	
Instead	of	accepting	conceptual	problems	of	Qm	as	a	guide	to	discover	better	
or	newer	theories	[10],	we	are	mystifying	nature	to	be	non-causal	whenever	our	
attempt	to	visualize	the	micro	world	becomes	unsuccessful.	Logically	it	is	more	
self	consistent	to	accept	emergence	of	a	chaotic	and	apparent	non-causal	macro	
system	out	of	constituent	entities	interacting	causally	but	randomly.	But,	it	is		
difficult	to	accept	the	emergence	of	our	causally	evolving	macro	universe	to	be	
built	out	of	fundamentally	non-causal	micro	interactions	between	elementary	
particles.	Culturally	we	have	become	so	accustomed	to	accept	“nobody	under-
stands	quantum	mechanics”	that	we	do	not	question	the	current	interpreta-
tions	and	accept	that	Qm	is	“complete”.	We	are	still	engaged	in	creating	wide	
ranges	of	non-causal,	non-local	interpretations	leading	to	accept	teleportation,	
delayed	superposition,	etc.,	to	accommodate	Dirac’s	statement,	“photon	inter-
feres	only	with	itself”,	which	perhaps	appeared	logical	in	1930.

We	ought	to	urge	students	with	proactive	encouragements	that	there	must	
be	something	seriously	wrong	with	the	current	 interpretations	of	Qm	and	
initiate	efforts	 towards	finding	better	 interpretations	and	eventually	frame	
a	better	theory	to	supersede	Qm,	just	as	Qm	superseded	classical	mechan-
ics.	A	broadly	accepted	simple	and	rational	epistemology	could	facilitate	our	
understanding	how	we	have	become	more	inclined	to	invent	many	mathe-
matical	realities	for	nature	rather	than	staying	focused	on	discovering	actual	
realities	in	action.	These	realities,	however	elusive	they	may	be	to	visualize,	
are	manifest	through	incessant	interaction	processes	between	diverse	entities,	
both	in	the	macro	and	micro	domains	of	the	entire	universe.

We	need	to	develop	a	better	methodology	of	thinking,	debating	and	scrutiniz-
ing	information	gathered	from	new	and	old	experiments	and	theories	and	learn	
to	re-phrase	our	exploratory	questions	and	re-evaluate	the	current	state	of	under-
standing.	In	this	article	we	propose	an	epistemology	that	will	encourage	the	next	
generation	to	carry	out	such	re-evaluation	to	advance	physics	[11].	We	must	also	
acknowledge	at	the	outset	that	the	proposed	epistemology	itself	being	a	product	
of	human logics,	it	must	be	scrutinized,	modified,	changed	as	we	progress	farther	
towards	mapping	cosmic logics	with	increasing	accuracy.

6.2 Classical Physics nurtured the emergence of 
Quantum Physics by seeking Reality in nature

maxwell	presented	his	comprehensive	equations	on	electromagnetism	in	1864	
by	synthesizing	the	already	discovered	rules	of	electricity	and	magnetism	devel-
oped	by	Coulomb,	Ampere,	Gauss,	and	Faraday,	all	of	whom	contributed	during	
the	period	1736	and	1867.	Lorentz	utilized	this	knowledge	to	correctly	attribute	
the	generation	of	light	by	atoms	as	due	to	dipole	like	undulations	of	electrons	
in	atoms	validated	by	observation	of	Zeeman	effect	in	1896	in	which	magnetic	
field	splits	the	spectral	lines.	This	dipole	model	with	multiple	absorption	lines	led	
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to	the	development	of	a	quite	accurate	model	of	dispersion	theory	with	distinct	
“oscillator	strengths”	for	the	different	absorption	lines,	which	was	corroborated	
many	decades	later	after	quantum	theory	was	fully	developed.

	Before	the	end	of	the	19th	century,	the	Rydberg-Ritz	formula,

	
νmn ycR

n m
= −







1 1
2 2

	
(6.1)

was	 correctly	 mapping	 the	 discrete	 spectroscopic	 frequencies	 found	 from	
gas	discharge	lamps,	where	 Ry is	the	Rydberg	constant	and	 n m& are	inte-
gers	that	turned	out	to	be	the	“principal	quantum	numbers”	by	both	Bohr’s	
early	heuristic	quantum	theory	and	later	formal	Quantum	mechanics.	By	1900	
Planck	also	captured	another	very	important	quantum	nature	of	light	regard-
ing	 its	 emission	 and	 absorption	 through	 his	 heuristic	 representation	 of	 the	
classical	experimental	energy	density	curve	for	“blackbody”	radiation	as:

	
u T

h
c h kT

( , )
exp( / )

ν π ν
ν

=
−

8 1
1

3

3
	

(6.2)

Some	 25	 years	 later,	 quantum	 theory	 did	 find	 that	 all	 light-matter	 interac-
tions	do	correspond	to	quantized	energy	exchange	of ∆E hmn mn= ν , 	establish-
ing	also	the	 logical	congruence	between	the	Eqns.	6.1	and	6.2.	Noteworthy	
also	was	the	derivation	of	“A	and	B	coefficients”	by	Einstein	for	stimulated	
absorption	and	emission	from	atoms,	which	gave	birth	to	lasers	much	later	
during	1960’s.	In	view	of	Jaynes’	[9]	successes	in	showing	that	most	light-mat-
ter	interactions	can	be	analyzed	by	semi	classical	approach,	Dirac’s	 a a, +

	do	
not	appear	to	help	any	better	understanding	of	the	realities	than	Einstein’s	“A	
and	B	coefficients”	regarding	light-matter	interactions.	After	all,	photon	wave	
packets	are	always	“created”	and	“annihilated”	by	atoms	and	molecules,	not	
by	the	“vacuum”	that	only	sustains	their	propagations.	It	is	important	to	note	
that	 the	 classical	 motto	 of	 visualizing	 the	 physical	 entities	 was	 at	 the	 root	
of	Einstein’s	1905	hypothesis	of	photon	as	a	quantum	and	Bose’s	derivation	
of	Planck’s	black	body	relation	 in	1922	using	statistics	of	 indistinguishable	
particles,	which	became	the	quantum	mechanical	foundation	of	Bose-Einstein		
statistics	for	spin	integral	particles.	Several	recent	Nobel	prizes	went	to	people	
in	recent	years	demonstrating	applications	of	BE	statistics.

Our	point	in	summarizing	these	elementary	classical	achievements	of	vari-
ous	observed	phenomena	is	to	underscore	that	the	platform	for	the	birth	of	
Quantum	 mechanics	 (Qm)	 and	 the	 necessary	 structure	 for	 formulating	 it	
were	already	embedded	in	classical	physics.	Classical physics, by staying focused 
on how to figure out the actual processes behind various interactions in nature, suc-
ceeded in nurturing the minds of the scientists for the next revolutionary changes in 
our theories.	In	contrast,	Qm,	based	on	its	rapid	successes	beyond	expectations	
in	 computing	 the	 observable	 results	 with	 extreme	 accuracy,	 marginalized	
(and	even	opposed)	the	concept	of	seeking	reality	in	the	micro	world.	It	taught	
us	not	to	waste	our	energy	in	imagining	and	visualizing	the	actual	processes	
going	on	in	nature.	Even	after	more	than	80	years	of	maturity,	Qm	has	failed	
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in	its	leadership	role	to	facilitate	the	next	revolution	in	constructing	new	con-
cepts	to	map	processes	of	the	micro	world	with	further	depth.	We	believe	that	
this	is	due	to	the	belief	system	established	by	some	of	the	key	founders	and	
developers	 of	 Qm.	 For	 generations,	 we	 have	 been	 systematically	 pushed	 to	
believe	that:	(i)	Qm	is	a	complete	theory	of	the	micro	world;	(ii)	visualizing	the	
actual	processes	in	the	micro	world	is	beyond	Qm	and	hence	beyond	human	
capability	of	imaginations;	(iii)	the	“lack	of	knowledge”	of	humans	as	to	which	
way	light	or	particle	beams	travel	to	the	detector	is	essential	to	the	emergence	
of	interference	patterns,	etc.	Heisenberg’s	indeterminacy	relation	for	measure-
ments	[6,12,13]	is	essentially	a	corollary	of	the	Fourier	theorem,	which	itself	is	
not	a	principle	of	nature	[14].	But	it	has	been	re-interpreted	as	incessant	viola-
tion	of	causality	in	the	micro	world.	Do	we	really	need	to,	or	do	we	measure	
more	than	one	physical	parameter	of	the	same	entity	in	any	one	experiment?	
Is	the	progress	of	physics	really	fundamentally	limited	by	our	lack	of	simul-
taneous	measurement	of	 two	related	parameters	of	a	single	entity,	whether	
they	commute	or	not?	It	is	generally	agreed	upon	in	the	scientific	culture	that	
all	organized	bodies	of	knowledge	 in	use	 today	are	necessarily	provisional	
and	incomplete	because	they	have	been	constructed	based	on	the	incomplete	
knowledge	of	the	universe.	Yet,	our	enquiring	mind	has	been	trained	to	ask	
only	 those	questions	which	are	congruent	within	 the	 logical	bounds	of	 the	
accepted	 “working”	 theories	 and	 their	 interpretations,	 effectively	 ensuring	
that	we	will	never	find	our	way	out	beyond	the	current	framework	of	Qm.

	All	the	startup	classical	physics	rules	(“laws”)	were	firmly	rooted	on	seeking	
reality,	or	the	deeper	cosmic	logics	in	operation	in	nature.	The	mathematical	
relationships	were	such	that	all	the	symbols	represented	some	dynamic	and/or		
static	 parameter	 of	 the	 state	 of	 a	 physical	 entity	 and	 the	 operating	 symbols	
implied	some	actual	interaction	(force	law)	or	evolving	process	constrained	by	
some	conservation	rule.	Unfortunately,	rapidly	accumulating	successes	of	the	
mathematical	Qm	formalism	and	the	concomitant	exuberance	diverted	us	from	
keeping	ourselves	anchored	to	repeated	refinement	of	our	starting	human	log-
ics	towards	actual	cosmic	logics.	We	misplaced	our	objective	of	doing	science	
as	figuring	out	and	visualizing	the	actual	processes	behind	all	the	magnificent	
cosmic	evolutionary	events	to	become	mere	data	gatherers	and	data	correlators.	
We	have	become	equation-crunchers	as	computers	are	our	number	crunchers.	
By	demeaning	our	visualization	and	imagination	faculties,	we	have	made	our	
enquiring	mind	subservient	 to	a	belief	system	that	elegance,	esthetic	beauty	
and	symmetry	of	mathematical	 relationships	give	us	 the	power	over	nature	
and	tell	her	how	she	ought	to	behave	in	carrying	out	physical	processes.

6.3 Accepting a Higher order Challenge 
to seek Cosmic Realities

The	 purpose	 of	 science	 needs	 to	 be	 redefined	 as	 incrementally	 becoming	
wiser	 and	 wiser	 towards	 understanding	 the	 purpose	 of	 the	 orderly	 evolv-
ing	universe,	which	will	then	help	us	define	our	purpose	as	humans	in	this	
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universe.	 Irrespective	 of	 our	 divergent	 belief	 systems	 as	 to	 whether	 there	
is	a	pre-ordained	purpose,	we	will	evolve	to	define	one	for	ourselves	simply	
because	of	our	innate	desire	to	keep	on	evolving.	Our	sciences,	so	far,	have	
wisely	stayed	focused	on	understanding	and/or	predicting	the	outcomes	of	
interaction	processes going	on	in	the	material	universe,	which	are	the	causa-
tion	behind	the	cosmic	and	biospheric	evolution	and	appears	objective	(re-
producible).	Here	we	are	addressing	the	issue	of	refining	the	methodology	of	
studying	physical	processes	in	nature	and	leave	the	subjective	issue	of	defin-
ing	our	“purpose”	for	social	scientists.

Nonetheless,	we	believe	that	a	deeper	understanding	of	the	inter-related	
cosmic	processes,	when	sufficiently	well	organized	by	human	logics	(working 
rules)	and	refined	towards	cosmic	logics	(laws of the universe),	our	wisdom	will	
be	capable	of	defining	and	slowly	refining	our	purpose	hypothesis	congruent	
with	our	desire	for	sustainable	evolution	and	the	laws	of	cosmic	evolution.	
As	of	now,	none	of	our	organized	set	of	human	knowledge	system,	however	
successful	they	are,	can	claim	to	have	reached	the	level	of	refinement	as	to	
have	become	identical	with	the	pure	cosmic	logics.	Accordingly,	any	attempt	
to	 define	 our	 “purpose”	 in	 the	 cosmic	 universe	 is	 bound	 to	 produce	 many	
different	subjective	interpretations	developed	by	human	logics	belonging	to	
different	epistemological	groups.	Let	us	leave	the	reader	with	the	following	
question.	Is	it	possible	to	enlighten	ourselves	in	understanding	the	cosmic pur-
pose	by	understanding	the	cosmic processes	[15], the domain of scientific studies?

6.4 “Incomplete Information Paradigm” or Fundamental 
Limits in Information Accessible through observations

We	have	created	impediments	towards	our	scientific	progress	by	ignoring	
the	roots	of	unavoidable	limitations	in	gathering	information	about	nature	
(interaction	processes)	from	even	the	best	organized	experimental	appara-
tus.	We	can	“see”	(or	sense,	or	measure)	incidents	in	the	universe	only	indi-
rectly	through	the	“eyes”	of	the	various	sensors	(detectors	or	interactants).	
First,	none	of	these	interactants	are	completely	known	to	us.	We	still	do	not	
know	what	an	electron	 is.	Second,	all	 interactants	have	 inherently	 limited	
capabilities	to	“see”	(or,	respond	to)	all	the	input	signals	(forces	or	potential	
gradients)	around	it	and	generate	discernable	and	measurable	transforma-
tions	(change)	in	a	particular	experiment.	Third,	all	interactants	have	limited	
capabilities	to	relay	all	that	it	experiences	through	the	various	parts	of	any	
practical	 detecting	 system,	 which	 constitute,	 at	 a	 minimum,	 a	 “classical”	
device	as	the	final	measuring	meter.	We	may	characterize	the	situation	this	
way.	All	sensors	(interactants)	“see”	through	vision-limiting	“goggles”	and	
“speak”	 to	 us	 through	 band-limited	 “channels”	 that	 are	 characteristically	
unique	for	each	of	them	and	not	quite	known	to	us.

We	need	 to	appreciate	 the	deep	consequences	of	 this	“incomplete	 infor-
mation	paradigm”	thrust	upon	us	by	nature.	We	are	forced	to	develop	our	
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logically	 complete	 “working”	 equation	 by	 using	 incomplete	 experimental	
information	 by	 inserting	 innovative	 human	 logics	 (hypotheses)	 to	 fill	 the	
information	gap,	which	may	not	be	exactly	mapping	the	cosmic	logics	(cos-
mic	laws)	that	we	are	seeking	to	map.	Thus	all	theories	are	necessarily	pro-
visional	and	incomplete	since	they	are	predicting	only	correctly	measured	
but	limited	reports	gathered	about	the	interactants.	Such	a	theory	automati-
cally	limits	our	progress	in	integrating	new	behaviors	of	nature	that	are	not	
logically	congruent	with	those	limited	set	of	human	logics	that	has	already	
constructed	the	“working”	equation!	New	parameters	may	not	be	“plugged”	
in	arbitrarily.	The	fact	that	decades	of	attempts	of	introducing	“hidden	vari-
ables”	to	aid	the	visualization	of	the	invisible	micro	world	phenomena	could	
not	be	accommodated	within	the	framework	of	Qm	implies	that	Qm,	inspite	
of	its	successes,	is	logically	closed	to	logics	behind	“hidden	variables”.	They	
are	logically	incongruent.	Instead	of	declaring	that	nature	is	not	visualizable,	
we	should	be	building	a	new	theory	 that	can	accommodate	causality	and	
locality	within	its	framework.

A	working	equation	needs	to	be	almost	logically	“complete”	(hence		“closed”)	
for	it	to	be	successful.	Such	an	equation	(theory)	to	work	for	a	small	segment	
of	 the	 undivided	 universe,	 by	 necessity,	 it	 must	 have	 ignored	 many	 other	
potential	 interactions	 due	 to	 other	 forces	 and/or	 under	 logically	 very	 dif-
ferent	contexts.	Thus,	the	only	way	to	integrate	multiple	successful	theories,	
akin	to	partially	solved	jigsaw-puzzles	of	the	universe,	is	to	break	them	apart	
and	try	to	re-assemble	them	as	one	bigger	jigsaw-puzzle	by	selectively	reject-
ing	and/or	modifying	some	of	the	human	logics	towards	mapping	infallible	
cosmic	 logics.	 Therefore,	 we	 should	 be	 careful	 not	 to	 jump	 to	 conclusions	
with	any	working	theory	that	we	have	correctly	captured	all	the	necessary	
cosmic	logics	behind	the	set	of	interactions	represented	by	the	theory.

6.5 Identifying Logical Process steps Behind 
All observations as semt

6.5.1	 SEMT	and	Locality	of	Interactions	Defined

SEmT	 stands	 for	 Superposition Effects as Measured Transformations.	 We	 are	
implying	 that	 all	 scientific	 measurements,	 classical	 or	 quantum,	 arise	 out	
of	interaction	between	our	chosen	interactants.	Since	all	of	our	validate-able	
information	about	any	phenomenon	comes	through	experimental	observa-
tions	and	the	gathered	information	is	always	incomplete,	it	is	necessary	for	
us	 to	 identify	 all	 the	 logical	 process	 steps	 behind	 all	 measurements.	 This	
would	help	the	process	of	applying	human	logics	to	construct	the	best	pos-
sible	 mathematical	 equation	 to	 map	 the	 observations	 under	 consideration	
while	 filling	 the	 missing	 gaps	 of	 information	 that	 cannot	 be	 provided	 by	
the	experiments.	When	a	working	theory	is	already	well	matured,	we	can	
re-assess	the	human	logics	behind	its	construction	by	re-visiting	the	related	
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experimental	 process	 steps	 while	 being	 cognizant	 that	 there	 was	 missing	
information	that	is	essential	to	refine	our	theory	towards	mapping	cosmic	
logics	more	accurately.

(i)	 We	 can	 scientifically	 measure	 only	 re-producible	 quantitative	
transformations	 (changes	 in	 states)	 that	 are	 experienced	 by	 our	
interactants	(or	detector-detectee,	or	sensor-sensee	interaction).

(ii)	 Any	transformation	in	a	measurable	physical	parameter	requires	
energy exchange	between	the	interactants.

(iii)	 The	energy	exchange	must	be	guided	by	at	least	one	force of inter-
action	 between	 the	 interactants	 and	 it	 must	 be	 strong	 enough	 to	
facilitate	the	exchange	of	energy,	which	are	usually	constrained	by	
unique	characteristics	of	each	interactant.

(iv)	 All	force	rules	being	range	(distance)	dependent,	energy	exchange	
between	the	interactants	requires	that	they	must	experience	each	
other	as	local	or	physically superposed	entities	(experience	each	other	
within	their	sphere	of	influence).

In	summary,	the	interactants	in	an	experiment	must	be	physically	superposed 
(present) within	 the	 range	 of	 the	 interacting force	 that	 will	 allow	 for	 some	
energy exchange	 followed	by	some	 transformations	 that	 is	measurable	 for	us	
through	some	classical	meter.	Superposition	effect	is	thus	an	active causal and 
local process,	and	not	a	passive	mathematical	principle	only!	Interpretations	of	
successful	mathematical	formulation	must	recognize	this reality.	Operation-
ally,	real	physical	superposition,	as	implied	by	our	dissection	of	all	interaction	
processes,	is	a	concept	of	high	physical	significance	both	in	classical	and	quan-
tum	mechanics	because	it	implies locality	for	all	interaction	processes.	This	
understanding	also	provides	a	path	to	reduce	the	epistemological	gap	between	
the	 classical	 mechanics	 and	 quantum	 mechanics.	 The	 purpose	 of	 physics	
is	to	map,	visualize	and	articulate	the	physical	interaction	processes	that	facil-
itate	the	energy	exchange	leading	to	change	and	evolution.

6.5.2	 Generalized	Validity	of	SEMT	Reality

We	have	claimed locality	 for	all	physical	 interactions,	classical	or	quantum	
mechanical.	In	view	of	the	dominant	role	of	currently	accepted	interpretation	
of	Qm,	we	feel	that	following	explanations	will	be	useful	to	accept	our	broad	
proposition	behind	SEmT.

(i). Gravitational force (GF):	 GF	 is	 weak;	 its	 range	 is	 long.	 Our	 planets	
within	our	solar	system	constitute,	of	course,	a	strongly	bound	 local	and	
superposed	system.	Air	molecules	in	our	lower	atmosphere	are	tethered	
by	Earth’s	gravity,	but	cannot	effectively	display	the	influence	of	the	sig-
nificantly	 weaker	 Sun’s	 gravity.	 Yet,	 all	 cosmic	 entities,	 from	 galaxies,	
stars,	planets,	atoms	and	elementary	particles,	the	entire	observable	mate-
rial	universe	is	effectively	superposed	on	each	other	or	local	as	far	as	GF	
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is	concerned;	however,	the	degree	of	influence	on	each	other	is	dictated	by	
their	mass	and	distance.

(ii). Electromagnetic force (EMF):	EmF	is	relatively	stronger	than	GF,	but	the	
range	is	generally	shorter.	Atoms	within	a	molecule	are	superposed	and	local	
to	 each	 other	 by	 EmF.	 Stability	 of	 atoms,	 molecules	 and	 their	 all	 possible	
transformations,	 including	 their	 interactions	 with	 electromagnetic	 waves	
are	all	dictated	by	this	force.	The	dominant	part	of	the	biospheric	evolution	
is	driven	by	this	force.	The	superposition	effects	due	to	the	EmF	from	the	
molecules	within	a	biological	 cell	may	or	may	not	be	effective	depending	
upon	the	type	of	molecule	and	their	physical	separations.

(iii). Weak Nuclear force (WNF): Radioactivity	and	related	isotopic	nuclear	
transmutations	are	a	by	product	of	 this	 force.	The	range	of	WNF	is	of	 the	
order	of	the	size	of	the	atomic	nuclei.	The	superposition	effects	due	to	two	
radioactive	 atomic	 nuclei	 within	 the	 same	 bound	 molecule	 are	 negligible	
within	the	first	order	analysis.

(iv). Strong nuclear force (SNF): Our	slow	physical	evolution	relies	on	the	sta-
bility	of	an	array	of	nuclei	held	together	by	this	SNF,	built	into	stable	atoms	
and	molecules	by	the	EmF	and	held	on	to	the	surface	of	the	Earth	under	the	
atmosphere	by	the	Earth’s	GF.	Different	atoms	within	the	same	molecule	are	
superposed	as	far	as	electromagnetic	force	is	concerned,	but	their	nuclei	are	
not	superposed	as	far	as	SNF	is	concerned	within	the	first	order	analysis.

Thus,	locality	as	we	have	defined	in	the	context	of	SEmT	is	unique	and	force	
dependent.	Even	though	the	physical	range	varies	from	the	size	of	a	nucleon	
to	almost	“infinity”	(for	galaxies	under	mutual	gravitational	influence),	it	is	
logically	self	consistent	for	any	interaction	process	to	generate	the	measur-
able	transformation.	Physical	entanglement	(measurable	influence)	between	
different	 entities	 can	 be	 operative	 only	 within	 the	 range	 of	 the	 operating	
force.	Interaction	free	energy	exchange	or	measurable	transformation	is	not	
allowed	by	our	SEmT	platform.	We	understand	that	our	reality	epistemology	
is	a	stronger	demand	than	EPR	[7],	but	it	is	in	the	spirit	of	the	very	first	sen-
tence	of	this	controversial,	but	highly	stimulating	paper:	“In	a	complete	theory	
there	is	an	element	corresponding	to	each	element	of	reality”.	By	demanding	
such	a	process driven interpretation	we	will	be	able	to	check	and	re-check	our	
assumptions	behind	all	theories	as	our	knowledge	evolves	and	expands.

6.6 Proposed epistemology for Refining Human 
Logics toward Unknown Cosmic Logics

6.6.1	 Defining	CC-LC-(ER)1,2	Epistemology

We	believe	that	the	“trouble”	is	not	with	physics	[1],	but	lies	with	the	lack	of	
application	of	a	well	articulated	epistemology.	All	organized	human	bodies	
of	 knowledge	 in	 general	 and	 physics	 in	 particular	 has	 evolved	 by	 apply-
ing	the	CC-LC	epistemology.	We	seek	out	Conceptual Continuity (CC)	among	

44249_C006.indd   90 6/24/08   11:52:15 AM



Inevitable Incompleteness of All Theories 91

a	group	of	diverse	but	related	set	of	observations.	We	iteratively	and	cre-
atively	impose	Logical Congruence (LC)	among	the	entire	set	to	find	a	higher	
level	of	organization	leading	to	a	coherent	map	or	a	theory.	Human	belief in	
this	CC-LC	epistemology	and	intuitive	faith in	one	continuous	and	logically	
functioning	 universe	 have	 been	 paying	 off	 enormously.	 Our	 cumulative	
successes	in	physics	indicate	that	nature’s	evolutionary	processes	do	consist	
of	logical	patterns	&	organizations.	Otherwise,	our	mathematical	theories	
based	on	pure	logic,	would	not	be	so	successful.	Thus	far,	the	CC-LC-epis-
temology	has	helped	us	“solve”	several	separate	little	pieces	out	of	the	giant	
cosmic	 jigsaw-puzzle.	But	we	are	having	 trouble	 in	 integrating	 them	into	
one	coherent	puzzle.

We	should	also	recognize	that	mathematics	is	a	secondary	by-product	of	
our	rational	thinking	and	imaginations.	mathematics	must	be	subordinate	to	
our	thinking	and	imaginations,	not	the	other	way	around.	Newton	invented	
differential	calculus	because	he	needed	a	tool	that	has	the	built-in	capability	
of	enforcing	logical congruence	(LC)	among	apparently	very	different	kinds	of	
observations	(those	of	Brahe	and	Keppler;	Galileo’s	“stone	and	feather”	fall-
ing,	his	own	“apple	falling”,	acceleration	of	objects,	etc.)	under	one	conceptu-
ally	continuous	(CC)	or	a	harmonious	model	of	nature.

As	 articulated	 earlier,	 all	 of	 our	 “successful”	 theories	 are	 constructed	
based	 on	 limited	 information	 gatherable	 from	 experiments.	 But	 however	
limited,	the	very	success	implies	that	the	theory	has	captured	some	cosmic	
truth	in	some	form.	Accordingly,	it	is	time	for	further	attempts	in	Extracting 
and Extrapolating Reality	(ER)1 from	the	working	theory.	There	are	two	great	
benefits.	First,	extraction of	reality	aids	visualization	of	some	correctly	pre-
dicted	phenomenon	that	was	not	originally	anticipated.	Second,	extrapolation	
of	potential	reality	either	to	visualize	some	processes	deeper	than	before	or	
an	attempt	to	integrate	a	different	phenomenon	within	this	theory	will	help	
us	understand	the	limits	and	“bottle	necks”	of	the	theory.	This	step	of	reality	
epistemology	will	help	refine	a	theory	and	may	also	help	find	the	limits	of	its	
validity	in	accommodating	new	observation,	which	will	then	pave	the	way	
for	a	new	logical	frame	work	to	construct	a	higher	level	theory.

The	state	of	classical	physics	went	through	this	(ER)1	epistemology	phase	
during	the	last	quarter	of	19th	century	and	the	first	quarter	of	the	20th	cen-
tury,	which	paved	the	way	for	the	discovery	of	quantum	theory.	However,	
we	 have	 been	 neglecting	 the	 power	 of	 this	 (ER)1	epistemic	 process	 by	 not	
applying	them	on	the	quantum	theory,	which	could	have	paved	the	way	for	
discovering	next	generation	of	higher	level	theories.

Current	physics	has	been	developed	based	essentially	on	 reductionism—	
matter	into	elementary	particles	and	radiations	into	photons.	We	have	neglected	
to	develop	a	formal	methodology	of	thinking	that	would	help	appreciate	the	
emergence	of	new	complex	properties	and	rules	when	a	complex	system	 is	
formed	out	of	very	many	simpler	elements	or	sub-systems.	We	now	need	to	
add	another	iterative	feed	back	loop	of	(ER)2—Emergentism and Reduction-
ism	on	to	CC-LC-(ER)1	and	create	a	higher	level	of	methodology,	CC-LC-(ER)1,2	
epistemology.	We	need	to	understand	the	real	physical	processes	behind	the	
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emergence	of	both	the	irreducibly	stable	elementary	particles	as	well	as	the	
most	complex	systems	out	of	these	elementary	particles.

6.6.1.1	 (ER)2 Example, Rainbow as an Emergent Phenomenon

It	may	be	worth	examining	a	 classical	 example	of	 (ER)2	 to	appreciate	 that	
we	are	not	proposing	anything	 fundamentally	new.	Consider	how	we	see	
a	rainbow.	Classical	physics	has	reduced	 the	physical	principles	 (refraction,	
reflection	and	dispersion	of	Em	waves	by	water	droplets	in	clouds)	behind	
the	generation	of	a	physical	rainbow.	But	the	real	rainbow	never	exists	physi-
cally!	Photons	are	not	colored;	the	water	droplets	are	not	colored;	but	we	see	
vivid	colors.	Even	its	orientation	varies	with	the	position	of	the	observer.	A	
rainbow	is	an	emergent	phenomenon.	It	is	not	in	the	cloud	even	through	it	
is	the	cloud	that	helps	it	become	manifest	with	the	help	of	the	sunlight.	The	
rainbow	is	“visible”	only	to	an	observer	(eye	or	camera)	having	a	color	sensi-
tive	registration	material	along	with	an	optical	focusing	system	and	oriented	
with	the	sun	behind.	No	rainbow	will	be	observable	if	we	enter	inside	the	
cloud.	Similarly,	there	could	be	other	phenomena	that	become	emergent	only	
because	of	the	restricted	behavior	of	the	sensors	to	a	superposed	set	of	other	
entities,	but	no	mutual	 interactions	(transformations)	 in	the	absence	of	the	
right	kind	of	sensors.

6.6.1.2	 (ER)2	Example, Interference as an Emergent Phenomenon

In	fact,	optical	“interference”	is	an	emergent	phenomenon	that	we	have	been	
neglecting	 to	 recognize	 with	 the	 consequent	 erroneous	 interpretations	 of	
superposition	effects	due	to	light	beams	under	various	circumstances.	The	
superposition	 effects	 can	 become	 manifest	 only	 when	 detecting	 dipoles	
with	the	right	Qm	property	are	inserted	within	the	volume	of	superposed	
beams	[10].	There	is	no	physical	interference	between	light	beams.	Two	chap-
ters	 in	 this	 book	 [16;	 Chapters	 25	 and	 26]	 elaborate	 these	 points.	 Like	 the	
rainbow,	interference	is	what	the	detectors	“see”,	not	what	the	light	beams	or	
the	photons	do	beyond	just	the	simultaneous	stimulations	and	energy	they	
provide	 to	 the	detecting	dipoles.	The	dipoles	 then	 sum	up	 the	 simultane-
ous	 stimulations.	 This	 is	 the	 physical	 process	 behind	 the	 “+”	 sign	 we	 use	
for	 superposition	 in	 equations.	 The	 rate	 of	 energy	 absorption	 (Qm	 transi-
tions)	is	proportional	to	the	square	modulus	of	these	joint	dipole	amplitude	
stimulations.	Slow	countable	rate	of	“clicks”	at	very	 low	flux	 level	of	 light	
become	un-countable	fast	rate	of	“clicks”	at	high	flux	of	light.	These	discrete	
“clicks”	are	due	to	all	photo	detectors	being	quantum	mechanical	[10].	These	
detected	 “clicks”,	 being	 quantum	 property	 of	 the	 detector,	 cannot	 conclu-
sively	prove	that	light	beams	consist	of	discrete	indivisible	quanta.	Low	light	
level	 experiments	only	 re-validate	 that	 the	atomic	and	molecular	world	 is	
definitely	quantum	mechanical.	If	self-interference	of	indivisible	single	pho-
ton	were	the	general	behavior	 in	nature,	 the	universe	would	have	been	in	
a	 constant	 chaotic	 state,	 instead	 of	 being	 always	 in	 a	 state	 of	 change	 that	
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is	very	orderly.	Validation	of	light	as	discrete	quanta	will	require	carrying	
out	very	careful	experiments	with	 isolated	single	atom	emitter	and	single	
atom	 detector	 [17].	 Careful	 experiments	 with	 extremely	 reduced	 intensity	
from	 a	 laser	 do	 demonstrate	 that	 expected	 diffraction	 pattern	 rings	 can-
not	be	 recorded	simply	by	 increasing	 the	 recording	 time	 [18].	Recognition	
that	 interference	 is	 as	an	emergent	phenomenon	as	detectors’	behavior	has	
enormous	consequences	both	 in	 the	classical	and	quantum	optics	 that	we	
have	been	neglecting	at	 the	cost	of	progress	 in	physics!	After	centuries	of	
unresolved	struggles	with	wave-particle	(or	corpuscular)	duality	of	light,	if	
we	keep	on	framing	our	enquiring	question	as	“what	are	light	quanta?”,	we	
cannot	get	any	better	answer	than	already	given	by	Copenhagen	Interpreta-
tion	of	quantum	mechanics.	However,	the	readers	are	advised	to	consult	the	
articles	summarizing	the	dominant	main	stream	views	[8,19,20].

6.6.2	 The	Purpose	of	CC-LC-(ER)1,2	Epistemology

This	reality	seeking	epistemology	will	help	us	iteratively	refine,	reject	and	
re-define	some	of	the	founding	human	logics	behind	our	current	“success-
ful”	 puzzle	 pieces	 (theories)	 and	 let	 them	 evolve	 closer	 and	 closer	 to	 the	
actual	 operating	 cosmic	 logics.	 Thereby,	 make	 the	 various	 theories	 more	
congruent	 (amenable)	 to	 each	 other	 towards	 possible	 unification,	 through	
CC-LC	epistemology	but	at	a	higher	level.	As	we	have	underscored	earlier,	
logically	closed	equations,	mapping	successfully	different	subsets	of	cosmic	
phenomena	based	on	incomplete	knowledge	of	the	universe,	will	necessar-
ily	require	modifications	on	their	original	fundamental	premises	(hypoth-
eses)	before	they	can	accommodate,	or	amalgamate	into	one	coherent	model.	
We	do	not	have	any	other	options	but	to	start	with	human	logics,	organize	
related	observations	into	small	solved	puzzles	and	then	reorganize	and/or	
break	them	to	create	a	bigger	puzzle,	and	so	on,	to	move	closer	towards	solv-
ing	the	cosmic	puzzle.	Application	of	such	iterative	feedback	loop	is	akin	to	
successful	biological	evolutionary	intelligence.

Four	molecules	GACT	(Guanine,	Adenine,	Cytosine	and	Thiamine)	in	all	
possible	permutations	in	the	DNA-helix,	starting	with	the	simple	combina-
tions	of	GC	and	AT,	have	been	gathering	and	processing	feedback	information	
from	the	real	world	into	intelligence	and	wisdom	allowing	our	sustainable	
evolution.	 CC-LC-(ER)1,2	 epistemology	 explicitly	 calls	 for	 utilization	 of	 all	
possible	feed	back	loops	within	and	between	theories	to	refine,	enhance	and	
integrate	 them	 to	 higher	 level	 theories	 while	 facilitating	 the	 visualization	
of	the	real	physical	processes	behind	all	interactions	that	we	are	modeling	
[Fig.	6.1].	The	key	goal	of	real	genes	(or	their	genetic	algorithm)	is	sustainable	
evolution	 of	 all	 biological	 specie	 collectively.	 Accordingly,	 if	 CC-LC-(ER)1,2	
epistemology	succeeds	 in	understanding	and	emulating	real	genetic	algo-
rithm,	it	will	be	applicable	not	only	in	science,	but	also	in	developing	and	
advancing	all	organized	bodies	of	human	knowledge,	which	are	deeply	con-
nected	to	our	sustainable	evolution.	After	all,	from	biospheric	processes	to	
human	thinking,	they	are	all	physical	processes	bound	by	the	same	set	of	

44249_C006.indd   93 6/24/08   11:52:16 AM



94 The Nature of Light: What Is a Photon?

basic	 laws	of	nature	we	are	 trying	 to	understand.	Understanding	nature’s	
evolutionary	 processes	 has	 a	 deeper	 pragmatic	 value	 for	 us.	 Our	 success-
ful	and	sustainable	evolution	clearly	demands	better	and	better	technologies	
over	uncontrollable	natural	calamities	by	developing	newer	technologies	to	
protect	ourselves.	That	is	the	teaching	of	our	DNA.

6.6.2.1 Ancient Example of CC-LC-(ER)1,2	Epistemology

Some	 2500	 years	 ago	 Gautama	 Buddha	 of	 India	 gave	 the	 best	 allegorical	
story	on	how	to	apply	CC-LC-(ER)1,2	to	visualize	and	understand	the	subtle	
and	elusive	“material”	universe.	How	would	a	group	of	people,	blind	from	
birth,	describe	and	visualize	an	elephant?	It	applies	equally	well	to	us	today	
as	we	are	trying	to	describe	and	visualize	the	cosmic	elephant.	First	we	need	
to	recognize	that	as	far	as	scientific	vision	is	concerned,	we	are	literally	blind.	

FIGURE	6.1
Logical	flow-diagram	for	CC-LC-(ER)1,2	epistemology.	The	lower	(XY)	segment	is	undefined	to	
underscore	that	all	of	our	epistemology	must	remain	flexible	and	open	to	radical	revision	as	
our	understanding	of	the	universe	advances.	Our	proposal	attempts	to	emulate	our	biological	
genetic	algorithm,	which	 is	at	 the	root	of	 intelligence,	derived	from	the	desire	 to	assimilate	
all	possible	feed	back	information	applied	proactively	towards	a	specific	goal	of	sustainable	
evolution	 even	 though	 the	 actual	 path	 of	 the	 evolution	 is	 not	 known.	 Similarly,	 we	 do	 not	
know	the	path	that	will	take	us	from	the	starting	platform	of	human	logics	to	the	final	goal	
of	understanding	the	cosmic	logics,	yet	we	must	attempt	to	create	one.	We	still	do	not	fully	
understand	how	our	genetic	system	creates	the	intelligence.	Our	fundamental	premise	is	that	
we	are	starting	from	ignorance;	we	are	deprived	from	gathering	complete	information	about	
anything	and	hence	we	must	remain	open	to	ever	refining	epistemology	for	advancing	our	
science.	Yet,	the	proposed	epistemology,	attempting	to	emulate	biological	genetic	algorithm,	is	
very	generic.	Accordingly,	it	is	applicable	to	developing	and	advancing	all	organized	bodies	of	
human	knowledge	that	are	deeply	connected	to	our	sustainable	evolution.
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We	never	see	or	sense	the	world	directly.	Even	our	human	vision	is	essen-
tially	a	set	of	interpretations	created	by	our	brains	that	is	convenient	for	our	
evolution,	not	what	the	actual	image	is	on	the	retina.	We	see	vivid	colors	in	
bright	light	and	we	recognize	the	same	colors	even	in	faint	light,	even	though	
the	 photons	 do	 not	 have	 any	 colors	 at	 all.	 The	 images	 we	 “see”	 are	 erect,	
even	though	the	actual	image	on	the	retina	is	always	inverted!	We	do	not	see	
anything!	We	only	interpret	the	patterns	registered	by	the	rods	and	cones,	
congruent	 with	 our	 biological	 evolutionary	 needs,	 dictated	 collectively	 by	
the	molecules	GACT,	which	are	behind	the	intelligence	of	our	DNA!

In	seeking	reality	about	the	elephant,	the	blind	people	have	to	search	for	
conceptual	continuity	(CC)	among	all	their	individual	sensory	inputs	by	iter-
atively	applying	all	possible	logical	congruence	(LC)	among	them.	[Diversity	
of	input	is	critically	important.]	Even	then	they	will	only	get	the	outer	shape	
of	 the	elephant.	A	deeper	 level	of	understanding	about	how	such	a	shape	
can	be	a	conscious	living	being	requires	the	blind	people	to	iteratively	refine	
the	 model	 of	 elephant	 by	 first	 applying	 (ER)1—extracting	 and	 extrapolat-
ing	their	perceived	realities	to	become	commensurate	with	models	of	other	
living	species	they	are	aware	of.	Then	they	need	to	apply	(ER)2	– emergentism 
and reductionism,	 to	delve	deeper	into	understanding	the	emergence	of	ele-
phant’s	living	behavior	out	of	many	parts	and	organs.	Today,	we	“scientifi-
cally”	understand	the	emergence	(E)	of	any	living	being	out	of	molecules	and	
DNA’s	that	are	highly	reduced	(R)	constituents,	but	we	still	do	not	fully	under-
stand	the	emergence	of	consciousness.	Buddha’s	story	also	underscores	that	
the	existence	of	the	elephant	is	real,	irrespective	of	whether	the	blind	people	
sensed	it	at	all	or	understood	its	existence	in	the	strict	sense.	So,	philosophies	
giving	serious	credence	to	questions	like,	“did	the	tree	fall	if	nobody	heard	
of	it?”	is	a	useless	diversion	if	we	want	to	seriously	explore	the	realities	of	the	
emergent	cosmic	universe.	The	bacteria	in	the	woods	are	fully	cognizant	of	
the	availability	of	lots	of	food	from	the	fallen	tree!	Human	philosophy	can-
not	hinder	their	evolutionary	physical	drives.

We	can	learn	to	visualize	the	invisible	interaction	processes	in	the	domains	
of	 atoms	 and	 elementary	 particles	 only	 when	 we	 gather	 the	 wisdom	 to	
acknowledge	 that	we	are	 literally	blind.	We	do	not	 see	anything;	we	only	
interpret	using	incomplete	information!

6.6.3	 Why	Elegant	Mathematics	and	Visualizations	Are	not	Enough

Although	it	is	obvious	from	the	prolonged	stagnant	state	of	physics	that	elegance	
and	symmetry	of	mathematics	 is	not	 complete	guide	 to	explore	nature,	we	
present	two	simple	examples	to	underscore	the	necessity	of	constantly	apply-
ing	CC-LC-(ER)1,2	epistemology.	First,	let	us	revisit	why	we	have	rejected	Ptol-
emy’s	geocentric	model.	It	required	several	free	parameters	to	allow	Ptolemy	
	to	construct	“epicycles”	for	each	planet	separately	to	accommodate	relative	
“wiggle”	motion	relative	to	our	Earth.	Kepler,	based	on	Copernicus’	sugges-
tion,	showed	that	Helio-centric	model	fits	 the	observations	more	coherently	
and	logically	without	many	free	parameters	except	a	central	force	of	attraction	
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by	 the	 sun.	 Over	 the	 following	 centuries,	 Newton	 formalized	 the	 “central	
force”	as	gravity,	Einstein	generalized	it	to	“curvature	of	space”	and	we	are	
still	 encounter	dilemmas	as	 to	how	to	accommodate	 the	measured	velocity	
discrepancy	of	 the	stars	 in	the	outer	periphery	of	 the	galaxies.	The	point	 is	
we	need	continuous	refinements	in	our	modeling	based	on	discovering	actual	
realities	rather	than	inventing	mathematically	elegant	ones.	But,	if	we	take	the	
example	of	 today’s	“successes”	of	various	String	Theories	using	many	doz-
ens	of	free	parameters,	Ptolemy’s	geocentric	model	can	be	revived	with	many	
fewer	free	parameters	than	the	String	Theories	require.

Let	us	look	at	another	example	with	elementary	mathematics.	Pythagoras’	
relation	 can	 be	 replaced	 by	 a	 pair	 of	 relations	 that	 I	 discovered	 in	 my	 7th	
grade	school	from	a	particular	example	of	a	right	angled	triangle	with	sides	
5,	4	and	3,	as	many	other	students	must	have:

	 [ ] [c a b c a b2 2 2 2= + = − =vs. where (b/a) (( / )]3 4 	 (6.3)

Even	though	Pythagoras’	quadratic	relation	can	be	derived	from	the	pair	of	
linear	relations	suggested	above,	which	makes	the	two	relations	mathemati-
cally	equivalent,	my	teacher	favored	the	visualizing	power	of	the	geometric	
construct	proposed	by	Pythagoras.	Because,	one	can	literally	construct	the	
unit	squares	on	each	side	of	a	right	angled	triangle	and	see	for	himself	why	
Pythagoras’	 relation	makes	 sense,	which	 is	not	 so	obvious	 from	 the	other	
approach	based	on	a	particular	geometric	ratio	of	the	sides.	Advanced	phys-
ics	is	replete	with	many	such	examples	like	(i)	the	equivalency	of	Heisenberg’s	
matrix	formulation	vs.	Schrödinger’s	“wave”	equation	and	(ii)	equivalency	of	
Feynman’s	“path-integral”	vs.	Tomonaga-Schwinger’s	“variational	method”.	
(iii)	Sudarshan	showed	that	Wolf’s	classical	coherence	formulation	is	equiva-
lent	to	Glauber’s	Qm	representation.	Can	one	of	the	mathematical	constructs	
guide	us	better	than	the	other	in	seeking	and	visualizing	the	actual	interac-
tion	processes	in	nature?	This	is	a	relevant	question	from	the	stand	point	of	
the	epistemology	we	are	proposing.	The	key	point	is	to	recognize	that	not	all	
“working”	human	logic	has	a	unique	one-to-one	relation	to	the	cosmic	logic.	
Thus	we	must	develop	a	methodology	of	rational	iteration	process	that	can	
help	us	keep	on	refining	our	working	human	logic	towards	the	“nirvana”,	
the	cosmic	logic.	Continuous	debate	and	rational	doubt	over	even	the	most	
successful	theory	is	at	the	core	of	doing	science.	No	human	organized	theory	
is	ever	complete!

6.6.4	 Fourier	Theorem	in	Optics	and	Interference	
as	an	Emergent	Phenomenon

The	 Fourier	 theorem	 that	 effectively	 represents	 superposition	 principle	 in	
mathematical	 form	is	quite	enigmatic	 [14].	 It	has	never	been	declared	as	a	
principle	of	nature	but	it	plays	a	principal	role	in	all	sciences,	especially	in	
physics.	Its	pervasive	success	in	physics	and	optics	derives	from	its	founda-
tion.	It	represents	linear	superposition	of	harmonic	functions.	Physics	deals	

44249_C006.indd   96 6/24/08   11:52:56 AM



Inevitable Incompleteness of All Theories 97

with	fields	and	particles	 that	are	all	based	on	different	kinds	of	harmonic	
undulations	(may	or	may	not	be	waves).	Because	of	its	diverse	successes,	we	
have	started	pretending	that	it	is	equivalent	to	the	superposition	principle	of	
nature,	creating	epistemological	problems	of	enormous	magnitude.	This	sec-
tion	will	demonstrate	that	inspite	of	mathematical	correctness	of	the	Fourier	
transform	(FT),	we	have	been	using	it	incorrectly	in	a	number	of	places.	This	
recognition	will	strengthen	our	view	point	that	quantization	of	Em	field	as	a	
Fourier	monochromatic	mode	of	the	vacuum	may	not	be	sound	physics.

6.6.4.1 Space-Space Transform; Optical Signal Processing

This	 is	 the	 only	 FT-formalism	 that	 is	 in	 a	 sound	 platform	 because	 the	
Huygens-Fresnel	Integral,	a	proposed	principle	of	nature,	morphs	into	a	FT	
integral	under	the	far	field	condition	because	the	quadratic	curvatures	of	the	
secondary	wavelets	drop	off.	Optical	signal	processing	is	a	highly	matured	
field	based	on	this	FT-formalism.	However,	one	should	be	aware	of	pitfalls	of	
modeling	higher	order	diffracted	intensity	distribution	due	to	an	ultra	short	
light	pulse;	it	is	not	a	serious	problem	for	imaging	applications	since	the	rela-
tive	delays	in	the	image	plane	is	essentially	zero	[21–24].

6.6.4.2 Delay-Frequency Transform; Fourier Transform  
Spectroscopy (FTS)

FTS	is	on	a	sound	platform	as	long	as	one	does	not	use	(i)	fast	detectors	and	(ii)	
the	maximum	interferometer	delay	is	smaller	than	the	pulse	width.	Otherwise,	
differential	amplitude	induced	visibility	reduction	would	artificially	broaden	
the	recovered	spectrum	[25,	26].	One	should	be	aware	of	the	built-in	contradic-
tion	behind	FTS.	The	key	assumption	is	that	different	optical	frequencies	are	
incoherent	to	each	other.	This	is	a	wrong	assumption	but	correct	observation	as	
long	as	the	photo	detector	has	a	long	time	constant	for	integrating	photo	elec-
tric	current.	During	the	days	of	slow	retinal	observations	followed	by	photo-
graphic	recordings,	this	signal	integration	requirement	was	built-in.	But,	after	
the	discovery	of	 fast	photo	detectors	 [27]	we	have	developed	heterodyne	or	
light	beating	spectroscopy,	which	is	quite	common	these	days.	Light	beams	of	
different	optical	frequencies	are	really	not	incoherent	to	each	other.

6.6.4.3 Time-Frequency Transform, Classical Spectrometry

Classical	 spectrometry	 also	 gives	 numerically	 correct	 results	 but	 only	 for	
light	 pulses	 that	 are	 definitely	 longer	 than	 the	 instrument’s	 characteristic	
time	constant,	 t λ0 = R c/ , 	R	being	 the	classical	 resolving	power.	For	some	
unknown	reasons,	this	time	constant	is	not	explicitly	recognized	in	classi-
cal	 spectrometry	 [28].	We	 have	 shown	 that	 the	 true	 spectrometer	 impulse	
response	must	be	derived	by	time	domain	propagation	of	a	pulse,	which	con-
verges	to	the	classical	CW	formulation	for	signal	duration	longer	than	this	
time	constant.	Time integrated fringe broadening	due	to	a	pulse	do	correspond	
to	 the	convolution	of	 the	CW	intensity	 impulse	response	with	 the	Fourier	
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intensity	spectrum	by	virtue	of	conservation	of	energy	(Parseval’s	theorem)	
[29].	Recognition	of	this	subtlety	has	two	important	consequences.

The	first	consequence	relates	to	classical	spectrometry.	It	tells	us	that	the	
traditionally	 accepted	 time-frequency	 bandwidth	 limit	 δ δνt ≥ 1 	 is	 obser-
vationally	correct	because	 δν 	represents	the	time integrated	physical	fringe	
broadening,	but	not	the	physical	generation	of	a	new	set	of	frequencies	by	a	
linear	diffraction	grating	(or	a	pair	of	Fabry-Perot	beam	splitters).	New	fre-
quency	generation	generally	requires	nonlinear,	Raman	or	n-photon	stimu-
lations	of	a	material	medium	by	the	incident	field.	In	other	words,	 δ δνt ≥ 1
does	not	represent	physical	presence	of	new	frequencies.	This	opens	up	the	
door	to	designing	algorithms	and	instruments	to	achieve	spectral	super	res-
olution.	The	summary	of	the	necessary	derivation	and	some	experimental	
results	can	be	found	in	these	references	[29,	30].

The	second	consequence	relates	to	the	demand	of	QED	for	a	photon	to	be	
a	Fourier	monochromatic	mode	of	the	vacuum	[31–33],	as	if	required	by	the	
combination	 of	 Qm	 requirement	 that	 the	 frequency	 of	 the	 spontaneously	
emitted	“photon”	has	to	be	uniquely	defined	through	the	relation	 ∆E h= ν
while	 classical	 observation	 δ δνt ≥ 1 	 apparently	 claims	 that	 it	 cannot	 be	 a	
space	and	time	finite	wave	packet,	which	is	a	conceptual	mistake	perpetu-
ated	 by	 classical	 physics	 and	 co-opted	 by	 Qm.	 Accordingly,	 we	 have	 pro-
posed	[34]	that	a	spontaneously	emitted	photon	is	a	“mode	of	the	vacuum”	
but	as	a	space	and	time	finite	wave	packet	with	a	unique	carrier	frequency	
ν	as	demanded	by	 ∆E h= ν. 	The	envelope	function	is	dominantly	an	expo-
nential	function	with	a	very	sharp	rise	time	to	accommodate	the	observation	
that	the	time	integrated	line	width	of	spontaneous	emission	is	approximately	
Lorentzian.

6.6.4.4 Time-Frequency Transform, Coherence Theory

First	let	us	appreciate	that	all	light	signals	must	necessarily	be	time	and	space	
finite	pulse	dictated	by	the	principle	of	conservation	of	energy.	Even	a	CW	laser	
has	to	be	turned	on	and	off	in	the	real	world.	The	physical	spectrum	of	a	pulse	is	
its	actual	carrier	frequencies	(undulations	of	the	E	&	B	field	vectors)	contained	
in	it,	and	not	the	FT	of	the	amplitude	envelope.	This	position	is	validated	by	
the	observations	made	in	the	last	section.	measurable	fringe	visibility	(modu-
lus	of	autocorrelation	function)	can	be	degraded	(i)	by	unequal	amplitudes	of	
same	frequency	light	pulse,	(ii)	by	displaced	fringe	locations	due	to	variable	
phase	delays	produced	by	the	same	path	delay,	but,	due	to	multiple	frequen-
cies,	ν tx xm= 	(order	of	interference),	or	(iii)	due	to	presence	of	light	with	non-	
parallel	states	of	polarizations.	Today,	we	do	not	distinguish	between	tem-
poral	coherence	(due	to	a	time	finite	pulse	with	a	single	carrier	frequency)	
and	 the	 spectral	 coherence	 (due	 to	 CW	 light	 containing	 multiple	 carrier	
frequencies).	Pitfalls	of	traditional	Wiener-Khintchine	theorem	can	be	com-
pared	from	these	references	[25,	33].	These	understandings	will	provide	the	
platform	for	better	characterization	of	ultra	short	light	pulses	whose	spectral	
content	 (distribution	 of	 E-vector	 undulation	 frequencies)	 may	 be	 different	
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even	for	the	same	intensity	envelopes.	We	mentioned	earlier	that	FTS	works	
using	slow	detectors	under	the	assumption	that	beams	of	 light	containing	
different	optical	 frequencies	are incoherent.	 In	 reality,	different	optical	 fre-
quencies	are	coherent	and	 they	do	produce	oscillatory	beat	or	heterodyne	
currents	 in	 fast	 detectors.	 The	 concept	 of	 coherence	 needs	 to	 be	 revisited	
through	the	“eyes”	of	photo	detectors.

This	last	point	can	be	appreciated	further	by	exploring	why	orthogonally	
polarized	light	beams	produced	from	the	same	single	mode	laser	do	not	pro-
duce	superposition	fringes.	Obviously,	the	two	beams	from	the	same	laser	
mode	cannot	suddenly	become	incoherent	(phase	random	or	multi	frequency)	
by	inserting	orthogonal	polarizers.	Our	proposed	hypothesis	is	that	it	is	the	
quantum	property	of	 the	detecting	dipoles	(see	Eqs.	6.5–6.9)	embedded	in	
the	susceptibility	property	c	that	dictates	the	observed	results.	The	energy	
absorption	 is	not	modulated	by	the	“cross	 term”	when	the	 two	beams	are	
orthogonally	polarized.	Orthogonality	of	the	inducing	dipolar	stimulation	
makes	this	term	zero	[see	Eqs.	6.6–6.11	below].	In	effect,	the	complex	ampli-
tudes	due	to	simultaneous	but	orthogonal	stimulations	cannot	be	summed	
by	detecting	dipoles.	This	limiting	quantum	property	of	detecting	dipoles	
should	not	be	assigned	to	orthogonal	Em	fields	as	being	incoherent.	Em	fields	
are	never	incoherent. Integration	time	and	the	dipolar	properties	of	detectors	
determine	the	degree	of	 fringe	visibility,	mathematically	equivalent	 to	the	
modulus	of	the	autocorrelation	of	the	superposed	fields.	Any	wave	group	by	
definition	consists	of	a	collective	coherent	set	of	undulations.

If	indivisible	single	photon	really	“interferes	only	with	itself”,	all	thermal	
sources	could	be	converted	into	coherent sources	simply	by	putting	a	narrow	
band	spectral	filter	followed	by	an	absorber	to	allow	only	single	photons	to	
emerge!

6.6.4.5 Time-Frequency Transform, Laser Mode Locking

It	 is	standard	practice	to	express	mode	locked	laser	pulses	as	the	summa-
tion	of	periodic	longitudinal	modes	of	a	laser	cavity,	irrespective	of	whether	
the	characteristics	of	 the	 laser	gain	media	are	homogeneously	or	 inhomo-
geneously	broadened.	But	we	know	from	discussions	 in	 the	previous	sec-
tions	that	light	beams	by	themselves	do	not	re-group	their	energy.	We	also	
know	from	the	key	requirements	 for	designing	actual	mode	 locked	 lasers	
that	it	is	the	insertion	of	devices	like	a	saturable	absorber	(or,	its	equivalent,	
a	nonlinear	Kerr	medium)	that	really	generates	the	short	pulses	by	behav-
ing	as	a	temporal	on-off	switch.	Interactions	between	the	cavity	fields	and	
the	dipoles	of	the	devices	jointly	create	the	temporal	on	and	off	durations	of	
these	mode	locking	devices.	So,	the	ultra	short	pulse	generation	community	
has	correctly	kept	their	engineering	focus	more	on	the	material	properties	of	
the	gain	media,	saturable	absorber,	Kerr	medium,	etc.,	rather	than	on	just	the	
phases	of	the	longitudinal	modes.	Besides,	we	doubt	that	simple	intra-cavity	
insertion	of	a	mode	locking	device	can	make	a	homogeneous	gain	medium	
to	oscillate	in	multiple	longitudinal	modes.	We	believe	that	truly	transform	
limited	pulses	contain	a	single	carrier	frequency	[35–37].
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6.6.4.6 Time-Frequency Transform, Pulse Dispersion

Based	 on	 the	 correctness	 of	 the	 diffraction	 theory	 and	 our	 success	 in	 re-	
formulating	classical	spectroscopy	[29-30],	we	believe	that	“pulse	dispersion”	
is	actually	pulse	stretching	[38]	due	to	time	diffraction.	This	is	the	counter	
part	of	diffractive	spatial	spreading	of	a	beam	when	it	is	cut	off	by	a	small	
aperture.	When	people	use	FDTD	(finite	difference	time	domain)	method	of	
computation	to	propagate	short	pulses	using	directly	maxwell’s	wave	equa-
tion,	they	are	computing	time	diffraction	[39].	molecules	 in	media	usually	
respond	in	the	femto	second	domain	to	the	local	amplitude	and	carrier	fre-
quency	(-ies)	at	the	moment	of	their	exposure.	They	do	not	have	memory	and	
they	cannot	wait	to	determine	the	Fourier	frequencies	due	to	pulses	of	long	
durations	and	shapes.	Thus,	as	in	classical	spectrometry,	propagating	Fou-
rier	transformed	frequencies	may	give	“correct”	time integrated pulse	broad-
ening	in	limiting	cases,	but	that	is	not	the	correct	physical	modeling.	Counter	
examples	to	establish	our	point	can	be	found	in	these	references	[37,	40].

6.7 Bell’s theorem and Interference as 
an emergent Phenomenon

Our	 proposed	 reality	 epistemology,	 CC-LC-(ER)1,2,	 requires	 imposing	 real	
physical	meaning	to	the	symbols	and	mathematical	operators	of	key	work-
ing	 equations.	 Even	 in	 pure	 mathematics, for equations	 to	 be	 correct,	 the	
meaning	and	operation	of	all	the	symbols	and	the	connecting	operators	must	
be	clearly	defined.	This	is	an	essential	component	of	the	reality	epistemology	
we	are	promoting	 [10].	Superposition	effects	emerge	as	measurable	 transi-
tions	in	photo	detectors.	Thus	the	detector’s	first-order	susceptibility ( )1 c to	
polarization	induced	by	the	superposed	E-vectors	is	an	important	physical	
parameter	that	is	not	normally	taken	into	account	when	writing	equations	
for	 interferometry	 when	 the	 basic	 superposition	 process	 is	 linear,	 but	 we	
need	to:

	

Field Stimulation:: ( ) ( ) ; ( ) ( )E t a t e ti t= =2 1πν ψ caa t e
D t

i t( ) ;
( )

2πν

ψ ψTransformation: = < >∗
	

(6.4)

Ensemble	averaged	photo	current D t( ) is	the	measurable	transformation	due	
to	real	physical	superposition	of	the	Em	field	on	the	detecting	molecules.	Qm	
prescription	to	compute	has	two	built	in	steps,	taking	square	modulus	of	the	
dipole	stimulation	and	the	ensemble	average.	The	susceptibility	to	polariza-
tion	of	the	dipole ( )1 c 	contains	all	the	classical	and	quantum	response	prop-
erties	of	the	detecting	molecules.	Note	that	while	normally	we	use	only	the	
linear	(first	order	susceptibility),	in	reality	all	Em	fields	induce	all	possible	
linear	and	non-linear	susceptibilities	all	the	time.	We	normally	neglect	these	
higher	 order	 effects	 until	 we	 encounter	 molecules	 with	 strong	 nonlinear	
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polarizability	that	is	becoming	more	and	more	common	with	time.	In	reality,	
the	total	dipole	stimulation	due	to	an	Em	field	should	be	written	as:

	
Stimulation: TransformatioY( ) ( );( )t E tn n

n
=∑ c nn: D t t t( ) ( ) ( )= < >∗Y Y

	
(6.5)

While	Eq.	6.5	already	looks	complex	for	general	situations,	 it	 is	even	more	
complex	in	reality,	because	both	the	susceptibility	and	the	Em	field	should	
be	treated	as	vectors	to	accommodate	the	angle	between	them	in	anisotropic	
media	as	is	done	by	the	specialists	in	nonlinear	optics.	Consider	the	simple	
case	of	a	two	beam	mach-Zehnder	interferometer	containing	two	rotate-able	
linear	polarizers	 in	 the	 two	arms	and	 illuminated	by	a	 linearly	polarized	
single	 mode	 laser	 beam.	 Neglecting	 the	 possible	 phase	 and	 polarization	
changes	that	can	be	introduced	by	the	beam	splitters	and	mirrors,	the	output	
beams	 can	 be	 represented	 as	

�
a i t t1 12exp( )πν − 	 &	

�
a i t t2 22exp[ ( )]πν − 	 where

t = −( )t t1 2 is	 the	propagation	 induced	relative	 time	delay	between	the	 two	
beams.	When	these	two	superposed	output	beams	are	received	by	a	detec-
tor,	the	sum	of	the	induced	dipolar	undulation	amplitudes	experienced	by	
the	detector	is:

	

Y( ) ( ) ( ) ( ) ( ) ( )t t t a e ai t t= + = +−ψ ψ c cπν
1 2

1
1

2 1
2

1
� �

ee a ei t t i t t2 1
1

1
1

2

1
2

2 1πν πνc c

c

( ) ( ) ( ) ( )

( )

ˆ

ˆ

− −≡

+ (( ) ( )1
2

2 2c πνa ei t t−
	
(6.6)

The	 unit	 vectors	 ( )
,

ˆ1
1 2c 	 in	 Eq.	 6.6	 represent	 the	 two	 physical	 directions	 of	

undulations	induced	on	the	detecting	molecule	(or	cluster).	The	detectable	
transition	 d can	be	written	as,	assuming θ is	the	angle	between	the	induced	
dipole	stimulations:

	

d a e a ei i= + =∗Y Y = ( ) ( ) ( ) ( )ˆ ˆ |1
1

1
1

1
2
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2
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22 2= + + ⋅( ) ( ) ( )( ˆ ˆ )cosa a a a ννt

c θ πνt

 

= + +[ ]( ) cos cos1 2
1
2

2
2

1 22 2a a a a
	 	

(6.7)

When	the	polarizers	within	the	interferometers	are	lined	up	with	the	inci-
dent	vertically	polarized	beam,	 θ = 0, 	and	we	can	recover	from	Eq.	6.7	the	
traditional	 intensity	 pattern	 multiplied	 by	 a	 constant	 ( )1 2c that	 we	 rou-
tinely	neglect	and	yet	contains	most	of	the	details	behind	the	real	physical	
processes:

	 d a a a a a= + +[ ] = +( ) cos [ cos1 2
1
2

2
2

1 2 02 2 1 2c πνt γ πνt]] 	 (6.8)

Here	γ ≡ +2 1 2 1
2

2
2a a a a/( ) 	represents	the	fringe	visibility	quotient	and a0

1 2≡ ×( )c 	
( ).a a1

2
2
2+ When	 the	 two	 beams	 within	 the	 mZ	 are	 deliberately	 made		
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orthogonally	polarized,	θ = 900 , 	then	the	detectable	transition	becomes	sim-
ply	proportional	 to	 the	sum	of	 the	two	intensities	multiplied	by	 ( ) ;1 2c 	 the	
interference	term	drops	out:

	
d a a= + 

( )1 2
1
2

2
2c

	
(6.9)

Photodetecting	molecular	complexes	cannot	respond	to	the	different	phase	
information	 brought	 by	 the	 Em	 fields	 if	 they	 are	 orthogonally	 polarized,
( ) ( )ˆ ˆ .1

1
1

2 0c c⋅ = 	Since	Em	fields	do	not	interfere	with	each	other	by	themselves,	
we	should	not	attribute	the	absence	of	fringes	because	“orthogonally	polar-
ized	light	beams	do	not	interfere”.	Again,	we	must	recognize	that	we	“see”	
light	through	the	“eyes”	of	dipoles.	Further,	any	time	light	passes	through	
any	material	and/or	is	reflected	or	scattered	by	some	material	surface,	some	
of	its	intrinsic	physical	properties	(frequency,	phase,	amplitude,	and	polar-
ization)	very	likely	will	change.	This	is	built	into	maxwell’s	wave	equation	
when	one	applies	the	“boundary	conditions”.	Thus,	if	we	think	in	terms	of	
propagating	photons,	most	of	the	time	the	“re-directed”	photon	is	no	longer	
the	same	photon	that	originally	impinged	on	the	surface	of	the	medium.

Accordingly,	the	Bell’s	theorem	[41]	to	be	relevant	at	all	for	superposition	
(interference)	experiments,	it	has	to	be	re-derived	for	each	interferometer	in	
terms	of	physical	dipole	undulations	of	not	only	the	detector	molecules	but	
also	 of	 those	 of	 dielectric	 or	 metal	 coating	 boundary	 molecules	 of	 beam	
splitters	and	mirrors	 that	 introduce	differential	phase	shifts	 for	“internal”	
vs.	“external”	reflections	and	the	states	of	polarizations	[25],	etc.	Our	point	
should	 be	 obvious	 from	 Eqs.	 6.5–6.9	 even	 though	 they	 consider	 the	 very	
simple	case	where	no	relative	phase	or	polarization	changes	are	introduced	
by	 the	 two	separate	arms	of	 the	mZ	mirrors	and	beam	splitters.	We	have	
demonstrated	the	consequences	in	the	fringe	intensity	and	location	changes	
produced	 by	 an	 mZ	 illuminated	 by	 a	 beam	 containing	 two	 orthogonally	
polarized	lights	having	an	asymmetric	case	of	gold	and	a	dielectric	mirror	
[see	Chapter	26	of	this	book].	Simple	sum	of	the	Em	fields	with	two	different	
phases,	as	represented	by	the	Bell’s	theorem,	is	not	what	we	measure	or	what	
emerges	as	transformations	in	detectors.

Equations	6.5	through	6.9	essentially	represent	classical	relation	for	energy	
absorption.	 Let	 us	 now	 apply	 (ER)1-epistemology	 on	 the	 Eq.	 6.8	 and	 take	
a	deeper	look	at	the	significance	behind	the	Qm	prescription	of	taking	an	
ensemble	 average	 ofY Y∗ . 	 The	 expression	 for	 the	 fringes	 represented	 by		
Eq.	6.8	is	re-written	below	with	the	reminder	that	all	photo	detectors	are	quan-
tized	and	that	each	individual	transition	(photo	counting	“clicks”)	needs	to	
absorb	a	unique	“quantum	cup”	of	energy	given	by	 ( ) ,∆E hm n m n− −= ν 	where	
the	suffix	“m-n”	refers	 to	quantum	transition	between	levels	 (or	bands)	m	
and	n.

	 d E h am n m n≡ = = +− −( ) [ cos ]
?

∆ ν γ πνt0 1 2 	
(6.10)
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If	d	represents	a	single	quantum	transition	event	in	a	detector	that	always	
requires	 the	absorption	 of	 a	fixed	quantity	of	 energy	 ( )∆E m n− 	 to	be	deliv-
ered	by	a	radiation	of	well	defined	frequency	 νm n− , 	then	can	it	be	equated	
to	a	quantity	that	varies	sinusoidally	with	the	delay	t	by	an	interferometer?	
Obviously,	 the	 absorbed	 energy	 cannot	 vary	 for	 any	 individual	 transition	
even	when	we	vary	t (as	long	as	the	frequency	remains	fixed).	An	individual	
count	at	any	value	of	t	cannot	provide	very	useful	information	regarding	the	
superposition	effect	we	are	studying.	The	right	hand	side	of	Eq.	6.10	must	
now	be	re-interpreted	as	the	rate	of	discrete	transitions	in	the	photo	detector;	
it is no longer a simple energy balance equation.	We	just	wanted	to	underscore	the	
conceptual	shift	from	“discrete	photons”	to	discrete	detector	transition.	The	
energy	equation	has	become	a	quantum	statistical	rate	equation	determined	
by	the	flux	of	the	propagating	light	energy,	which	is	classical.	Accordingly	
the	founders	of	Qm	have	wisely	developed	the	necessity	of	ensemble	aver-
age	that	completes	the	picture:

	 D a= < > = < + >∗Y Y 0 1 2[ cos ]γ πνt 	 (6.11)

However,	Y	to	us,	is	not	an	abstract	“probability	amplitude”.	It	represents	
the	 strength	 of	 the	 resultant	 physical	 amplitude	 of	 the	 dipole	 undulation	
induced	 by	 all	 the	 simultaneously	 present	 Em	 fields	 provided	 their	 fre-
quencies	and	polarizations	 conform	 to	 the	Qm	allowed	stimulation	 rules.	
Superposition	principle	naturally	allows	a	quantum	detector	 to	collect	 the	
necessary	quantum	of	energy	 ( )∆E m n− 	 for	any	single	 transition	by	gather-
ing	energy	from	multiple	fields	as	long	as	they	are	congruent	with	the	Qm	
rules.	We	do	not	need	to	hypothesize	that	only	an	“indivisible	single	photon”	
can	 trigger	 a	 detector	 transition.	 We	 should	 not	 unnecessarily	 assign	 the	
quantum	behavior	of	detectors	to	the	Em	fields.	Further,	if	Y	represents	actual	
dipole	amplitude	induced	by	the	Em	field,	then	it	can	be	characterized	as	a	joint	
“quantum	compatibility	dance”	jointly	carried	out	by	the	field	and	the	detector	
before	the	dipole	can	undergo	an	allowed	transition.	There	is	no	arbitrary	“col-
lapse	of	wave	function”;	a	finite	number	of	dipole	undulation	goes	on	before	the	
allowed	transition	takes	place.	Quantum	processes	are	visualizable.

From	the	perspective	of	communication	theory,	the	relative	phase	delay	
t = −( )t t1 2 	 is	 derived	 from	 two	 pieces	 of	 separate	 information	 that	 has	
to	 evolve	 as	 propagational	 delays	 experienced	 by	 the	 two	 separate	 light	
beams	in	the	two	arms	of	the	mZ,	which	must	be	jointly	delivered	on	to	the	
detectors	for	taking	action.	This	is	part	of	the	same	causality	in	nature	that	
we	 are	 underscoring.	 We	 agree	 that	 information	 is	 “physical”,	 as	 is	 now	
claimed	 in	 literature	 [42],	but	 it	does	not	have	separate	existence	outside	
of	physical	entities	that	we	can	detect	and	manipulate.	In	general,	physical	
information	 is	 manifest	 as	 changes	 in	 values	 of	 some	 dynamic	 physical	
parameters	of	some	naturally	manifest	entity	that	are	accessible	to	control	
by	other	physical	means.

44249_C006.indd   103 6/24/08   11:53:18 AM



104 The Nature of Light: What Is a Photon?

6.8 Applying CC-LC-(eR)1,2 to model a Photon

We	believe	that	an	attempt	to	re-define	the	photon	is	called	for	inspite	of	the	
current	state	of	very	broad	acceptance	of	photons	as	indivisible	quanta	prop-
agating	as	various	Fourier	modes	of	the	vacuum,	which	“interferes	only	with	
itself”	[43],	perhaps,	because	they	are	Bosons.	A	summary	of	the	mainstream	
views	and	related	references	can	be	found	from	these	review	articles	[8,	19-
20],	which	accepts	non-causality,	non-locality	and	the	consequent	teleporta-
tion,	etc.	Our	position	is	that	the	interactions	between	elementary	particles	
are	causal,	albeit	probabilistic.	So	we	should	try	to	model	a	causal	“photon”	
to	bring	back	reality	in	physics.

A	 Fourier	 monochromatic	 mode	 of	 the	 vacuum	 is	 not	 a	 starting	 causal	
model	for	a	photon	since	Fourier	modes	are	physically	non-causal,	existing	
over	all	time	that	violates	conservation	of	energy.	So,	the	“CC-LC”	compo-
nent	of	our	epistemology	demands	a	causal	model	for	the	photon	and	when	
we	press	to	also	apply	(ER)1	(extract and extrapolate reality)	out	of	various	clas-
sical	 and	 quantum	 optics	 theories	 and	 observations,	 we	 find	 the	 follow-
ing	model.	Our	proposed	photon	is	a	mode	of	the	vacuum	as	QED	claims,	
but	with	two	caveats.	First,	it	is	a	space	and	time	finite	packet	of	Em	wave	
evolving	and	propagating	out	following	maxwell’s	classical	wave	equation	
from	 the	 moment	 the	 emitting	 molecule	 releases	 the	 quantum	 of	 energy	
( )∆E hm n m n− −= ν 	and	undulating	the	“vacuum”	with	a	carrier	frequency	 νm n− . 	
This	“perturbation”	then	evolves	(diffracts)	out,	following	maxwell’s	equa-
tion,	under	the	space	and	time	finite	3D	exponential-like	amplitude	envelope	
[34	or	Ch.	27].	This	far,	our	model	is	congruent	with	the	correct	demand	of	
Qm,	( ) .∆E hm n m n− −= ν 	The	next	issue	is	to	reconcile	with	the	measured	natu-
ral	 line	width	of	spontaneous	emission	to	be	a	Lorentzian.	Classical	phys-
ics	 (Lorentz)	 has	 solved	 the	 problem	 by	 proposing	 the	 emission	 envelope	
to	be	exponential	whose	Fourier	transform	is	Lorentzian.	We	have	analyti-
cally	shown	that	the	time integrated	fringe	broadening	observed	in	classical	
spectrometers	 due	 to	 time-finite	 pulses	 does	 mathematically	 appear	 to	 be	
equivalent	to	the	presence	of	a	broad	spectrum	given	by	the	Fourier	spectral	
intensity	of	the	amplitude	envelope	[29–30].

Let	us	now	apply	again	(ER)1	along	with	(ER)2	(emergentism and reduction-
ism).	The	HF	diffraction	model,	also	supported	by	maxwell’s	wave	equation,	
is	holding	out	as	a	remarkably	accurate	model	for	light	propagation	from	all	
the	macro	to	nano	photonic	devices.	So,	it	must	have	captured	some	cosmic	
logic	 in	 it.	 Its	key	proposition	 is	 that	every	single	point	on	 the	wave	 front	
behaves	as	a	new	source	point.	We	are	proposing	to	accept	this	point	to	be	
literally	true.	This	implies	that	the	cosmic	“vacuum”	holds	a	stationary	and	
uniform	electromagnetic	tension	field	(EmTF)	everywhere	in	a	state	of	equi-
librium	[44-45].	The	light	wave	(photon)	is	simply	a	propagating	wave	group	
that	is	an	undulation	of	the	EmTF	induced	by	the	released	energy	ΔE	by	an	
excited	molecule	while	undulating	as	a	dipole	at	a	frequency	ν.	The	photon	
wave	packet	is	an	emergent	phenomenon	out	of	the	stationary	EmTF.
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The	model	is	quite	congruent	with	all	classical	material-based	undulations	
that	inherently	propagate	out	with	diffraction.	The	wave	on	the	water	sur-
face	is	simply	an	undulation	of	the	surface	against	the	surface	tension	when	
displaced	by	an	external	energy	source	out	of	its	state	of	equilibrium.	Same	
is	true	for	sound	waves	where	the	tension	in	equilibrium	is	the	air	pressure	
due	 to	Earth’s	gravitational	attraction	on	 the	air	molecules.	The	similarity	
between	the	maxwell’s	wave	equation	and	the	material	based	wave	equation	
is	remarkable.	The	displaced	point	out	of	the	state	of	equilibrium,	whether	
EmTF	 or	 water	 surface	 under	 tension,	 wants	 to	 come	 back	 to	 its	 original	
state	 of	 equilibrium	 and	 delivers	 its	 “displacement	 energy”	 to	 the	 next	
domain	making	it	the	next	(“secondary”)	source	of	wave	while	generating	
propagating	wave	and	also	validating	Huygens’	hypothesis	over	Newton’s	
“corpuscular”	model,	although	a	space	and	time	finite	wave	packet	(energy	
conservation)	 do	 imply	 the	 “corpuscular”	 existence	 of	 light!	 Propagating	
wave	is	an	emergent	and	collective	phenomenon.	By	applying	CC-LC	on	all	
the	material	based	wave	phenomena	(water	wave,	sound,	string	and	percus-
sion	instrument	vibrations,	etc.)	we	find	that	the	root	of	the	generation	and	
propagation	of	the	waves	lay	with	the	respective	“tension	field”	in	equilib-
rium	held	by	the	material	media	over	extended	domain.

“Do	photons	have	mass?”	may	be	 the	wrong	question	 to	ask.	 In	 reality,	
all	wave	propagation	is	effectively	a	perpetual	motion	of	some	“form”,	not	
of	 matter,	 which	 is	 energetically	 supported	 by	 the	 tension	 energy	 of	 the	
medium	 that	 wants	 to	 stay	 in	 its	 state	 of	 equilibrium!	 mass-less	 energy	
transfer	from	one	point	to	another	through	the	manifestation	of	propagating	
waves	is	obvious	in	classical	physics	in	any	medium	under	uniform	tension.	
In	classical	medium,	the	wave	energy	propagates	out	leveraging	local	kinetic	
movement	but	without	transfer	of	any	mass	to	the	distant	places	where	the	
wave	 arrives.	 Considering	 the	 similarity	 in	 the	 structure	 of	 various	 wave	
equations,	it	is	logical	to	extend	the	EmTF-like	tension	concept	on	the	cosmic	
medium.	After	all,	maxwell’s	wave	equation	does	find	that	 the	velocity	of	
light, c = 1 0 0/ ,ε µ 	which	is	actually	a	manifestation	of	the	properties	of	the	
vacuum,	 ε0 	 (dielectric	constant)	and	 µ0 (magnetic	permeability).	If	EmTF-
hypothesis	is	correct,	then	the	cosmic	space	holds	an	enormous	amount	of	
un-manifest	potential	energy.	Only	a	 tiny	 fraction	of	 this	EmTF	energy	 is	
manifest	as	propagating	photon	wave	packets	whirling	in	every	direction	of	
the	universe	carrying	the	messages	from	one	set	of	atoms	and	molecules	to	
another	distant	set.	Could	possibly	this	EmTF	energy	be	the	“Dark	Energy”	
the	astrophysicists	have	been	looking	for?	No	cosmic	or	local	communication	
waves	would	have	been	possible	without	the	existence	of	such	an	EmTF	in	
a	state	of	quiet	equilibrium!	This	concept	is	very	different	from	“luminifer-
ous	 ether”	 of	 the	 nineteenth	 century	 because	 such	 a	 field	 cannot	 possess	
traditional	matter	 like	properties.	The	point	 is	obvious	 from	the	consider-
ations	that	light	of	wave	length	500nm	can	be	easily	transported	or	collected	
by	 10nm	 guides	 and	 a	 mega	 watt	 laser	 beam	 can	 be	 focused	 and	 passed	
through	a	pinhole	of	diameter	no	bigger	than	two	wavelengths	without	any	
distortion	 in	any	of	 its	 fundamental	properties.	The	energy	is	 transported	
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locally	by	a	very	steep	gradient	of	the	field,	EmTF.	The	important	question	
may	be:	What	holds,	or	generates,	this	cosmic	EmTF?

This	model	raises	another	question,	how	can	one	construct	the	stable	par-
ticles	out	of	this	tension	field?	maybe	they	are	some	form	of	vortex	[46-47].	
Or,	more	likely	as	a	self-looped	wave	train	propagating	forever	in	resonance	
with	itself,	leveraging	EmTF	and	giving	rise	to	the	key	properties	of	matter	
like	rigidity	and	inertial	opposition	(mass)	to	any	of	the	3D	lateral	translation.	
Schrödinger’s	“wave	equation”	already	contains	the	time	varying	internal	har-
monic	undulation	factor,	exp( / )i Et h2π 	[44-45].	We	already	know	from E mc= 2	
that	mass	is	definitely	not	an	immutable	property	of	nature;	Relativity	vali-
dates	that	mass	is	some	form	of	inertia.	After	all,	the	key	premise	of	Huygens-	
Fresnel	principle,	that	wave	energy	at	every	point	becomes	the	source	of	wave	
energy	for	the	next	point,	is	possible	only	when	the	wave	is	manifest	as	an	
undulation	of	a	uniform	tension	filed	existing	in	a	state	of	equilibrium.

summary and Discussions

All	theories	have	to	start	with	human	logics	that	help	organize	a	selected	set	
of	measurements	into	a	logically	congruent	group	with	the	implied	dream	
of	refining	the	theory	to	eventually	map	the	actual	cosmic	logics	behind	the	
physical	processes	making	the	measured	transformation	happen.

The	 core	 contribution	 of	 this	 chapter	 is	 to	 underscore	 that	 we	 are	 for-
ever	challenged	in	gathering	complete	information	about	any	phenomenon	
through	experiments	alone	because	the	measurable	transformations	relayed	
by	our	instruments	are	rarely	all	that	they	have	experienced.	Thus	working	
theories	(equations)	have	to	be	made	logically	closed	as	an	equation	and	self	
consistent	by	filling	in	the	information	gaps	with	imagined	(invented)	human	
logics	some	of	which	may	not	be	correctly	mapping	the	cosmic	logics	(reali-
ties),	which	we	are	trying	to	discover.	Nature	being	fundamentally	logical	and	
causal,	as	evidenced	by	the	very	successes	of	our	logical	mathematical	theo-
ries,	we	should	be	able	to	develop	a	rational	epistemology	to	move	towards	
the	reality	ontology	that	lies	behind	the	evolving	universe.	However,	based	
on	several	centuries	of	successes	demonstrated	by	our	mathematical	model-
ing,	we	have	developed	the	tendency	to	invent	realities	and	impose	that	on	
nature	whenever	our	elegant	 theories	are	 falling	short	of	making	a	causal	
and	visualizable	model	of	 the	very	processes	we	are	 trying	 to	model.	This	
chapter	is	an	attempt	to	overcome	this	troubling	trap	[1].

We	have	accepted	that	all	experimental	observations,	classical	and	quan-
tum	 mechanical,	 as	 causal and “local” superposition	 effects	 as	 measured	
transformation	(SEmT).	Dissection	of	SEmT	informs	us	of	the	eternal	infor-
mation	gap	or	the	“incomplete	information	paradigm”	of	all	experimental	
observations	that	we	are	forced	to	accept.	This	awareness	creates	the	oppor-
tunity	for	us	to	appreciate	that	our	human logics	behind	“working”	theories	
need	continuous	refinements	to	move	them	closer	to	the	cosmic logics	 that	
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are	 driving	 the	 cosmic	 evolutionary	 processes,	 which	 are	 undeniably	 real	
irrespective	of	whether	humans	had	evolved	to	observe	them	or	not.

Then	we	have	proposed	a	model	methodology	of	 thinking,	CC-LC-(ER)1,2	
epistemology	[Fig.	6.1].	The	utility	and	power	of	this	epistemology	has	been	
demonstrated	by	summarizing	the	successes	and	hidden	failures	in	the	field	
of	optics	that	uses	ubiquitous	Fourier	theorem.	We	have	used	our	epistemol-
ogy	to	argue	that	superposition	effects	are	necessarily	local	and	that	“photons”	
may	be	space	and	time	finite	undulation	of	a	hitherto	undiscovered	electro-
magnetic	tension	field	(EmTF)	filling	the	entire	volume	of	cosmic	space.	We	
have	also	presented	our	view	that	superposition	effects	being	local	interactions	
with	detecting	molecules,	Bell’s	theorem	is	not	the	right	guide	to	overthrow	
causality	in	nature.	It’s	ineffectiveness	may	also	lie	with	the	faulty	derivation	
of	the	joint	probability	distribution,	as	has	been	claimed	by	some	[48].

The	 proposed	 epistemology	 can	 guide	 us	 to	 continuously	 refine	 our	
human	logics	towards	correctly	mapping	cosmic	logics.	The	model	attempts	
to	emulate	our	biological	genetic	algorithm,	 the	stuff	out	of	which	we	are	
built.	From	the	very	early	stages	of	evolution	the	GACT’s	(Guanine,	Adenine,	
Cytosine,	and	Thiamin)	moved	to	create	the	DNA	molecules,	and	then	the	
viruses	 and	 the	 living	 cells.	 They	 all	 function	 as	 little	 creative	 engineers,	
effectively	 following	 the	 interaction	processes	allowed	by	nature’s	 limited	
set	of	laws.	As	very	complex	systems,	as	conscious	humans,	we	will	be	better	
off	by	being	humble	and	honest	creative	reverse	engineers.	This	is	not	a	phi-
losophy.	This	is	emulating	successful	evolutionary	engineering	of	nature	for	
our	own	sustainability.	However,	neither	the	path	to	sustainability	is	defined	
for	 us,	 nor	 can	 we	 acquire	 complete	 information	 from	 any	 observation	 or	
experiment.	Perhaps,	this	is	a	deliberate	design	to	keep	our	mind	challenged	
towards	choosing	a	better	evolutionary	direction!

By	 virtue	 of	 “incomplete	 information	 paradigm”,	 our	 proposed	 CC-LC-
(ER)1,2	epistemology	must	remain	as	a	“work	in	progress”	for	ever.	Then	only	
can	we	assure	ourselves	that	one	dominant	epistemology	cannot	slow	down	
the	 progress	 of	 scientific	 investigations	 and	 thinking	 [1–3].	 All	 “correct”	
scientific	theories	must	be	superseded	and/or	invalidated	by	new	theories!	
Therefore,	the	younger	generation	should	be	constantly	asking:	How	can	we	
stay	 focused	on	discovering actual	realities	 in	nature	driven	by	cosmic logics	
rather	than	stay	limited	to	inventing realities	that	are	esthetically	pleasing	to	
our	human logics?

We	hope	this	chapter	will	inspire	our	readers	to	give	serious	attention	to	the	
various	out-of-the-box	proposals	for	photons	presented	in	the	next	section.
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Abstract

There	continues	to	be	a	common	belief	that	the	registration	of	single	photo-
graphic	grains	or	emission	of	single	photo	electrons	at	a	time	validates	the	
assertion	that	the	interference	and	diffraction	patterns	are	built	through	the	
contribution	of	individual	photons	(hν).	A	careful	analysis	of	the	past	litera-
ture	indicates	that	these	experiments	actually	were	not	able	to	ascertain	that	
one	photon	at	a	time	interacted	with	the	photo	detector.	This	chapter	reviews	a	
series	of	experiments	carried	out	during	the	early	eighties,	which	suggest	that	
the	simultaneous	presence	of	multiple	photons	(multiple	units	of	hν)	makes	
possible	the	registration	of	a	single	photographic	blackening	spot	or	the	emis-
sion	of	a	single	photoelectron.	The	congruency	with	the	paradigm	of	“wave-
particle	duality”	is	now	better	maintained	by	assuming	that	the	photons,	after	
they	are	emitted	and	then	propagate	from	the	source,	develop	the	“bunching”	
property,	which	we	proposed	as	a	“photon	clump”	in	1985	and	explained	with	
a	plausible	extension	of	the	Heisenberg’s	Uncertainty	Principle.

44249_C007.indd   111 6/30/08   11:52:12 AM



112 The Nature of Light: What Is a Photon?

7.1 Introduction

Einstein’s	path	breaking	photo	electric	paper	inspired	many	“single	photon”	
experiments [1]. With	 the	advent	of	 formal	Quantum	Mechanics	and	 then	
field	quantization	by	Dirac,	many	more	“single	photon”	experiments	were	
carried	out	[2–6].	We	carefully	analyzed	these	papers	regarding	the	certainty	
of	the	presence	of	a	single	photon	in	the	beam,	in	contrast	to	single	detection	
event	at	a	time	[12].	A	firm	corroboration	was	lacking,	because	the	quantum	
efficiency	of	detection	is	never	100%.	Then	we	carried	out	a	series	of	care-
fully	designed	diffraction	experiments	 in	 the	early	eighties	with	attention	
to	the	number	of	photons	per	second	in	the	experimental	beam.	We	found	
that	 both	 for	 photographic	 and	 for	 photoelectric	 detectors,	 simultaneous	
presence	of	multiple	photons	(multiple	units	of	hν)	was	more	likely	required	
to	record	any	single	successful	event.	Naturally,	this	posed	a	conflict	as	to	
whether	the	Dirac’s	famous	assertion,	“photon	interferes	only	with	itself”	is	
still	valid	[7].

The	lack	of	a	direct	experimental	demonstration	of	the	wave-particle	dual-
ity	for	assured	single	photons	led	us	to	consider	the	hypothesis	that	perhaps	
isolated	photons	do	not	exist.	We	put	forward	a	model	of	light	in	which	a	
photon	is	 invariably	accompanied	by	other	photons,	all	clumped	together.	
If	 the	 individual	 photons	 in	 a	 clump	 are	 arranged	 on	 a	 distribution	 with	
maxima	and	minima	of	number	density	(i.e.,	a	wave	distribution),	one	is	able	
to	 retrieve	 from	 this	 model	 not	 only	 an	 explanation	 for	 our	 experimental	
results,	but	also	for	those	of	Hanbury-Brown	and	Twiss	[8],	of	Pfleegor	and	
Mandel	[9],	of	Clauser	[10],	and	of	Grangier,	Roger,	and	Aspect	[11].	More-
over,	in	the	light	of	this	model,	Dirac’s	dictum	that	a	photon	interferes	only	
with	itself	[7]	must	be	reinterpreted	as	meaning	that	a	clump	or	cluster	of	
photons	 has	 already	 imprinted	 in	 it	 all	 the	 characteristics	 of	 interference	
or	diffraction.	Consequently,	an	interferometer	must	be	viewed	now	as	an	
instrument	 that	does	not	do	anything	 to	 the	photons	 to	 let	 them	interfere	
(because	they	have	already	interfered	and	positioned	themselves	on	a	wave	
geometrical	 arrangement	 with	 maxima	 and	 minima	 of	 distribution,	 even	
before	entering	 the	 interferometer)	but,	by	changing	slightly	 the	direction	
of	motion	of	two	outgoing	clumps	or	conglomerates	of	photons	originating	
from	 a	 single	 clump,	 makes	 them	 change	 the	 initial	 geometrical	 arrange-
ment	into	an	arrangement	which	can	be	clearly	seen	as	a	wave	pattern.	In	
short,	an	interferometer	acts	as	an	amplifier	of	the	fringe	separation	or	as	a	
microscope	to	see	more	easily	the	interference	or	diffraction	pattern	already	
existing	in	the	clumps	of	photons.

Considering	the	overwhelming	success	of	the	paradigm	of	“wave-particle	
duality”,	we	developed	a	“photon	clump”	model	to	bring	consistency	with	our	
observations.	These	experiments	and	related	discussions	and	the	details	of	the	
“photon	clump”	model	had	been	presented	at	a	NATO	Advanced	Research	
Workshop	[12].	Due	to	limited	presentation	time,	we	will	only	summarize	the	
experiments	in	this	chapter.	As	to	the	existence	and	the	origin	of	clumps	of	
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photons,	this	matter	has	been	already	dealt	with	classically	to	some	extent	by	
Dicke	[13],	who	pointed	out	that	individual	atoms	in	a	source	of	thermal	light	
cannot	emit	photons	independently	of	each	other,	because	they	are	constantly	
interacting	with	a	common	radiation	field.	Therefore,	incoherent	photons	are	
not	emitted	as	random	isolated	particles,	but	have	certain	characteristic	bunch-
ing	properties	[14].	However,	we	developed	our	“photon	clump”	model	from	
a	novel	point	of	view,	namely	from	an	analysis	of	the	Heisenberg	Uncertainty	
Principle	for	photons.	An	interaction	law	for	photons	was	derived	from	this	
analysis,	which	led	naturally	to	the	general	form	of	Kirchhoff’s	equation	and	
functionally	to	the	bunching	or	clumping	effect.

Our	 diffraction	 experiments	 carried	 out	 with	 extremely	 low	 level	 light	
using	both	a	photographic	plate	and	a	photoelectric	detector	indicated	that	
registration	of	a	single	unit	of	blackening	or	the	emission	of	a	single	electron	
is	more	likely	due	to	the	simultaneous	presence	of	multiple	units	of	photons	
(hν)	on	the	target.

7.2 Recording Very Low Intensity Diffraction 
Pattern by a Photographic Plate

We	have	chosen	the	simplest	possible	diffraction	aperture,	a	small	pinhole.	
However,	we	arranged	the	experiment	very	carefully	to	be	able	to	quantify	
the	 total	 power	 (number	 of	 photons	 per	 second)	 received	 by	 the	 detector.	
Fig.	7.1	 shows	 the	 arrangement.	 Two	 identical	 small	 pinholes	 (50.8µ)	 were	

1 2
Camera

Polaroid type 47
high speed film

Calibrated neutral
density filter NG 4

(Transmission 0.22% at λ = 6328 Å)

F.L. = 30 cm F.L. = 20 cm

Spectra-physics
Mod. 135 HE-NE laser

50.8 µm dia.
Pinholes

Figure 7.1
Experimental	apparatus	used	to	reveal	the	effect	of	the	degree	of	statistical	independence	on	
the	 photon	 distribution	 on	 a	 photographic	 film.	 Without	 the	 neutral	 density	 filter	 along	 the	
light	path,	a	clear	diffraction	pattern	can	be	recorded	on	the	film.	With	the	neutral	density	filter	
inserted,	the	diffraction	pattern	does	not	appear	as	clearly	as	before,	even	when	the	total	num-
ber	of	photons	impinging	on	the	film	is	more	than	two	orders	of	magnitude	larger	than	before.
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114 The Nature of Light: What Is a Photon?

used.	The	first	one	was	used	as	a	“spatial	filter”	to	derive	a	clean	Gaussian	
beam	centered	on	the	second	pinhole,	the	actual	diffracting	aperture.	Plac-
ing	a	well	calibrated	neutral	density	filter	before	the	pinhole	allowed	us	to	
control	 the	 arrival	 of	 the	 number	 of	 photons	 on	 the	 photographic	 film.	 A	
lens	following	the	diffracting	aperture	was	arranged	to	record	the	diffrac-
tion	fringes	corresponding	to	the	Fraunhofer	(far	field)	pattern	which	is	the	
well	known	Airy	diffraction	pattern	(or	J1(r)/r	function).

A	5	mW	CW	TEM00	mode	Spectra-Physics	Model	135	He-Ne	laser	was	the	
source	of	light.	The	laser	emitted	a	Gaussian	beam	of	radius	a	=	0.35	mm	at	
1/e2	points.	The	peak	light	intensity	in	the	central	part	of	the	beam	was:

	 Ip	=	(2P0/πa2)	=	2.59	W.cm−2;	[P0	=	5.10−3	W]

The	light	intensity	profile	was	smoothed	out	by	means	of	a	pinhole	of	diam-
eter	d	=	5.08	×	10−3	cm	positioned	at	the	center	of	the	beam,	at	the	point	of	
maximum	light	intensity.	The	resultant	emerging	bright	central	disc	of	the	
Airy	pattern	was	collimated	by	means	of	a	simple	double-convex	lens	located	
at	a	distance	from	the	pinhole	equal	to	the	lens	focal	length	f	=	30	cm.	The	
intensity	of	light	at	the	center	of	Airy	pattern	resulted	in	[15].

	 I0	=	(AP1/λ2f2)	=	2.95	×	10−4	W.cm−2

where	A	=	πd2/4	is	the	pinhole	area	and	P1	=	IpA.	The	diffracting	aperture,	
also	of	diameter	d	=	5.08	×	10−3	cm	(drilled	in	aluminum	foil	1.27	×	10−3	cm	
thick)	was	positioned	at	the	center	of	the	Airy	disc.	Since	the	light	intensity	
across	 this	 pinhole	 was	 essentially	 constant,	 the	 photon	 flux	 entering	 the	
pinhole	was	1.90	×	1010	photons	sec−1.

The	diffracted	light	out	of	this	second	pinhole	was	then	re-collimated	by	
means	 of	 a	 simple	 double-convex	 lens	 located	 at	 a	 distance	 from	 the	 pin-
hole	equal	to	the	lens	focal	length	f	=	20	cm	and	the	diffraction	pattern	was	
recorded	by	means	of	a	camera	equipped	with	Polaroid	type	47	high	speed	
film.	 The	 resulting	 intensity	 of	 light	 at	 the	 center	 of	 the	 second	 Airy	 disc	
was	7.57	×	10−8	W.cm−2.	The	reasonable	assumption	was	then	made	that	such	
intensity	was	constant	over	a	small	circular	area	of	radius	equal	to	the	diam-
eter	of	the	pinhole.	Hence,	the	photon	flux	resulted	in	being	1.95	×	107	pho-
tons	sec−1.

The	 objective	 of	 the	 experiment	 was	 the	 following.	 Irrespective	 of	 the	
photon	flux	reaching	a	detector,	the	diffraction	pattern	is	considered	to	be	
the	 result	of	 the	 superposition	of	 the	patterns	 created	by	each	 individual	
photon,	which	diffracts	only	with	itself.	On	the	other	hand,	if	one	photon	
were	sufficient	to	activate	a	photographic	grain,	an	identical	number	of	pho-
tons	reaching	the	film	should	provide	identical	diffraction	patterns. Fig.	7.2	
shows	the	experimental	results.	Fig.	7.2a	was	obtained	with	the	apparatus	
just	described.	The	photograph	was	exposed	for	20	sec	and	3.91	×	108	photons	
produced	 the	 clearly	 defined	 diffraction	 pattern	 shown	 in	 the	 figure.	 We	
then	reduced	the	intensity	of	light	by	inserting	a	calibrated	neutral	density		
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filter	 (type	 NG4-homogeneous	 filter-transmission	 0.22%	 at	 λ	 =	 632.8	nm)	
along	 the	 light	 path	 (see	 Fig.	 7.1).	 The	 intensity	 of	 light	 crossing	 the	 sec-
ond	pinhole	was	reduced	in	this	way	by	a	factor	of	454	and	only	4.29	×	104	
photons	reached	the	film	per	second.	In	order	to	have	the	same	diffraction	
pattern	as	in	Fig	7.2a,	it	was	calculated	that	an	exposure	time	of	2h32	m	was	
required.	The	first	experiments	with	such	exposure	time	failed	to	provide	
the	 expected	 result	 in	 that	 the	 film	 did	 not	 record	 any	 light	 at	 all.	 Only	
when	the	exposure	was	increased	to	17h36	m,	or	when	2.72	×	109	photons	
reached	the	plate	(i.e.,	a	number	of	photons	almost	an	order	of	magnitude	
larger	 than	before)	were	we	able	 to	obtain	a	meaningful	photograph	 (Fig	
7.2b.).	Finally,	when	the	exposure	time	was	pushed	up	to	over	2	weeks	(more	
exactly,	336h20m,	or	5.19	×	 1010	photons	on	 the	plate)	 the	 resultant	photo-
graph	was	better	defined,	although	the	expected	diffraction	pattern	did	not	
appear,	as	Fig	7.2c	shows.

These	experimental	results	bring	therefore	new	evidence	that	a	diffraction	
pattern	on	a	photographic	plate	is	not	preserved	when	the	intensity	of	light	
is	extremely	low,	even	when	the	total	number	of	photons	reaching	the	film	
is	larger	than	that	which	is	capable	of	producing	a	clear	diffraction	pattern.	
In	other	words,	a	diffraction	pattern	does	not	build	up	 linearly	with	 light	
intensity,	as	the	wave-particle	duality	requires.

The	foregoing	experimental	results	can	be	explained	 if	one	refers	 to	 the	
theory	of	photographic	grain	developability,	as	put	forward	by	Rosenblum	
[16]	and	experimentally	verified	by	Polovtseva	et	al.	[17]	The	details	have	been	
worked	out	in	the	reference	[12].	Both	the	experiment	and	the	theory	point	
out	that	packets	of	at	least	four	photons	are	required	for	diffraction	effects	
to	be	revealed	by	a	photographic	plate.	Single	photons	are	not	recorded	and	
their	dual	nature	cannot	be	demonstrated	with	the	photographic	technique.

(a) (b) (c)

Figure 7.2
(a)	Regular	diffraction	pattern	obtained	with	a	total	of	3.91	×	108	statistically	independent	pho-
tons	reaching	the	photographic	film	(20	sec	exposure	time);	(b)	Picture	obtained	when	a	total	
of	2.27	×	109	photons	reach	the	photographic	film	(17h36m	exposure	time);	c)	Picture	obtained	
when	a	total	of	5.19	×	1010	photons	reach	the	photographic	film	(336h20	m	exposure	time).	The	
(b)	and	(c)	pictures	show	that	the	diffraction	pattern	is	missing,	although	the	number	of	pho-
tons	impinging	on	the	film	is	~1	order	of	magnitude,	or	even	2	orders	of	magnitude,	respec-
tively,	larger	than	that	which	was	capable	of	producing	a	clear	diffraction	pattern	in	(a).
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116 The Nature of Light: What Is a Photon?

7.3 Recording Very Low Intensity Diffraction Patterns  
by a Photoelectric Detector

The	experimental	apparatus	used	for	the	photoelectric	detection	of	the	pho-
tons	was	essentially	the	one	previously	described.	Only	the	camera	has	been	
replaced	by	a	high	gain	photomultiplier	mounted	on	a	motor-driven	transla-
tion	unit	(Fig.	7.3).	For	good	fringe	resolution,	the	photomultiplier	is	provided	
with	a	small	orifice	of	5.08	×	10−2	cm	diameter	drilled	on	its	front	cover.	The	
fringe	pattern	is	then	vertically	scanned	and	recorded	on	an	oscilloscope.

The	detection	system	consisted	of	a	fourteen-stage,	flat-faceplate	RCA	pho-
tomultiplier	 type	7265	having	a	multialkali	photodiode	 ([Cs]Na2KSb)	with	
S-20	 response.	 The	 photomultiplier	 current	 amplification	 was	 2	×	 107.	 The	
tube	was	normally	operated	at	2000	V,	 i.e.,	below	 the	maximum	permissi-
ble	voltage	of	2400	V,	 in	order	 to	reduce	 the	dark	current	 from	thermionic	
emission	and	to	increase	the	signal	to	noise	ratio.[19]	However,	when	maxi-
mum	amplification	was	required,	the	tube	was	operated	at	2400	V.	In	order	
to	 further	 reduce	 the	dark	current,	 the	photomultiplier	was	cooled	with	a	
blanket	 of	 dry	 ice	 to	 −15°C.	 Light	 uniformity	 over	 the	 photocathode	 area	
was	achieved	by	inserting	a	diffuser	within	the	photomultiplier	case,	right	

1 2
Scanning high gain

photomultiplier

OscilloscopeCalibrated neutral
density filter

F.L. = 30 cm F.L. = 20 cm

Spectra-physics
Mod. 135 HE-NE laser

50.8 µm dia.
Pinholes

508 µm dia.
Orifice

Figure 7.3
Experimental	apparatus	used	to	reveal	the	effect	of	the	degree	of	statistical	independence	on	
the	photon	distribution	on	a	diffraction	pattern.	With	a	photon	flux	Λ	=	1.90	×	1010	photons/sec	
within	the	interferometer	(i.e.	between	pinholes	1	and	2),	a	clear	diffraction	pattern	is	recorded	
on	the	oscilloscope.	When	a	neutral	density	filter	of	transmission	T	=	2.09%	is	inserted	in	the	
light	path,	so	that	the	light	flux	is	reduced	by	a	factor	of	48	to	Λ	=	4	×	108	photons/sec,	the	same	
clear	diffraction	pattern	as	before	does	not	appear,	despite	an	overall	increase	of	amplification	
of	the	detection	system	by	a	factor	of	441.
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behind	the	entrance	orifice.	Finally,	the	signal	from	the	photomultiplier	was	
sent	to	a	Tektronik	type	555	oscilloscope	where	it	was	recorded	by	means	
of	 a	 type	 D	 high-gain	 preamplifier	 unit.	 Fig.	 7.4	 reports	 the	 experimental	
results.	As	in	the	case	when	the	diffraction	pattern	was	recorded	with	the	
photographic	film,	Fig.	7.4a	(left)	shows	that,	with	the	beam	unimpeded	by	
any	filter	and	photon	flux	λ	=	1.90	×	1010	photons.sec−1	within	the	interferom-
eter,	the	diffraction	pattern	(Airy	pattern)	is	clearly	defined	and	is	composed	
of	a	central	peak	surrounded	by	two	subsidiary	maxima.	The	latter	can	be	

500 mV/div 500 mV/div
(a)

20 mV/div 5 mV/div
(b)

Time Scale : 0.5 sec/div

Figure 7.4
(a)	Regular	diffraction	pattern	obtained	with	a	photon	flux	Λ	=	1.90	×	1010	photons/see	within	
the	interferometer.	(b)	The	diffraction	pattern	is	affected	and	the	lateral	fringes	do	not	appear	
when	the	light	flux	is	reduced	to	Λ	=	4	×	108	photons/sec,	despite	the	fact	that	the	amplification	
of	the	detection	system	has	been	increased	441-fold	while	the	light	flux	went	down	only	48-fold	
from	(a)	and	(b).
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seen	more	clearly	in	Fig	7.4a	(right),	where	the	central	peak	has	been	ampli-
fied	 by	 a	 factor	 2.55	 to	 ~10.2	 divisions	 (by	 “division”	 we	 mean,	 of	 course,	
the	separation	between	two	consecutive	solid	horizontal	 lines	on	the	pho-
tographic	grid)	from	the	original	~4	divisions,	by	increasing	the	photomul-
tiplier	voltage	 from	2000	V	to	2200	V.	According	to	classical	optics	 [18]	 the	
first	subsidiary	maximum	on	the	diffraction	pattern	should	have	amplitude	
equal	to	0.0175	times	the	central	peak	amplitude,	that	is

	 0.0175	×	10.2	=	0.178	division

As	Fig.	 7.4a	 shows,	 this	 is	 indeed	so	and	 the	first	 subsidiary	maximum	 is	
clearly	 seen.	 Actually,	 even	 the	 second	 subsidiary	 maximum	 is	 revealed,	
whose	amplitude	is	[18]:

	 0.0042	×	10.2	=	0.042	division

The	 fringes	 in	 this	 case	 are	 justified	 by	 considering	 that,	 with	 high	 prob-
ability,	 more	 than	 one	 photon	 is	 present	 within	 the	 interferometer	 at	 any	
one	time.	In	fact,	the	probability	analysis	carried	out	in	Sec.	II.3.2.1	of	Ref.	12	
shows	that,	for	the	case	of	Fig	7.4a:

	 Λτ	=	1.90	×	1010	×	1.4	×	10−9	=	26.6	>>	0.69

where	Λ	is	the	flux	of	photons	per	unit	time	crossing	the	interferometer	and	τ	
is	defined	differently	by	different	researchers,	either	the	coherence	time	[16],	
or	the	characteristic	time	of	the	emulsion	materials	[17].	This	means	that	the	
probability	of	interference	with	two	or	more	photons	is	by	far	greater	than	
the	probability	of	interference	with	one	photon	and	the	fringes	might	then	be	
created	by	packets	of	photons	rather	than	single	photons.

Now,	if	the	same	experiment	is	repeated	with	reduced	light	intensity,	the	
fringes	(or	subsidiary	maxima)	should	be	seen	again	provided	the	amplifica-
tion	is	sufficiently	high	to	yield	a	fringe	amplitude	of	0.178	division	or	higher.	
We	inserted	therefore	in	the	light	path	(Fig.	7.3)	a	calibrated	neutral	density	fil-
ter	of	transmission	T	=	2.09%	at	the	laser	wavelength,	thus	reducing	the	light	
intensity	within	the	interferometer	by	a	factor	of	−48	to	−4	×	108	photons.sec−1	
(Λτ	of	the	probability	analysis	is	now	0.56	<	0.69)	and	obtained	the	picture	of	Fig.	
7.4b	(left)	which	shows	only	the	central	peak	of	amplitude	~2.5	divisions.	No	
sign	of	fringes	or	subsidiary	maxima	is	present	in	this	picture.	In	an	attempt	
to	retrieve	the	fringes,	the	amplification	of	the	photomultiplier	was	increased	
by	a	factor	of	4.41	to	its	maximum	value,	by	allowing	the	maximum	permis-
sible	 photomultiplier	 voltage	 (2400	V).	 Also,	 the	 oscilloscope	 amplification	
was	increased	by	a	factor	of	4	from	20	mV/division	to	5	mV/division	in	going	
from	Fig.	7.4b	(left)	to	7.4b	(right)	(this	means	that	the	oscilloscope	amplifica-
tion	was	increased	by	100	from	the	initial	500	mV/division—Fig.	7.4a	–	to	7.5.		
mV/division—Fig.	7.4b	(right).	Despite	an	overall	amplification	of	441	in	going	
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from	Fig.	7.4a	(left)	to	Fig.	7.4b	(right),	the	subsidiary	maxima	did	not	appear.	
This	is	surprising	because	the	amplitude	of	the	first	subsidiary	maximum	on	
Fig.	7.4b	(right)	should	have	been:

	 0.0175	×	2.5	×	4.41	×	4	divisions	=	0.77	divisions

i.e.,	 larger	 than	 in	 Fig.	 7.4a	 (right),	 where	 it	 was	 detected.	 Consequently	 it	
seems	that	the	expected	fringes	did	not	exist.

In	order	to	analyze	more	in	depth	these	unexpected	results	and	to	discover	
if	a	valid	reason	exists	for	the	absence	of	the	fringes,	we	have	reproduced	in	
Fig.	7.5	the	photographs	of	Fig.	7.4a	and	7.4b	(right)	and	added	another	oscil-
loscope	 record	 (Fig.	 7.5c)	obtained	with	a	much	 lower	 light	flux	of	7	×	 107	
photons.sec−1	within	the	interferometer,	i.e.,	a	photon	flux	lower	by	a	factor	of	
~273	than	the	initial	one.	Moreover,	beside	each	oscilloscope	record,	we	show	
the	same	diffraction	pattern	drawn	with	a	thin	line	passing	in	the	middle	of	
the	baseline	or	in	the	middle	of	the	broadened	trace.

Now,	if	one	looks	at	Fig	7.5a,	and	more	specifically	at	the	figure	on	the	right,	
one	observes	that	the	first	subsidiary	maximum	has	amplitude	of	~250	mV.	
If	one	reduces	the	light	 intensity	by	a	factor	of	~48,	 the	amplitude	of	such	
subsidiary	maximum	should	be	reduced	accordingly	to	~5	mV.	This	signal	
is	of	sufficient	amplitude	and	a	clear	upward	displacement	of	the	baseline	in	
Fig.	7.5b	at	the	position	of	the	fringes	should	have	occurred.	[The	absence	of	
the	fringes	cannot	be	justified	on	the	ground	that,	since	the	photomultiplier	
gives	 very	 short	 pulses,	 they	 do	 not	 overlap	 at	 the	 position	 of	 the	 fringes	
when	the	light	intensity	is	weak,	thus	precluding	the	trace	to	elevate	from	
the	baseline.	In	fact,	at	the	position	B	on	the	central	peak	at	the	same	height	
as	 point	 A	 of	 the	 fringe	 (see	 Figs.	 7.5a	 and	 7.5b)	 the	 light	 intensity	 is	 just	
as	weak.	Although	in	B	the	trace	does	not	elevate	 from	the	baseline	by	as	
much	as	it	should,	namely	~5	mV,	still	an	upward	displacement	takes	place	
by	~1	mV,	whereas	nothing	of	this	happens	on	the	fringes	(A.	Gozzini,	C.W.	
McCutchen,	E.S.	Hanff,	private	communication).]

On	the	other	hand,	the	experimental	results	reported	in	Fig.	7.5	seem	to	
indicate	a	departure	 from	the	predictions	of	wave	optics	and	an	apparent	
approach	 to	 the	 predictions	 of	 geometrical	 optics.	 Such	 indication	 is	 pro-
vided	in	particular	by	Figs.	7.5b	to	7.5c	which	show	a	sudden	discontinuity	
of	light	intensity	at	points	which	are	closer	to	the	optical	axis	of	the	system	
as	the	light	intensity	goes	down.	In	other	words,	although	the	central	fringe	
seems	to	be	maintaining	always,	at	the	light	intensities	we	have	investigated,	
a	width	of	13.5	mm,	the	light	intensity	distribution	presents	a	sudden	discon-
tinuity	(very	similar	to	a	shadow	effect)	which	is	closer	to	the	geometrical	
axis	of	the	system	as	the	light	intensity	goes	down.

To	 conclude	 this	 section,	 it	 seems	 that	 the	 absence	 of	 fringes	 is	 due	 to	
nonlinearity	 of	 detection	 at	 very	 low	 light	 intensity,	 and	 this	 assumption	
will	receive	a	confirmation	from	the	experiment	to	be	reported	in	the	next	
section.
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Figure 7.5
The	 regular	 diffraction	 pattern	 obtained	 in	 (a)	 with	 a	 photon	 flux	Λ	=	 1.90	×	 1010	 photons/sec	
within	the	interferometer	is	not	preserved	and	the	lateral	fringes	do	not	appear	when	the	light	
flux	is	reduced	to	Λ	=	4	×	108	photons/sec	(b)	and	to	Λ	=	7	×	107	photons/sec	(c),	despite	the	fact	that	
the	amplification	of	the	detection	system	has	been	increased	441-fold	from	(a)	to	(b),	and	2200-fold	
from	(a)	to	(c),	while	the	light	intensity	went	down	only	48-fold	and	273-fold,	respectively.
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7.4 Photoelectric Detection and Photon Counting 
Along a Diameter of the Diffraction Pattern

Our	latest	experiment,	in	which	we	counted	the	photons	along	a	diameter	of	
the	diffraction	pattern,	was	done	with	basically	the	same	experimental	appa-
ratus	as	previously	described	(see	Fig.	7.3),	but	the	oscilloscope	is	replaced	by	
the	combination	of	an	amplifier	and	a	pulse	counter.	The	photomultiplier	was	
now	operated	at	a	constant	voltage	of	2050	V.	In	order	to	eliminate	any	stray	
light	entering	the	photomultiplier,	the	entire	apparatus	containing	the	laser	and	
related	optics	was	enclosed	within	a	black	box,	so	that	only	a	small	opening	
was	available	for	the	laser	beam	to	get	out	of	pinhole	No.	2.	As	to	the	residual	
light	from	the	laser	discharge	tube	going	through	the	pinhole,	it	was	cut	almost	
completely	out	by	placing	in	front	of	the	photomultiplier	a	high-pass	filter	hav-
ing	transmission	84%	at	the	laser	wavelength	λ	=	632.8	nm	and	rapidly	falling	
down	to	0.03%	at	λ	=	554.0	nm.	Finally,	the	entire	experiment	was	carried	out	in	
a	small	windowless	dark	room	completely	shielded	from	any	external	light.

The	experiment	consisted	in	moving	the	photomultiplier	by	equidistant	steps	
of	5/1000	of	an	inch	(=	1.27	×	10−2	cm)	and	arresting	it	at	each	step	just	for	the	
time	required	for	pulse	counting.	The	counting	was	done	with	a	Tennelec	546P	
Scaler	and	541A	Timer,	the	signal	from	the	photomultiplier	having	been	ampli-
fied	by	a	factor	of	10	through	an	amplifier	having	input	resistance	1000Ω.

The	counting	time	was	chosen	rather	short,	2	×	10−3	sec	and	2	sec	for	the	
two	 experiments	 that	we	 ran,	 respectively,	 because	 this	 offered	 some	 dis-
tinct	advantages	over	long	counting	times.	For	one	thing,	one	avoids	in	this	
way	problems	of	photomultiplier	fatigue	and	decrease	of	sensitivity	[19].	For	
another,	the	dark	count	can	be	greatly	reduced	with	an	appropriate	choice	of	
short	counting	time.

The	experimental	results	are	reported	on	Fig.	7.6.	The	solid	circles	repre-
sent	the	counts	obtained	when	the	photon	flux	within	the	interferometer	(i.e.,	
between	pinholes	1	and	2)	was	1.90	×	1010	photons.sec−1	(the	average	photon	
separation	is	1.57	cm,	much	less	than	the	length	of	the	interferometer	42	cm)	
and	the	counting	time	2	×	10−3	sec.	The	open	circles	are	the	counts	obtained	
when	the	photon	flux	was	decreased	769-fold	to	2.47	×	107	photons.sec−1	by	the	
insertion	of	a	calibrated	neutral	density	filter	along	the	light	path	(the	aver-
age	photon	separation	is	now	1214	cm,	much	greater	than	the	interferometer	
length)	and	the	counting	time	increased	1000-fold	to	2	sec.	One	can	see	that	
the	two	diffraction	patterns	do	not	overlap	(actually,	the	second	pattern	should	
be	30%	greater	than	the	first	because	of	the	factor	1000/769	=	1.3).	On	the	other	
hand,	 a	 well	 defined	 diffraction	 pattern	 appears	 in	 the	 first	 instance—the	
high	light	intensity	case	–	with	a	clear	fringe	or	subsidiary	maximum	on	the	
left	side	of	the	central	peak	(the	other	on	the	right	is	absent	because	we	did	
not	scan	the	full	diffraction	pattern).	Also,	the	fringe	amplitude	is	what	one	
would	expect	[18],	namely	0.0175	times	the	central	peak	amplitude:

	 0.0175	×	335	=	6	counts
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122 The Nature of Light: What Is a Photon?

In	 the	 second	 instance,	 the	 low	 light	 intensity	 case,	 the	 diffraction	 pattern,	
besides	lacking	the	lateral	fringe,	which	can	be	justified	because	its	amplitude	
is	below	the	noise	level,	does	not	have	the	expected	central	peak	amplitude	of

	 1000/769	×	335	+	52	(average	noise)	=	487	counts

but	only	an	amplitude	of	163	counts.
In	order	to	have	a	measure	of	the	detection	nonlinearity,	we	subtracted	the	

noise-free	signal	amplitude	of	the	low	light	intensity	case	from	the	expected	
noise-free	signal,	and	divided	the	difference	by	the	former	amplitude:

	

435 2111
2 91

(expected) (found)
111 (found)

= =. 2291%
	

This	is	quite	a	large	nonlinearity.
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Figure 7.6
Solid	circles:	regular	diffraction	pattern	obtained	with	a	photon	flux	λ	=	1.90	×	1010	photons/sec	
within	the	interferometer	and	counting	time	2	×	10−3	sec.	Open	circles:	the	diffraction	pattern	
does	not	have	the	same	amplitude	as	before	when	the	light	flux	is	reduced	769-fold,	despite	
having	increased	the	counting	time	1000-fold	to	2	sec.
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In	conclusion,	these	experimental	results	confirm	the	nonlinearity	of	pho-
toelectric	detection	of	the	previous	section.	Moreover,	they	indicate	that	such	
nonlinearity,	at	very	low	light	intensities,	is	no	different,	as	far	as	the	effects	
are	concerned,	from	the	nonlinearity	of	the	photographic	detection	and	that	
both	 constitute	 an	 obstacle	 for	 proving	 that	 we	 are	 dealing	 with	 a	 single	
particle	phenomenon.

Discussion

The	wave-particle	duality	for	single	photons	can	be	demonstrated	only	if	a	
wave	phenomenon,	such	as	an	interference	or	diffraction	pattern,	is	unequiv-
ocally	 associated	 with	 a	 single	 particle	 phenomenon,	 for	 which	 linearity	
of	photon	detection	with	light	 intensity	is	required.	All	three	experiments	
reported	above	have	shown	that,	at	very	low	light	intensities,	the	phenom-
enon	is	nonlinear.	Moreover,	they	indicate	that	the	flux	for	which	the	non-
linearities	start	to	appear	is	of	the	order	of	104	photons.sec−1	at	the	detector.	
It	is	interesting	to	find	that,	apparently,	never	before	the	linearity	of	photo-
multipliers	response	at	such	low	light	fluxes	has	been	carefully	investigated	
[19].	Fig.	7.7	reports	the	linearity	characteristics	of	typical	RCA	photomulti-
pliers	[19].	It	is	to	be	noticed	that	these	instruments	are	linear	within	a	large	
range	of	photon	fluxes	(105–1013	sec−1),	but	their	linearity	characteristics	have	
not	 been	 tested	 right	 where	 they	 should	 be	 for	 our	 purposes	 of	 verifying		
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Figure 7.7
Linearity	characteristics	of	RCA	photomultipliers.
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124 The Nature of Light: What Is a Photon?

the	wave-particle	duality	hypothesis,	namely	below	104	photons/sec.	In	sum-
mary,	because	of	the	nonlinearities	found,	the	wave-particle	concept	for	sin-
gle	photons	remains	at	the	“status	quo	ante”,	namely	as	that	of	a	theoretical	
hypothesis	or	postulate.

One	could	explain,	of	course,	the	photoelectric	results	reported	here	in	the	
same	manner	as	it	was	done	with	the	photographic	results,	in	terms	of	some	
possible	cause	for	the	detection	nonlinearity.	One	of	these	possible	causes,	
for	instance,	is	that	the	higher	the	light	flux,	the	higher	the	noise	generated	
within	the	photomultiplier.	The	problem	with	this	approach	is	that	it	does	
not	serve	its	purpose.	In	fact,	the	justification	of	the	nonlinearity	in	this	way	
will	require	the	assumption	that	the	wave-particle	duality	hypothesis	is	cor-
rect	 and	 that	 linearity	 of	 photoelectric	 detection	 with	 light	 intensity	 is	 to	
be	expected.	But	 then,	any	 justification	of	 the	departure	 from	such	 linear-
ity	cannot	be	used	to	prove	the	original	hypothesis.	To	put	it	more	clearly,	
a	hypothesis	(the	wave-particle	duality)	cannot	be	proven	by	starting	with	
the	assumption	that	the	wave-particle	duality	hypothesis	is	correct.	What	is	
required,	in	other	words,	is	a	direct	and	clear	demonstration	of	linearity	of	
photon	detection	with	light	intensity	(at	very	low	light	intensities)	in	order	to	
prove	that	we	are	dealing	with	a	single	particle	phenomenon.

In	 the	 case	 of	 several	 photons	 within	 the	 interferometer,	 or	 in	 what	 we	
would	 call	 the	 regular	 intensity	 case,	 the	 wave-particle	 duality	 is	 proven:	
clear	interference	fringes	appear	and	the	phenomenon	is	linear.	It	is	unfortu-
nate,	however,	that	we	cannot	unequivocally	ascribe	the	wave	phenomenon	
to	single	particles	because	there	are	many	of	them	within	the	interferometer,	
which	could	collectively	act	to	create	the	fringes.

To	 summarize	 our	 results,	 Fig.	 7.8	 reports	 in	 graphical	 form,	 for	 com-
parative	purposes,	the	two	diffraction	patterns	obtained	in	the	latest	of	our	
experiment	with	the	photon	counting	technique.	We	observe	that,	at	regular	
photon	flux	(=	1.95	×	107	sec−1),	such	that	the	total	number	of	photons	reach-
ing	the	detector	is	39000,	we	obtain	diffraction	pattern	B	which	peaks	at	~350	
counts.	When	we	 lower	 the	photon	flux	 to	2.53	×	 104	sec−1	and	 let	a	 larger	
number	of	photons	(=	50600)	reach	the	detector,	we	obtain	diffraction	pattern	
A	of	smaller	amplitude	 (=	130	counts).	The	nonlinearity	 is	clearly	present.	
Such	 nonlinearity	 is	 not	 unique	 to	 our	 experiments.	 Reynolds,	 Spartalian	
and	 Scarl	 published	 [20]	 diffraction	 patterns	 recorded	 with	 two	 photon	
fluxes	of	200	sec−1	and	30	sec−1	such	that	the	total	number	of	photons	were	
72000	and	14400,	respectively,	the	ratio	between	these	two	numbers	being	5.		
We	 have	 measured	 the	 ratio	 of	 the	 densities	 of	 the	 two	 photographs	 and	
found	it	to	be	8.125.	Thus,	the	nonlinearity	present	is	62.5%,	a	quite	appre-
ciable	nonlinearity.

In	conclusion,	the	series	of	experiments	reported	here	on	the	detection	of	
diffraction	patterns	from	a	laser	source	at	different	low	light	intensities	con-
firms	the	wave	nature	of	collections	of	photons	but	 tends	 to	dispute	 it	 for	
single	photons.	In	other	words,	our	experiments	underscore	the	absence	of	
unambiguous	proof	of	“single	photon”	interference.
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Abstract

The	nature	of	physical	objects	cannot	be	clarified	independent	of	our	concepts	
of	space	and	time.	We	present	arguments	to	show	that	neither	the	classical	3D	
space—1D	time	nor	4D	space-time	of	special	relativity	provide	a	satisfactory	
theoretical	framework	to	this	end,	as	we	encounter	non-classical	objects.	The	
general	relativity	is	perhaps	able	to	accomplish	this	task.	But,	it	does	so	only	
at	the	expense	of	rendering	the	empty	physical	space	neither	isotropic	nor	
homogeneous.	Waves	are	not	candidates	to	represent	fundamental	objects.	
We	use	the	celebrated	example	of	Compton	scattering	to	argue	that	the	full	
description	of	the	experiment	makes	use	of	both	wave-like	and	particle-like	
behavior	in	the	early	quantum-mechanical	formulations.	The	later	quantum	
field	 theoretical	 descriptions	 of	 the	 same	 phenomenon	 abandon	 causality.	
We	 present	 model	 arguments	 from	 modern	 particle	 physics	 experiments	
that	the	photon	may	be	a	hadron,	at	least	part	of	the	time.

Key words:	Electromagnetic	radiation,	photons,	space-time	concepts,	ether,	
particle-wave	duality,	hadronization.
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8.1 Introduction

The	quest	to	describe	the	physical	nature	of	the	universe	pervades	through	
all	ages	and	cultures.	Among	the	easily	accessible	ancient	works,	a	lucid	and	
logical	discourse	was	presented	by	Lucretius1,	a	Roman	in	the	1st	century	
BC.	The	ancient	natural	philosophers	had	to	satisfy	themselves	with	logic	
and	 imagination,	 which	 they	 could	 put	 forth	 as	 proclamations.	 One	 sees	
that	 there	 were	 seeds	 of	 future	 axioms	 in	 these	 assertions.	 For	 example,	
we	 find	 the	 laws	 of	 conservation	 and	 principle	 of	 action	 and	 reaction	 in	
the	statements	of	Lucretius.	It	is	well	known	that	Democritus	advanced	the	
principle	of	reductionism	when	he	enunciated	the	atomicity	of	matter.	The	
main	difference	between	the	pre-	and	post-Renaissance	science	is	that	we	
now	 insist	 on	 experimental	 verification	 of	 the	 assertions	 and	 predictions	
and	we	are	not	simply	swayed	away	by	pronouncements.	Science	in	general	
and	physics	in	particular	have	become	quantitative.	Gödel’s	incompleteness	
theorem2,	originally	intended	for	mathematical	theories,	has	been	found	to	
be	of	significance	for	several	other	disciplines,	such	as	artificial	intelligence	
and	information	theory	etc.	Indeed,	it	would	be	accurate	to	say	that	Gödel’s	
theorem	 impacts	 epistemological	 aspect	 of	 each	 and	 every	 discipline	 of	
study.	As	to	be	expected,	the	scientific	enterprise	is	also	subject	to	Gödel’s	
theorem.

Implicit	 in	 physics	 theories	 is	 the	 fundamental	 assumption	 that	 the	
dynamics	 of	 physical	 universe	 can	 be	 discerned	 as	 due	 to	 interactions	
among	 interactants.	That	 is	 to	 say,	we	begin	with	 the	 idea	 that	 there	are	
entities,	which	have	an	existence	independent	of	their	surroundings.	They	
are	the	fundamental	things	and	the	Universe	is	made	up	of	some	conglom-
erations	of	those	basic	entities.	Then,	we	would	attempt	to	describe	all	pro-
cesses	and	structures	as	due	to	interactions	among	them.	The	interactions	
exhibit	 some	 universal	 characteristics	 independent	 of	 the	 participants.	
Needless	 to	 say,	 such	 descriptions	 rely	 heavily	 upon	 our	 concepts	 about	
space	and	time,	since	interactants	exists	in	space	and	interactions	occur	in	
space-time.	This	fundamental	axiom	is	beyond	verification	in	any	current	
physical	theory.	At	least	for	the	time	being,	we	continue	to	accept	this	basic	
premise.	Thus,	 though	 the	emphasis	of	 this	chapter	 is	on	 the	 limitations	
of	our	knowledge	or	understanding	of	what	a	photon	 is,	we	should	also	
address	our	notions	of	 space	and	 time.	The	second	section	 is	devoted	 to	
the	concepts	of	space	and	time	in	the	frame	works	of	Newtonian	and	Ein-
steinian	relativity.	The	third	section	concerns	with	wave-particle	duality.	
In	this	section,	we	present	reasons	to	show	that	observer-dependent	real-
ity	cannot	describe	the	wave-particle	duality	of	photons.	For	this	purpose,	
we	make	use	of	the	celebrated	example	of	Compton	scattering	experiment.	
In	the	fourth	section,	we	will	address	the	question	of	behavior	of	real	and	
virtual	 photons	 and	 their	 energy-dependent	 characteristics	 as	 described	
by	 high	 energy	 physics	 experiments.	 The	 summary	 and	 conclusions	 are	
presented	in	the	last	section.
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8.2 space and time

An	ongoing	debate	between	physicists	and	philosophers	concerns	concepts	
of	space	and	 time.	The	current	discourses	surround	the	question	whether	
there	is	a	four-dimensional	space-time	or	if	it	is	a	three-dimensional	space	
and	one-dimensional	time.	We	should	note	that	this	question,	referred	to	as	
ontology	of	space	and	time3,	is	of	fundamental	importance	as	we	deal	with	
the	ontology	of	fundamental	entities.	The	mathematical	treatment	of	relativ-
istic	transformations	is	extensively	documented	in	literature.	With	regard	to	
space	and	 time,	 the	Lorentz-Einsteinian	 transformations	 seemingly	 reveal	
features	which	are	beyond	everyday	experience	or	common	sense.	We	will	
recapitulate	some	well-known	simple	mathematical	results	and	address	the	
physical	meaning.

Say,	two	observers	are	in	relative	motion	with	respect	to	each	other	such	
that	βc	=	v	 is	 their	relative	velocity	and	 γ β= 1 1 2/ − . 	Let	us	also	say	that	
the	 two	observers	are	each	given	a	meter	stick	and	they	measure	 lengths.	
Each	observer	finds	that	the	meter	stick	of	the	other	is	shorter	than	his	own.	
If	we	now	Lorentz-boost	one	of	the	observers	to	the	other’s	frame,	then	both	
observers	will	find	the	two	rods	to	be	of	equal	length	and	that	they	are	of	
proper	lengtha.

It	is	our	point	that	we	can	reconcile	these	observations	in	a	simple	way	by	
arguing	that	the	length	contractions	are	apparent	shortenings	of	rods	and	
that	the	rods	do	not	contract.	There	are	two	reasons	to	argue	this	way.	The	
first	reason	is	the	distinction	between	kinematics	and	dynamics.	One	tacitly	
assumes	that	special	relativity	is	a	kinematical	theory	just	as	Galilean	rela-
tivity.	A	kinematical	theory	cannot	induce	physical	changes	in	the	objects	or	
phenomena	as	it	does	not	involve	any	forces	nor	potentials.	Clearly,	a	change	
in	length	would	amount	to	a	physical	transformation	and	thus	a	kinematical	
theory	cannot	be	held	responsible	for	these	changes.	In	the	above	example,	
an	observer	along	with	his	meter	stick	jumps	the	frames,	while	the	other	one	
is	not	affected.	Thus,	no	argument	can	be	presented	as	to	why	an	unaffected	
stick	will	have	its	length	changed.

Another	reason	is	that	both	observers	would	see	the	other’s	meter	short-
ened	rather	than	one	observer	seeing	a	shortened	rod	and	the	other	seeing	
a	 longer	one.	These	observations	are	 interpreted	 in	 terms	of	 the	 idea	 that	
simultaneity	is	relative.	Consider	the	following	scenario.	In	the	frame	of	an	
observer	A,	the	observer	A	and	his	rod	are	at	rest.	Another	observer	B	flying	
along	attempts	to	measure	the	length	of	A-rod	by	determining	the	coordi-
nates	of	its	two	ends.	He	finds	a	flying	rod.	He	is	confident	that	he	can	accom-
plish	this	task	if	he	can	grab	the	two	ends	simultaneously.	The	two	observers	
disagree	on	what	constitutes	simultaneity.	However,	with	the	help	of	Lorentz	
transformations,	we	can	reinterpret	the	measurements.	This	reasoning	will	

a	 In	special	relativity,	proper	length	of	an	object	is	the	length	measured	in	its	rest	frame.	It	is	
the	longest.
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accommodate	 the	 suggested	 observational	 results:	 Measured	 lengths	 are	
always	 equal	 to	 or	 shorter	 than	 proper	 length	 of	 an	 object.	 The	 apparent	
loss	 of	 simultaneity,	 as	 measured	 by	 two	 observers,	 can	 be	 accounted	 for	
by	allowing	for	the	Lorentz	transformations	and	we	can	again	recover	the	
proper	length.

If	we	were	to	stop	here,	we	may	satisfy	ourselves	that	we	have	clear	under-
standing	of	these	manifestations	as	simply	kinematical,	apparent	phenom-
ena	and	that	nothing	unusual	happens	to	raise	this	question.	However,	there	
are	counterexamples	in	physics.	The	modern-day	experimental	observations	
force	 us	 to	 reconsider	 this	 standpoint.	 Without	 resorting	 to	 non-inertial	
frames	and	thus	to	general	relativity,	we	can	look	at	common	experiments	at	
particle	physics	facilities	where	secondary	particles	approaching	the	speed	
of	light	are	routinely	produced	and	detected.

It	is	known	that	each	unstable	elementary	particle	has	a	characteristic	life-
time	(τ).	It	has	been	verified,	on	several	occasions,	that	lifetime	is	an	intrinsic	
property	of	particle	species	and	it	does	not	depend	on	external	surround-
ings,	such	as	chemical	environment,	electromagnetic	fields	etc.	While	 it	 is	
impossible	to	predict	when	a	particle	will	decay,	we	can	easily	know	how	
many	particles	decay	in	a	specific	time	interval.	If	we	have	a	collection	of	a	
species	of	particles	with	lifetime	τ,	we	can	write	the	number	of	particles	I(t),	
surviving	after	a	time	“t”,	as

	 I(t)	=	I(0)e−t/τ	 (8.1a)

If	we	have	a	beam	of	particles	traveling	at	a	speed	close	to	that	of	light,	the	
decrease	in	intensity	is	found	to	be	governed	by	the	equation

	 I(t)	=	I(0)e−t/γτ	 (8.1b)

i.e.,	time	in	the	laboratory	frame	is	prolonged	by	a	factor	of	γ.	We	can	write	
these	equations	in	terms	of	intensities	I(x),	at	a	distance	×	from	the	starting	
point,	as

	 I(x)	=	I(0)e−x/βcγτ	=	I(0)e−xm/pτ	 (8.1c)

where	m	and	p	are	the	rest	mass	and	momentum	of	the	particle	in	the	labora-
tory,	respectively.

What	do	these	equations	mean?	We	may	interpret	them	to	say	that	in	the	
laboratory	frame

	 (i)	 Characteristic	lifetime	of	a	particle	has	increased	from	τ	to	γτ.
	 (ii)	 Characteristic	length	has	increased	from	cβτ	to	cβγτ.

In	the	laboratory	frame,	the	flying	particle	has	a	longer	mean	life	and	travels	
longer	distances,	increased	by	a	factor	of	γ.	We	tell	our	students	that	the	par-
ticle	lifetime	in	the	laboratory	frame	is	dilated	and	that	the	particle	finds	the	
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lengths	in	the	laboratory	to	be	contracted.	This	interpretation	is	not	an	idle	
talk.	Experiments	 in	the	laboratory	are	designed	to	take	advantage	of	this	
fact.	For	high	energy	particles,	the	experimental	layouts	can	be	spread	out	
in	the	laboratory,	while	the	beamlines	of	low	energy	particles	will	have	to	
be	very	short.

As	an	example,	consider	beams	of	pions.	Pions	have	a	mean	life	of	τ =	26	
nsec	or	cτ	=	7.8	meters.	If	relativistic	space-time	ideas	of	increase	in	the	life-
time	and	characteristic	lengths	are	not	correct,	the	intensity	of	particles	will	
decrease,	independent	of	the	speed	of	pions,	by	a	factor	of	0.368	in	each	time	
interval	of	26	nsec	or	a	path	length	of	7.8β	meters.	In	stead,	in	the	laboratory,	
fast	pions	 travel	 tens	of	meters	and	 the	flux	 is	quantitatively	given	by	 the	
above	equations	8.1b	and	8.1c,	indicating	the	increase	of	lifetime	and	charac-
teristic	distances.	Thus,	faster	pions	live	longer	and	get	farther.	The	design,	
construction	and	operation	of	electric	and	magnetic	fields	for	the	transport	
of	charged	particles	must	take	these	aspects	into	account.

What	would	the	particle	see	in	the	laboratory	frame?	We	can	only	guess.	
To	get	a	perspective,	let	us	consider	a	gedanken	experiment.	An	observer	at	
rest	in	the	laboratory	performs	two	experiments.	He	measures	the	flux	of	the	
particles	flying	in	the	laboratory	which	are	subject	to	equations	8.1b	and	8.1c.	
He	also	measures	the	lifetimes	of	the	same	species	of	particles	at	rest	with	
him	in	the	laboratory,	which	obeys	the	equation	8.1a.	Clearly	the	particle	at	
rest	will	have	a	shorter	lifetime.	One	might	argue	that	the	flying	particle	will	
see	the	one	at	rest	in	the	laboratory	to	have	elongated	lifetime.	Certainly	not.	
If	the	ones	at	rest	are	located	at	some	destination	point	of	the	flying	particles,	
they	(the	ones	at	rest)	would	decay	before	the	flying	ones	reach	them.	Thus,	
the	flying	particles	notices	the	decay	of	particles	at	rest	in	the	laboratory.	It	
then	has	to	conclude	that	the	particles	at	rest	would	have	their	life	shortened.	
But	more	 than	 likely,	 it	would	do	the	Lorentz	 transformation	and	account	
for	 the	seeming	time	disparity	of	 the	rest	particles’	decay	times.	Also,	 the	
surface	of	the	earth	is	continually	bombarded	by	cosmic	rays.	The	main	com-
ponent	of	cosmic	rays	are	muons	of	proper	lifetime	of	2.2	µsec,	traverse	dis-
tances	of	about	15	km	before	they	reach	the	sea	level,	corresponding	to	γ	~	
25	and	lifetime	of	about	50	µsec.	These	examples	suggest	that	the	elongation	
of	length	and	time	are	not	simple	perceptions	but	they	are	real.	They	are	as	
real	as	they	could	get.	When	one	describes	this	feature	as	“running	clock	go	
slower”,	we	imply	it	is	a	real	physical	phenomenon.

Do	space-time	concepts	of	relativity	prescribe	these	changes	in	character-
istic	lengths	and	times?	If	we	insist	that	the	increase	of	lifetimes	is	a	mani-
festation	of	relativity,	we	have	two	problems.	First,	we	will	find	two	inertial	
frames	are	not	equal.	In	one	frame	the	lifetime	is	elongated	and	in	the	other	
it	 is	 seemingly	decreased.	For	all	practical	purposes,	 increase	 in	 the	char-
acteristic	 lifetime	of	flying	particle	 is	 real.	 If	 relativity	were	a	kinematical	
theory,	it	could	not	have	caused	these	real	changes	in	systems.	Thus,	Einstei-
nian	relativity	must	be	considered	as	a	dynamical	theory	unlike	the	Galilean	
relativity,	which	is	simply	a	kinematical	expression	of	Newtonian	mechan-
ics.	If	we	adopt	this	view	point,	at	what	stage	did	special	relativity	become	
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a	 dynamical	 theory?	 Obviously,	 it	 has	 become	 dynamics	 at	 the	 instant	 or	
space-time	instant	we	postulated	that	speed	of	light	is	constant	and	that	it	is	
independent	of	the	motion	of	observer.	We	let	the	features	which	are	purely	
time-dependent	 (frequency)	 or	 space-dependent	 (wave	 length)	 to	 be	 func-
tions	of	relative	motions	of	 the	source	and	observer	 to	render	the	product	
of	frequency	×	wavelength	=	speed	=	a	constant.	The	fact	that	electromag-
netic	field	designs	must	incorporate	the	length	contractions	can	be	explained	
away	in	this	manner.	Still,	the	increase	in	the	lifetime	of	a	particle	cannot	be	
understood.	Is	it	just	a	coincidence	that	the	increase	in	characteristic	length	
and	time	are	given	by	the	Lorentz	factor,	γ?	We	don’t	know	the	answer.	After	
all,	the	exponential	law	is	an	empirical	law	and	in	equations	8.1b	and	8.1c,	the	
Lorentz	factor	“γ”	is	introduced	in	an	ad	hoc	manner.

It	is	often	stated,	especially	in	classrooms,	that	Einsteinian	relativity	tends	
to	Newtonian	relativity	at	low	velocities.	While	this	statement	may	be	math-
ematically	correct,	it	is	not	correct	in	the	physics	sense.	One	cannot	claim	that	
a	four	dimensional	space-time	continuum	a	la	Einstein	reorganizes	itself	to	a	
three	dimensional	space	and	one-dimensional	time	of	Newton,	at	low	veloci-
ties.	There	 is	no	evidence	of	 four	dimensional	space-time	at	 low	velocities	
and/or	macroscopic	scales.	Also,	the	relativistic	speeds	are	relevant	only	for	
microscopic	objects.	While	the	special	relativity	makes	rigorous	mathemati-
cal	formulations	for	the	apparent	phenomena,	it	offers	an	adhoc	prescription	
for	the	observations	of	changes	in	life	times.	If	we	adhere	to	four	dimensional	
space-time,	Galilean	relativity,	though	a	good	mathematical	approximation	
at	low	velocities,	misses	out	on	the	important	physics.	It,	then,	seems	that	we	
are	attempting	to	describe	the	entities,	which	inherently	rely	on	four	dimen-
sional	space-time	mathematical	logic,	with	language	and	concepts	based	on	
three	dimensional	 space	and	one	dimensional	 time.	 This	 complicates	 and	
leads	to	confusion	for	conceptual	foundations	of	microscopic	physics,	if	we	
insist	upon	using	the	language	of	macroscopic	physics	to	microscopic	world.	
The	problem	thus	seems	to	stem	from	the	insistence	of	Copenhagen	inter-
pretation	of	quantum	theory4	that	the	concepts	of	classical	physics	form	the	
language	 by	 which	 we	 describe	 the	 arrangement	 of	 our	 experiments	 and	
state	the	results.	However,	a	few	attempts	to	find	alternate	terminology	have	
not	been	successful.

We	may	not	 shrug	away	 from	 this	quandary	with	 the	above	 reasoning,	
since	our	experimental	apparatus	function	in	3D	space	and	one	dimensional	
time.	Clearly,	this	problem	of	entities	is	very	closely	connected	with	our	con-
cepts	of	space-time.	Is	there	an	empty	space	in	which	objects	move,	which	
can	be	 found	as	displacements	measured	as	a	 function	of	 time?	Or,	 is	 the	
physical	space	a	very	complicated	entity?

Ancient	 philosophers	 and	 also	 Newton	 considered	 an	 empty	 space	 for	
corpuscular	motion.	They	assigned	material	media	with	mechanical	prop-
erties	 to	 sustain	 wave	 motions.	 It	 is	 well	 known	 that	 Luminiferous	 ether,	
not	participating	in	mechanical	motion,	was	suggested	for	electromagnetic	
radiation.	 Though	 Einstein	 set	 aside	 the	 problem	 of	 ether	 in	 the	 formula-
tions	of	special	 relativity,	he	addressed	this	question	 in	General	 relativity.	
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However,	he	was	not	very	helpful	in	resolving	this	puzzle.	In	his	readings	
in	19205	and	19256,	he	addresses	the	question	of	ether	and	relativity.	At	one	
place,	he	argued7	“—if,	in	fact,	nothing	else	whatever	were	observable	than	
the	shape	of	the	space	occupied	by	the	water	as	it	varies	in	time,	we	should	
have	no	ground	for	the	assumption	that	water	consists	of	movable	particles”.	
Yet,	he	would	not	accept	the	Newton’s	concept	of	“action	at	a	distance”	and	he	
concludes	that	empty	space	is	neither	homogeneous	nor	isotropic.	While	it	is	
understandable	that	we	have	no	way	of	knowing	“space”	without	reference	to	
the	objects	or	axes,	the	transition	to	general	relativity	with	space	defined	by	
ten	gravitational	potentials	obscures	the	distinction	between	the	entities	and	
space.	The	mathematical	power	of	extended	parametrization	allows	gravita-
tional	field	effects	to	be	absorbed	into	local	curvature	of	space	and	time.	His	
viewpoint	was	that	the	ether	of	general	relativity	is	determined	by	connec-
tions	with	the	matter	and	state	of	ether	in	the	neighboring	place.	According	to	
him,	the	ether	of	general	relativity	is	devoid	of	all	mechanical	and	kinemati-
cal	qualities.	In	a	sense,	it	is	not	perceptible.	Clearly,	he	drifted	from	his	phi-
losophy	that	imperceptible	entities	should	not	form	a	part	of	physical	theory.

8.3 Wave-Particle Duality

Lucretius1	was	clear	about	waves	that	they	cannot	be	fundamental	entities.	
He	reasoned	that	there	must	be	invisible	fundamental	particles	as	basic	enti-
ties	 in	wind.	Some	where	along	 the	history,	we	seem	to	have	 forgotten	 it.	
The	basic	description	of	all	waves	is	that	they	are	due	to	coherent	vibrations	
of	atoms,	molecules	or	some	such	entities	which	produce	perceptible	effects	
such	as	a	wind,	sound,	etc.	We	also	bring	in	the	examples	of	water	waves	in	
classrooms.	 One	 presents	 an	argument	 that	 a	 coherent	 disturbance	 in	 the	
form	of	a	wave	propagates	as	a	pebble	is	dropped	in	a	lake.	This	coherent	dis-
turbance	is	a	cumulative	translation	of	water	molecules,	subject	to	the	energy	
and	momentum	conservation	principles.	Thus,	at	the	heart	of	wave	propaga-
tions	are	corpuscular	bodies.	Elsewhere	I	argued8	that	the	waves	cannot	be	
fundamental	entities,	as	they	are	complex	objects	of	coherent	excitations.	As	
we	seek	structureless	objects	as	candidates	to	qualify	for	being	classified	as	
elementary	particles	or	quanta,	the	waves	fail	this	basic	criterion.

The	phenomena	of	diffraction	and	interference	are	often	cited	as	irrefut-
able	evidence	of	wave	nature	of	physical	entities.	Are	they?	First	and	fore-
most,	 at	 least	 mathematically,	 they	 are	 one	 and	 the	 same	 phenomenon.	
They	are	manifestations	of	superpositions	of	amplitudes	and	phases	of	sec-
ondary	 disturbances,	 embodied	 in	 one	 mathematical	 formula,	 known	 as	
Fresnel-Kirchoff	integral9.	The	only	distinction	between	these	phenomena	is	
our	experimental	arrangement.	The	usual	question	is:	how	does	a	photon	or	
an	electron	or	some	such	object	know	which	slit	to	pass	through,	if	there	is	
more	than	one	path	available?	The	Fresnel-Kirchoff	description	tells	us	“no,	
it	does	not	know”.	It	simply	specifies	the	field	intensity	distributions,	which	
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are	the	probabilities	that,	in	a	given	experimental	condition,	individual	dis-
turbances	pass	through	specific	point	in	space.	Does	this	violate	any	conserva-
tion	principle?	No.	While	one	is	quite	happy	with	this	argument	for	waves	in	
media,	one	is	not	satisfied	with	this	reasoning	for	electromagnetic	radiation,	
since	seemingly	no	medium	was	found.	Einstein	side-stepped	the	medium	
question	in	special	relativity	but	his	arguments	of	general	relativity	will	allow	
him	to	accommodate	this	behavior,	bending	of	light	and	so	forth.	The	ether	
appears	in	quantum	field	theory	in	the	guise	of	vacuum	fluctuations.

8.3.1	 Is	EM	Radiation	Wave	Phenomenon?

Einstein,	in	his	1905	seminal	paper	on	photo-electric	effect10,	recognized	the	
need	 to	distinguish	 the	propagation	of	 energy	which	are,	 in	 case	of	 light,	
phenomena	such	as	refraction,	diffraction	etc.	from	absorption	and	emission	
phenomena	which	constitute	energy	and	momentum	transfers.	He	clearly	
states	that	while	the	former	is	described	the	Hertzian	waves	a	la	Maxwellian	
formulation,	one	should	resort	to	corpuscular	description	for	the	latter.	How-
ever,	scattering	phenomena	which	are	subject	to	energy	and	momentum	con-
servations	principles	also	affect	propagation.	Einstein	was	concerned	with	
absorption	phenomenon	and	thus	this	subtle	aspect	was	missed	by	him.	Or	
more	 likely,	 it	was	due	 to	 lack	of	 experimental	data,	 that	he	was	not	 con-
cerned	with	scattering	phenomena.	Subsequently,	particle-like	behavior	of	
electromagnetic	radiation	has	become	deeply	engrained	in	physics	after	the	
Compton	 scattering	 experiment.	 Also,	 the	 particle-wave	 duality	 took	 firm	
hold	after	de	Broglie’s	matter	wave	formalism	is	developed.

It	is	attributed	to	Niels	Bohr	and	his	collaborators	that	wave-particle	dual-
ity	manifests	an	observer	dependent	reality,	which	means	that	the	electro-
magnetic	 radiation	 allegedly	 behaves	 according	 to	 what	 our	 experiment	
intends	to	do.	The	experimental	arrangement	dictates	whether	the	radiation	
is	corpuscular	or	waves.	Does	it?	Let	us	consider	the	celebrated	Compton	
scattering	experiment.	 In	 this	experiment,	electromagnetic	 radiation	scat-
ters	off	a	stationary	target.	One	measures	the	energy	and	intensity	of	scat-
tered	radiation	as	the	angle	of	observation	is	varied.	A	basic	experimental	
setup,	commonly	employed	in	undergraduate	student	laboratories	looks	as	
below:

S

D

T

ADC

FIgURE	8.1
Compton	scattering	measurement	set-up.	S	is	the	radiation	source.	T	is	scatterer.	The	detector	
D	is	oriented	at	an	angle	θ	with	respect	to	the	incident	beam	direction.	The	signals	from	the	
detector	are	amplified	and	sent	to	an	ADC,	which	is	a	pulse	height	analyzer.
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In	this	experiment,	for	a	fixed	incoming	beam	energy,	the	energy	of	scat-
tered	radiation	 is	uniquely	determined	once	 the	scattering	angle	 is	fixed.	
The	kinematical	equations	are	dictated	by	energy	and	momentum	conser-
vation	principles,	same	as	what	we	employ	for	the	elastic	scattering	between	
two	billiard	balls.	We	employ	relativistic	kinematical	equations.	The	pulse	
height	 spectrum	 shows	 that	 the	 energy	 of	 scattered	 photons	 obeys	 these	
principles.	 Thus,	 we	 conclude	 that	 the	 radiation	 exhibits	 the	 corpuscular	
property.	Now,	let	us	ask	the	question—how	many	are	scattered	at	the	angle	
θ?	Experimentally,	we	do	not	need	to	perform	any	other	measurement.	We	
simply	count	the	number	of	events	registered	by	the	ADC.	All	 this	 infor-
mation	is	stored	away	in	the	computer	systems	somewhere.	We	simply	ask	
where	is	the	peak	of	the	distribution	and	what	is	the	area	under	the	peak.	
The	first	question	 is	answered	by	the	corpuscular	nature	of	 light	and	the	
second	question	by	the	wave-like	property.	We	can,	at	our	leisure,	ask	these	
two	questions	alternately	and	find	answers	for	both	of	them	from	our	stored	
data	of	one	single	experiment.

The	 first	 successful	 theoretical	 description	 of	 scattered	 intensities	 was	
provided	by	Klein-Nishina	formula,	which	assumes	the	incoming	radiation	
to	be	monochromatic	waves.	Thus,	we	see	both	particle-like	and	wave-like	
behavior	 of	 radiation	 in	 one	 single	 experiment,	 contrary	 to	 the	 common	
assertions	that	an	entity	would	reveal	its	particle-like	or	wave-like	behavior	
but	not	both	of	them	simultaneously	in	one	single	experiment.

It	is	noteworthy	that	Klein-Nishina	formula	was	derived	in	1929,	shortly	
after	 the	 wave	 mechanics	 and	 matrix	 mechanics	 have	 been	 formulated.	
Later	on,	as	quantum	electrodynamics	was	being	developed	to	be	regarded	
as	“the	theory”	of	electricity	and	magnetism,	Klein-Nishina	formula	was	
rederived	from	the	field	theoretical	arguments.	While	it	restores	the	idea	
that	 the	radiation	comes	as	quanta,	we	pay	price	 in	 that	 the	causality	 is	
lost.	 We	 can	 appreciate	 this	 fact,	 by	 looking	 at	 the	 Feynman	 diagrams	
shown	below:

+

FIgURE	8.2
Feynmann	diagrams	of	the	photon	Compton	scattering	off	electrons.	In	each	diagram,	the	spa-
tial	coordinates	are	on	left-right	axis	and	the	time	runs	from	bottom	to	the	top	side	of	the	page.	
The	solid	lines	are	electrons	and	wiggly	ones	are	photons.	The	double	line	is	an	intermediate	
state,	inaccessible	in	the	laboratory.
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The	first	diagram	is	 to	be	understood	as	follows:	A	photon	is	 incident	on	
an	electron,	which	is	raised	to	a	virtual	state.	The	virtual	state	does	not	sat-
isfy	energy-momentum	conservation	principles.	It	is	revived	to	physical	state	
as	 outgoing	 electron	 and	 photon	 are	 emitted,	 which	 are	 subject	 to	 energy-
momentum	conservation	principles.	This	diagram	alone	is	not	able	to	describe	
the	phenomenon	and	it	leads	to	infinities	as	solution.	We	have	to	make	of	use	
a	second	diagram.	Here	the	electron	initially	emits	an	outgoing	photon	and	
the	electron	becomes	an	unphysical	body	(it	is	virtual	and	does	not	satisfy	the	
energy-momentum	conservations).	The	virtual	particle	later	absorbs	the	inci-
dent	photon	and	is	rendered	physical.	The	overall	scattering	phenomenon	is	a	
superposition	of	these	two	processes.	Needless	to	say,	the	causality	is	lost.	It	is	
important	to	note	that	in	the	second	diagram,	the	initial	state	when	an	electron	
emits	a	photon	should	have	the	precise	information	of	the	four	momentum	
vector	of	the	incoming	photon,	which	comes	later,	for	it	to	be	resurrected	to	
physical	state.	We	should	leave	this	issue	with	individuals	to	make	their	deci-
sion	whether	this	is	an	acceptable	or	palatable	physics	solution	or	not.

8.4 Photons as Hadronsb

Since	the	advent	of	particle	accelerators	of	high	energies,	it	has	become	possible	
to	produce	several	unstable	particle	via	interaction	of	electromagnetic	radia-
tion	with	hadronic	matter	and/or	electromagnetic	radiation	itself.	Examples	
are	production	of	mesons	at	electron-positron	colliders,	routinely	performed	
at	Stanford	Linear	Accelerator	Laboratory,	Cornell	synchrotron	etc.,	or	we	can	
consider	the	experiments	at	photon	beam	facilities	electron	linear	accelerators	
such	as	the	ones	at	 J-Lab	and	Bates	at	MIT	in	the	United	States	and	CERN,	
DESY	laboratories	in	Europe	and	KEK,	SPring-8	in	Japan	etc.11

Within	a	few	years	of	this	enterprise,	it	was	proposed	that	photon	inter-
actions	with	other	entities	may	be	a	manifestation	 that	photons	appear	as	
vector	 mesons	 for	 some	 short	 time	 intervals.	 Thus,	 a	 high	 energy	 photon	
is	neither	an	electromagnetic	quantum,	nor	a	wave,	but	it	can	be	a	meson,	
which	bounces	off	other	hadronic	matter	and	attains	a	physical	status.	The	
early	models	were	inspired	by	the	similarities	of	interactions	of	photons	and	
hadrons	with	nucleons	and	nuclei.	They	suggested	that	the	photon	acts	like	a	
hadron	for	a	small	fraction	(~α	=	1/137)	of	the	time.	Vector	meson	dominance	
models12,	based	on	this	physical	picture,	were	quite	successful	in	describing	
the	experimental	data.	These	vector	mesons	are	of	about	one	to	a	few	GeV	
energies.	As	we	go	to	higher	energies,	it	is	conceivable	that	photons	appear	as	
quark-antiquark	pairs.	There	have	been	a	few	models	based	on	these	ideas13.	
Figure	8.3	describes	the	concept.

b	 In	particle	physics	terminology,	hadrons	are	elementary	or	composite	objects	which	take	part	
in	strong	interactions.	Strong	interactions	are	unique	to	subatomic	physics	world.	They	are	of	
short	range	and	responsible	for	binding	forces	of	nuclei	etc.
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A	free	photon	cannot	be	a	physical	vector	meson	due	to	energy-momen-
tum	imbalance.	However,	in	the	field	of	other	material	media,	the	photons	
may	“hadronize”	to	virtual	states	and	undergo	elastic	collisions	to	result	in	
physical	vector	meson	in	a	final	state.	Extending	this	idea	to	higher	energies,	
one	may	conceive	that	a	photon	lives	as	quark-antiquark	pair	for	short	inter-
vals	of	time	and	yields	meson	in	final	states.

Mathematically,	one	represents	the	photon	wavefunction	as12,
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where	|γbare>	is	the	electromagnetic	quantum	that	we	are	accustomed	to	and	|V>	
are	the	vector	mesons	as	indicated.	They	all	have	the	same	quantum	numbers	
as	photons.	As	we	go	to	higher	energies,	we	may	modify	the	above	equation
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to	accommodate	 the	quark	degrees	of	 freedom.	The	 last	component	 is	 the	
quark-antiquark	system.

summary and Conclusions

So	far,	we	presented	a	few	common	notions	of	electromagnetic	radiation	in	
terms	of	space-time	concepts	and	what	we	might	consider	in	terms	of	fun-
damental	constituents	of	matter	and	interactions.	Einstein	was	an	empiricist,	
who	sought	a	concise	and	consistent	description	of	various	phenomena.	In	
special	relativity,	he	provided	a	simple	recipe	to	account	for	the	mathemati-
cal	formulations	of	Lorentz,	Poincare	and	hypotheses	of	Fitzgerald	et al.	He	
avoided	the	question	of	ether	in	special	relativity	and	he	reintroduced	it	in	
general	relativity.	As	for	the	photon,	he	was	concerned	with	it	in	the	context	
of	 absorption	 and	 emission	 processes,	 relating	 to	 energy	 and	 momentum	
conservation	 principles.	 We	 argued	 that	 description	 of	 Compton	 scatter-
ing	makes	use	of	both	a	particle-like	and	wave-like	picture	of	 the	electro-
magnetic	radiation	to	account	for	the	energies	and	intensities	of	radiation,	

FIgURE	8.3
A	 photon	 propagating	 appears	 as	 a	 vector	 meson	 for	 some	 fraction	 of	 time	 and	 as	 quark-	
antiquark	pair	for	some	other	fraction	of	time.
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respectively.	The	quantum	field	theories	seem	to	avoid	wave	picture,	but	it	is	
achieved	at	the	expense	of	causality.	Models,	inspired	by	the	particle	physics	
phenomenology,	attribute	hadronic	existence	for	the	photon.

In	conclusion,	a	concrete	picture	of	an	elementary	“photon”	eludes	us	even	
today.	This	problem	is	not	unique	to	photons.	The	particle	concept	of	mod-
ern	physics	is	not	the	same	as	that	of	Newtonians.	Quantum	physics,	which	
allows	for	“Zitterbewegung”	or	wavy	motion	of	particle-like	objects,	is	not	
able	to	describe	free-particles	in	the	classical	picture.	After	all,	in	the	clas-
sical	picture,	 the	space	 is	empty	and	objects	move	 in	straight	 lines	unless	
forced	otherwise.	The	physical	space	is	not	empty	in	general	relativity	nor	
in	quantum	field	theories.	In	the	latter,	we	find	the	vacuum	is	a	sea	full	of	
objects	which,	under	appropriate	conditions,	pop	out	and	render	the	physical	
phenomena	we	see.	The	success	of	modern	physics	is	the	flexibility	of	formu-
lations	to	account	for	the	observational	data.	Alas,	it	comes	at	the	expense	of	
some	conceptual	clarity.	The	physical	reality	is	elusive	in	these	mathemati-
cal	formulations.	I	would	like	to	end	this	article	by	quoting	Henry	Stapp14	
“As	every	physicist	knows,	or	is	supposed	to	have	been	taught,	physics	does	
not	deal	with	physical	reality.	Physics	deals	with	mathematically	describable	
patterns	in	our	observations”.

It	was	an	honor	 to	be	able	 to	discuss	 these	conceptual	 issues	of	physics	
openly	in	the	Centennial	year	of	Einstein’s	landmark	publications.	I	owe	sin-
cere	appreciation	to	organizers	of	the	conference	for	their	kind	invitation.
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Abstract

A	survey	of	the	historically	most	widely	considered	paradigms	for	the	electro-
magnetic	interaction	is	presented	along	with	the	conflicts	or	defects	that	each	
exhibited.	In	particular,	problems	derived	from	the	concept	of	the	photon	and	
quantum	electrodynamics	are	emphasized.	It	is	argued	that	a	form	of	direct	inter-
action	on	the	light	cone	may	be	the	optimum	paradigm	for	this	interaction.

Keywords:	photon,	Quantum	Electrodynamics,	charged	particle	interaction.

9.1 the Dilemma

Physics	theories	comprise	at	least	two	elements:	a	mathematical	model	and	a	
paradigm.	The	former	encodes	the	regularities	of	the	phenomena	of	interest,	
while	the	latter	provides	visual	and	verbal	support	for	thinking	and	talking	
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about	the	phenomena	covered	by	the	theory,	and,	of	course,	motivation	for	
setting	up	calculations.	Theories	about	the	interaction	of	charged	particles	
(under	circumstances,	known	as:	“light”)	follow	this	pattern.

In	the	case	of	 light,	 in	all	 its	variation	of	scale	considered	thus	far,	 from	
radio	to	gamma	waves,	the	mathematics	seems	to	be	largely	in	order,	at	least	
as	far	as	the	needs	of	radio,	optical	and	electronic	engineering	are	concerned.	
On	 the	 other	 hand,	 all	 paradigms	 proffered	 so	 far	 throughout	 history	 for	
light,	have	been	found	wanting.	These	include:

Weber’s	 instantaneous	 direct	 interaction	 (essentially	 Newton’s	
gravitational	force	scaled	to	the	strength	of	electrostatic	force).	This	
paradigm	 was	 unable	 to	 accommodate	 all	 dynamic	 interaction;	
e.g.,	magnetism.
Huygens’,	Faraday’s,	Lorentz’s	and	Maxwell’s	waves.	As	it	is	now	
clear	 that	 there	 is	 no	 medium	 (aether),	 electromagnetic	 waves,	 it	
seems,	can	be	no	more	than	mental	representations	for	terms	in	a	
Fourier	series	decomposition	of	 the	full	mathematical	expression	
for	the	 interaction.	There	are	several	recognized	defects	endemic	
to	 this	 paradigm	 including	 the	 infamous	 divergency	 of	 the	 self	
energy	of	the	electron	(in	many	guises),	“run	away”	solutions,	pre-
acceleration,	etc.
Schwarzshild’s	delayed	direct	interaction,	or	Weber’s	direct	inter-
action	evaluated	so	as	to	take	the	time-of-flight	of	electromagnetic	
signals	 into	account.	Einstein	criticized	 this	paradigm	because	 it	
did	not	attribute	reality	to	advanced	interaction,	which,	he	held,	is	
a	valid	solution	to	Maxwell’s	equations.
Fokker’s	mean	of	advanced	and	retarded	 interaction.	This	para-
digm	has	been	faulted	for	not	leading	to	integrable	equations	of	
motion,	not	to	mention	the	philosophically	repugnant	concept	of	
“advanced	interaction.”
Einstein’s	 “photon.”	 Although	 very	 popular	 at	 the	 moment,	 this	
paradigm	leads	to	a	number	of	contradictory	concepts	with	respect	
to	 interference	 and	 severe	 conflict	 with	 General	 Relativity	 (more	
below).
Second	 quantized	 fields.	 A	 formalistic	 elaboration	 of	 the	 photon	
paradigm;	more	of	a	calculational	algorithm	than	a	real	paradigm.

In	addition	to	the	historically	well	known,	but	not	always	emphasized,	diffi-
culties	with	each	of	the	above	paradigms,	there	is	a	similar	set	of	objections	
concerned	with	Special	Relativity	 (SR).	 It	 is	clear	 that	SR	 is	essentially	an	
application	 of	 the	 fundamentals	 of	 electrodynamics;	 this	 follows	 directly	
from	 the	 fact	 that	 the	 core	 of	 SR,	 the	 Lorentz	 transforms,	 contain	 as	 an	
ineluctable	parameter,	the	velocity	of	light. It	is	not,	therefore,	unreasonable	
to	speculate	that	an	optimal	paradigm	for	light	might	render	the	counter-
intuitive	aspects	of	SR	less	opaque.

•

•

•

•

•

•
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9.2 Photons and Quantized Radiation Field

The	photon	paradigm	won	advocates	by	virtue	of	the	simplicity	of	the	moti-
vational	imagery	it	provides	for	the	conservation	of	energy	and	momentum	
involved	in	calculating	e.g.,	Compton	scattering,	and	its	role	in	the	derivation	
of	 the	 Planck	 blackbody	 spectrum.	 In	 the	 meantime,	 is	 has	 also	 acquired	
critics,	because	it	fails	to	give	a	coherent	image	for	interference,	as	evidenced	
by	the	long	dispute,	to	and	fro,	over	whether	a	single	photon	can	interfere	
only	with	itself,	or	also	with	other	photons.

By	far	the	most	pervasive	selling	point	for	the	photon	notion,	nevertheless,	
is	the	empirical	fact,	that	at	very	low	intensities,	radiation	in	the	visible	por-
tion	of	the	spectrum	is	seen	to	be	absorbed	always	at	a	single	point.	This	is	
an	artifact,	however,	of	the	detection	process	in	this	region	of	the	spectrum,	
which	exploits	“photo	detectors”	that	convert	whatever	visible	radiation	is,	
to	an	electron	current.	Obviously,	as	an	electron	current	consists	of	countable	
electrons	which	are	individually	lifted	into	the	conduction	band	of	the	detec-
tor	mass,	no	matter	how	radiation	arrives,	an	observer	restricted	to	“seeing”	
only	 the	 photocurrent	 and	 limited	 to	 inferring	 the	 character	 of	 whatever	
stimulated	it,	is	in	no	position	to	pass	final	judgment	on	the	character	of	the	
stimulus,	in	this	case,	the	incoming	radiation.	Therefore,	the	majority	of	the	
evidence	for	photons	is	intrinsically	indeterminate.

9.3 Vacuum Fluctuations: signature of QeD

Intimately	connected	with	these	issues	is	a	parallel	dispute	on	just	how	nec-
essary	the	whole	concept	of	quantized	radiation	is	in	fact.	Supporters	of	the	
so-called	neoclassical	theory	in	which	matter	is	quantized	but	radiation	not,	
have	 managed	 to	 accurately	 explain	 too	 many	 quantum	 electrodynamic	
(QED)	effects	to	allow	writing	off	this	line	of	analysis	out	of	hand.	Moreover,	
their	reasoning	offers	some	support	for	the	paradigm	proposed	below.

The	customary	approach	to	quantization	of	the	electromagnetic	radiation	
field	leads	to	the	conclusion	that	there	exists	a	finite	ground	state	with	mini-
mal	energy,	regardless	of	the	existence	of	charges.	As	there	are	no	charges	to	
attribute	this	state	to,	it	is	logically	attributed	to	the	“vacuum,”	and	discussed	
as	 if	 it	had	nothing	 to	do	with	 (charge	carrying)	matter,	but	 is	virtually	a	
property	 of	 (quantized)	 “space”	 itself.	 Naturally,	 this	 evokes	 the	 question:	
is	 the	energy	 in	 the	ground	state	“real”	or	 just	a	 formalistic	device?	 If	 the	
later,	it	should	appear	in	the	mathematical	formalism	in	just	such	a	way	that	
it	requires	no	physical	interpretation,	or	even	precludes	it	altogether.	There	
are	many,	however,	who	argue	that	the	ground	state	actually	is	the	physical 
cause	of	phenomena,	namely:	spontaneous	decay,	the	anomalous	magnetic	
moment	of	the	electron	and	the	Lamb-shift,	among	others.	Indeed,	calcula-
tions	of	these	effects	predicated	on	this	presumption	have	been	so	successful,		
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that	 this	view	 is	quite	 credible,	and	 text	books	commonly	cite	 this	 fact	as	
evidence	of	the	fundamental	rectitude	of	QED.

On	the	other	hand,	proponents	of	what	has	become	known	as	the	“neoclas-
sical	theory”	(NCT)	found	that	a	judicious	reordering	of	the	terms	involved	
in	calculations	allows	an	 interpretation	of	 these	phenomena	 in	 terms	of	a	
“source	theory”	which	considers	all radiation	fields	as	derived	from	source	
charges.	 That	 is,	 in	 plane	 text:	 vacuum	 fluctuations	 are	 not necessary	 to	
explain	 physical	 consequences;	 their	 use	 in	 QED	 is	 actually	 just	 a	 device	
which	explains	these	effects	as if there	were	such	fluctuations.1

As	an	historical	matter,	NCT	was	depreciated	in	the	early	1980’s	largely	on	
the	basis	of	what	were	taken	then	as	two	capital	deficiencies.	One	of	these	
pertains	to	the	phenomenon	of	“quantum	beats,”	which	was	thought	at	that	
time	 to	be	 correctly	describable	 only	by	QM.2	 It	 was	 taken	 that	NCT	pre-
dicted	beats	for	the	case	in	which	two	excited	levels	decay	to	a	single	lower	
state,	 which	 is	 both	 not	 observed	 and	 not	 predicted	 by	 QED.	 This	 writer	
disputes	this	argument,	however,	on	the	basis	of	the	existence	of	a	model	of	
the	experiments	 fully	 in	accord	with	NCT,	 thereby	overturning	 this	as	an	
argument	against	the	validity	of	NCT.3

The	second	 large	 issue	speaking	against	NCT	at	 that	 time	was	 the	 then	
new	 experimental	 results	 from	 Clauser’s	 group	 on	 EPR/Bell	 type	 experi-
ments.	 Although	 this	 issue	 appears	 not	 to	 have	 been	 taken	 up	 further	 in	
the	mainline	literature,	Jaynes	himself	eventually	identified	the	lacuna4	(See	
below).	Thus,	in	sum,	at	the	present	time	there	are	no	unrefuted	arguments	
standing	against	the	NCT.

In	view	of	the	current	fashionable	topics	of	quantum	computing,	telepor-
tation	and	 the	 like,	 the	above	 statement	probably	will	 elicit	 sharp	protest.	
Proponents	of	these	phenomena,	however,	have	yet	to	respond	to	a	very	ele-
mentary	and	fundamental	observation:	these	phenomena	are	all	described	
in	terms	of	the	algebras	of	polarization	or	q-bit	spaces,	which,	unlike	phase	
and	quadrature	spaces,	do	not	have	“quantum”	structure.	This	observation	
is	 supported	 by	 the	 fact	 that	 whatever	 noncommutivity,	 if	 any,	 is	 evident	
in	polarization	or	q-bit	space,	 is	 there	because	of	geometric	considerations	
(essentially	the	SO(3)	structure	of	rotation	on	a	sphere)	and	not	because	of	
Heisenberg	Uncertainty,	as	is	the	case	for	quantized	phase	and	quadrature	
spaces.	(Note	that	for	the	latter	spaces,	noncommutivity	is	an	option,	whereas	
for	the	former,	it	is	a	geometric	ineluctability.)	The	point	here	is,	that	if	at	all	
valid,	the	essence	of	these	phenomena	require	no QM	at	all	for	there	descrip-
tion,	not	to	mention	QED.	These	effects,	from	this	viewpoint,	simply	can	play	
no	role	in	the	dispute	over	the	necessity	of	QED.5

9.4 stochastic electrodynamics: Retrograde QeD?

Stochastic	 electrodynamics	 (SED)	 is	 an	 attempt	 to	 rationalize	 quantum	
mechanics	(QM)	by	turning	QED	on	its	head.	This	is	done	by	reversing	the	
sequence	of	the	steps	in	reasoning	underlying	QM,	i.e.,:	starting	from	QM,	one	
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eventually	concludes	that	there	exist	vacuum	fluctuations	or	a	finite	ground	
state	 of	 the	 electromagnetic	 radiation.	 For	 SED,	 one	 starts	 from	 the	 basic	
assumption	that	there	exists	a	classical,	random,	background	field	with	the	
power	spectrum	of	the	QM	ground	state,	and	tries	to	show	that	phenomena	
otherwise	predicted	only	by	QM,	result.	The	origin	of	the	SED	background	
has	 been	 justified	 in	 two	 ways.	 One,	 is	 that	 it	 is	 simply	 admissible	 initial	
and	 boundary	 data	 for	 determining	 solutions	 to	 Maxwell	 field	 equations,	
physically	it	just	emerges	from	infinity;	the	other	is	that	it	is	the	average	of	
all	interaction	with	other	charges	in	the	universe,	and	is	the	dynamic	equi-
librium	of	all	 these	separate	contributions.	In	either	case,	 it	 is	argued,	 it	 is	
“visible”	as	the	force	that	holds	up	atoms	and	otherwise	is	the	source	of	all	
specifically	QM	phenomena.	6

There	are	two	main	streams	of	SED	development;	one	tries	to	explain	QM	
effects	in	terms	of	the	stochastic	nature	of	this	background,	and,	in	one	way	
or	another,	calls	on	some	analogy	with	diffusion	processes.	It	takes	certain	
inspiration	from	the	formal	similarity	of	the	Schrödinger	equation,	having	
a	single	time	derivative,	with	the	diffusion	equation	which	also	has	only	a	
single	time	derivative.	The	other	line	of	analysis	is	based	on	the	observation	
that	the	single	time	derivative	in	the	Schrödinger	Equation	is	accompanied	
by	a	factor	of	i,	which	is	for	the	mathematics	in	this	application	equivalent	
to	another	time	differentiation,	so	that	any	analogy	with	diffusion	processes	
is	essentially	illusory.	This	disappointment	is	compensated	by	other	argu-
ments	to	the	effect	that	the	background	can	be	used	to	motivate	a	physical	
rationalization	for	De	Broglie’s	pilot	waves,	thereby	bringing	the	story	into	
the	domain	of	wave	phenomena.	7

It	 is	especially	 interesting	 that	 the	 two	rationalizations	 for	 the	existence	
of	a	SED	background	field	parallel,	 to	some	extent,	 the	 two	approaches	 to	
QED,	with	source	theory	having	virtually	a	direct	link	to	the	dynamic	equi-
librium	model.	In	any	case,	however,	both	rationalizations	for	the	existence	
of	a	background	can	be	faulted	in	that	they	lead	to	the	same	problem	that	
QED	introduces,	namely	a	sharp	conflict	with	the	“cosmological	constant”	
problem	from	General	Relativity	in	that	each	envisions	a	horrendous	quan-
tity	of	energy	resident	at	every	point	of	space,	even	where	absolutely	free	of	
matter.

9.5 tactic for Remedy

For	the	purpose	of	seeking	an	optimum	paradigm	for	phenomena	derived	
from	 the	 interaction	 of	 charged	 particles,	 two	 working	 principles	 recom-
mend	 themselves:	 1)	 all	 notions	 employed	 for	 the	 paradigm	 should	 be	 as	
close	as	possible	to	incontestably	grounded	empirical	“facts”;	and	2)	continu-
ously	related	(in	the	sense	of	a	correspondence	principle)	to	the	successful	
aspects	of	those	paradigms	suggested	through	history.	Arbitrary	or	not,	they	
seem	prudent	and	reasonable.
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9.6 empirical Base

The	 following	 facts	 seem	 to	constitute	 the	essential	optimum	supported	
by	observation:

	 1.	 Charges	come	in	two	genders;	likes	repel	and	unlikes	attract.
	 2.	 The	attraction	or	repulsion	is	in	accord	with	Gauss’	Law,	in	other	

words,	for	static	circumstances,	it	falls	off	in	proportion	the	inverse	
square	of	the	separation.

	 3.	 When	a	charge	moves,	any	change	in	the	force	 it	exerts	on	other	
charges	is	delayed	by	a	time	lag	linearly	proportional	to	the	separa-
tion.	The	proportionality	constant	is	called	the	speed	of	light.

	 4.	 The	 speed	 of	 light	 is	 a	 constant,	 valid	 in	 all	 inertial	 frames	 (see	
caveats	below).

In	addition	to,	or	preceeding	the	pertinent	empirical	facts,	there	are	a	num-
ber	of	more	abstract	or	less	material	features	that	might	be	taken	as	deeply	
philosophical	in	character.	The	study	of	such	aspects	is	often	associated	with	
Kant,	but	he	may	not	have	had	the	last	word.	The	basic	issue	he	addressed	is:	
what	are	space	and	time?

What	 they	 are	 not	 is	 clear.	 Certainly	 they	 are	 not	 material	 objects	 like	
stones,	atoms	or	even	elementary	particles;	more	likely	they	are	(at	least)	rela-
tional	categories	and	may	be	further	inexplicable.	Whatever	else	they	may	
be,	 in	 mechanics	 they	 can	 be	 seen	 to	 be	 used	 as	 organizing	 relationships	
among	material	objects.

As	a	relationship,	space	is	obviously	unique.	That	is,	there	is	no	sense	at	
all	to	the	question:	which	space?	The	spacial	relationships	among	material	
objects	are	defined	strictly	with	respect	to	each	other.	There	is	no	“origin”	
or	other	preferred	or	privileged	point;	it	may	be	said	that	in	this	sense	it	is	
“absolute.”	All	the	same	considerations	pertain	to	time	as	an	ordering	param-
eter,	except	that,	per	simple	observation,	time	is	flowing	in	one	direction.	(As	
an	aside,	I	emphasize	that	it	is	not	the	point	here	to	enter	into	philosophical	
analysis	of	space	or	time.	The	sole	point	here	is	to	take	those	features	evident	
directly	to	observation	as	given	a priori.	The	immediate	goal	is	only	to	seek	
the	simplest	paradigm	for	charge	particle	 interaction	consistent	with	such	
features.	The	analysis	of	possible	deviations	from	these	first	order	and	evi-
dent	features	would	be	a	separate	question,	deferred	to	future	study.)

To	foreclose	some	misunderstandings,	note	that	the	existence	of	absolute	
time	does	not	imply	the	existence	of	an	absolute	clock.	Such	a	clock	would	
propagate	 its	 “ticking”	 instantly	 to	 the	 whole	 universe,	 and	 obviously,	 no	
known	material	gadget	could	do	that.	Likewise	there	is	no	material	“absolute	
meter	stick,”	which	would	have	 to	be	as	 long	as	 the	universe	 is	wide	and	
have	no	inertia,	etc.	It	can	be	argued	that	the	non	existence	of	these	material	
items	is	what	really	should	have	been	intended	by	the	claim	that	absolute	
“time”	and	“space”	do	not	exist.	As	ordering	abstractions,	the	latter	“exist”	
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as	soon	as	they	can	be	defined	in	a	logically	consistent	manner,	just	as	is	the	
case	for	any	abstract	mathematical	concept.	The	utility	of	 these	“absolute”	
orderings,	having	been	defined,	for	any	purpose	within	or	for	a	particular	
theory,	is	then	an	internal	matter	for	that	theory.

9.7 the Paradigm

The	above	suggests	the	following	paradigm.	The	fundamental	element	is	the	
time-directed	interaction	link,	i.e.,	the	notion	that	every	charge	is	the	source	
of	“action”	on	every	other	charge	as	a	sink	via	delayed	attraction	or	repul-
sion.	Each	and	every	particle	 is	both	active	or	source	and	passive	or	sink,	
where	all	particles	as	sinks	are	functions	of	a	universal	parameter	conjugate	
to	total	energy	(or	the	Hamiltonian	of	the	universe).	These	links	are	eternal	
and	primal;	that	is,	they	can	not	be	further	reduced	to	more	elementary	sub-
parts;	the	charges	at	each	end	of	a	link	have	no	independent	existence.

The	main	difference	with,	and	advantage	over,	the	historical	action-at-a-
distance	on	the	 light	cone	formulation	 is	 that	here	 there	 is	no	supposition	
that	anything is	being	emitted	by	the	source	and	adsorbed	by	the	sink.	This	
has	the	consequence	that	there	is	no	“free,”	un-targeted	energy	that	eventu-
ally	will	be	dissipated	at	infinity,	and	no	energy	to	be	thought	of	as	“resid-
ing”	at	or	passing	through	an	arbitrary,	but	otherwise	vacant	point	in	space.	
Thus,	 the	calculation	of	energy	thought	 to	be	a	source	of	vacuum	gravita-
tional	energy	is	preempted	from	the	start,	thereby	dispatching	the	“cosmo-
logical	constant	conflict.”

For	other	paradigms,	the	human	predilection	for	understanding	“action”	
in	terms	of	contact	forces	has	led	to	the	introduction	of	hypothetical	inter-
vening	elements	such	as	“fields,”	and	“photons,”	whose	function	is	to	be,	in	
the	first	instance,	an	agent	of	contact.	In	this	way,	an	association	is	made	with	
human	experience,	 i.e.,	 lifting,	pushing,	etc.;	 the	only	physiological	means	
of	 delivering	 force	 or	 interaction	 with	 material	 objects.	 One	 might	 object	
that	 the	 concept	 of	 link	 leaves	 the	 essentials	 of	 interaction	 unexplained.	
But,	while	 this	 is	 correct,	 it	 is	also	 true	of	 contact	 forces.	The	 fact	 that	we	
humans	have	experience	with	contact	forces	makes	them	intuitively	predict-
able,	but	still	not	understandable	in	any	deep	sense,	just	familiar.

A	pivotal	issue	in	the	historical	dispute	on	the	tenability	of	Maxwell’s	for-
mation	of	electrodynamics,	is	the	matter	of	radiation	reaction,	or	the	loss	of	
energy	by	a	charge	by	cause	of	its	accelerated	motion.	The	classical	calcula-
tions	for	this	effect	have	exposed	obviously	defective	understanding	of	the	
electric	 interaction,	 leading	as	 they	do	to	“preacceleration,”	or	“run-away”	
(divergent)	 solutions.	This	naturally	evokes	 the	question	 for	any	new	pro-
posals	 for	 a	 paradigm:	 does	 the	 new	 paradigm	 admit	 considerations	 that	
reasonably	 avoid	 such	 “un-physical”	 outcomes?	 Elsewhere	 this	 writer	 has	
discussed	 this	 matter	 and	 shown	 that	 it	 appears	 that	 radiation	 reaction	
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may	be	considered	the	delayed	interaction	of	a	charge	with	its	own	induced	
Debye	sheath.	Within	this	paradigm,	then,	the	negative	features	of	solutions	
to	Dirac’s	equation	for	radiation	reaction	can	be	seen	to	arise	from	approxi-
mations	which	neglect	the	delay	time	of	the	reflected	signal.8

The	dynamical	aspects	of	a	link	require	some	elaboration.	Let	us	imagine	
that	a	charge	as	source	is	jerked	back	and	forth	to	induce	a	pulse	in	its	links	to	
other	charges	as	sinks.	By	hypothesis,	the	pulse	will	travel	up	the	link	at	the	
velocity	of	light.	Such	a	pulse	determines	two	times,	tq,	the	source	time	when	
the	pulse	 is	sent,	and	 ts,	 the	sink	 time	when	the	pulse	 is	 received.	Clearly	
there	can	be	absolute	ambiguity	at	a	sink	between	two	pulses	that	arrive	at	
the	same	(sink)-time	from	the	same	direction.	Reception	of	pulses	from	the	
totality	of	sources	in	the	universe	is	a	physical	realization	of	projective	geom-
etry	with	two	complications:	one,	the	projections	are	not	instantaneous	but	
delayed,	and	two,	the	projections	are	functions	of	time.	For	any	given	sink,	
including	the	eye	of	an	experimenter,	the	totality	of	incoming	pulses	from	
all	directions	at	a	given	sink-time,	ts,	is	the	2-dimensional	surface	of	a	sphere	
centered	 on	 the	 sink	 charge	 (or	 eye	 of	 an	 observer),	 sometimes	 called	 the	
observer’s	“sky.”	On	this	surface,	overlapping	pulses	from	sources	in	the	same	
direction,	but	at	distances	such	that	the	transmission	delays	compensate,	can	
not	be	distinguished.	This	is	obviously	the	recipe	for	the	Minkowski	metric	
and,	therefore,	the	justification	for	the	Minkowski	space	structure	with	the	
Lorentz	transformations.	The	only	difference	with	the	usual	presentation,	is	
that	from	this	viewpoint	it	is	obvious	that	the	Minkowski	structure	pertains	
only	to	the	sink	times;	the	source	times	and	positions	are	interrelated	accord-
ing	to	the	Galilean	transformations.

9.8 Universality of speed of Light

Of	the	four	points	considered	empirically	derived	and	delineated	above,	the	
last,	to	the	effect	that	the	speed	of	light	is	the	same	in	all	inertial	frames,	is	
the	weakest.	To	begin,	it	is	counterintuitive;	it	was	introduced	virtually	out	
of	desperation	by	Einstein	to	make	Special	Relativity	fit	together.	Moreover,	
it	requires	a	redefinition	of	the	term	“velocity”	which	was	defined	originally	
in	 terms	of	 its	vector	character,	 such	 that	as	a	matter	of	 syntax,	 it	 is	 to	be	
added	according	to	Galilean	transformations.	This	redefinition	induced	by	
Einstein	has	never	really	been	rationalized	by	lexicographers,	the	term	has	
just	been	given	a	jargon	meaning,	distinct	from	the	conventional	meaning,	
solely	for	discussing	electrodynamics	and	Special	Relativity.

In	spite	of	strict	taboos,	 this	difficulty	re-emerges	repeatedly	in	detailed	
analysis	of	certain	phenomena.	The	most	convincing	to	this	writer	is	with	
respect	to	the	Sagnac	effect	(Waves	sent	in	opposite	directions	around	a	plane	
figure	by	means	of	mirrors,	exhibit	a	interference	pattern	dependant	on	the	
angular	 velocity	 of	 a	 platform	 on	 which	 the	 whole	 experiment,	 including	
sources	and	detectors,	is	mounted).	If	one	considers	the	limit	of	the	size	of	
the	plane	figure	as	its	linear	dimensions	increase	while	the	angular	velocity	
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decreases	such	that	the	tangential	velocity	is	constant,	then	one	has	a	con-
ceptual	passage	from	a	circumstance	for	which	there	is	empirical	evidence	of	
the	influence	of	the	velocity	of	the	source,	to	a	circumstance	where,	according		
to	the	fourth	assumption,	the	source	velocity	should	have	no	influence.	This	
conflict	is	symptomatic	of	some	kind	of	subtle	misunderstanding.9

Moreover,	there	is	similar,	albeit	vague	and	vanishingly	minute,	evidence	
from	time-of-flight	data	for	radar	signals	to	distant	space	vehicles.	Because	
of	the	many	practical	effects	and	defects	of	equipment	that	need	to	be	taken	
into	account,	this	data	is	not	beyond	dispute,	however.	It	is	less	convincing,	
for	this	writer	at	least,	but	still	is	a	“straw	in	the	wind.”

In	 sum,	 these	 complications	 again	 render	 this	 paradigm	 too	 in	 need	 of	
further	examination,	even	whilst	overcoming	inadequacies	found	in	other	
paradigms	for	light.

9.9 non-Locality: A Banished Bugaboo

One	of	the	most	alarming	conclusions	drawn	after	analysis	of	the	interpreta-
tion	of	Quantum	Mechanics	(QM),	is	that	there	should	be	an	essential	ele-
ment	of	non-locality	to	the	natural	world.	This	feature	is	attributed	not	only	
to	“light,”	but	implicitly	to	material	particles	also.	Its	ostensible	realization,	
however,	has	been	confined	to	optical	experiments,	i.e.,	to	light.

As	 is	 widely	 known,	 John	 Bell	 took	 up	 this	 issue	 and	 deduced	 some	
inequalities	 for	 observable	 correlation	 frequencies	 that,	 he	 argued,	 had	
to	 obtain	 for	 any	 theory	 that	 might	 complete	 QM	 without	 reintroducing	
troublesome	features,	mostly	the	non-locality	of	 instantaneous	interaction.	
Experiments	 showed	 that	 these	 inequalities	 are	 violated,	 so	 the	 virtually	
universally	accepted	conclusion	is:	non-locality	is	an	ineluctable	fundamen-
tal	characteristic	of	nature,	specifically	to	include	light.

However,	in	spite	of	the	acceptance	that	this	conclusion	enjoys	nowadays,	it	
can	be	disputed.	Evidently	the	first	to	identify	the	source	of	a	misconception	
(or	at	least	to	publish	a	critique)	was	Jaynes.4	He	observed	that	Bell,	perhaps	
mislead	by	bad	notation,	misapplied	the	chain	rule	for	conditional	probabili-
ties	and,	instead	of	encoding	locality	into	his	formula,	inadvertently	encoded	
simply	statistical	independence.

The	derivation	of	a	Bell	Inequality	starts	from	Bell’s	fundamental	Ansatz:

	
P a b d A a B b( , ) ( ) ( , ) ( , ),= ∫ λρ λ λ λ

	
(9.1)

where,	per	explicit assumption: A,	a	measurement	result	from	one	side	of	a	corre-
lated	photon	pair	as	envisioned	by	Einstein,	Podolsky,	and	Rosen,	is	not	a	func-
tion	of	b;	nor	B of	a;	and	each	represents	the	appearance	of	a	photoelectron	in	its	
wing,	and	a and	b are	the	corresponding	polarizer	filter	settings.	This	is	moti-
vated	on	the	grounds	that	a	measurement	at	station	A,	if	it	respects	“locality”,		
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so	argues	Bell,	can	not	depend	on	remote	conditions,	such	as	the	settings	of	a	
remote	polarizer.

Jaynes’	criticism	is	that	Eq.	9.1	results	from	a	misconstrual	of	Bayes’	for-
mula,	or	the	“chain	rule”	for	conditional	probabilities,	namely:

	 ρ(a,	b,	λ)	=	ρ(a|b,	λ)ρ(b|λ)ρ(λ),	 (9.2)

where	ρ(a,	b,	λ)	 is	a	 joint	probability	distribution	and	ρ(b|λ)	 is	a	conditional 
probability	 distribution.	 Jaynes	 points	 out	 that	 Bell	 takes	 it	 that	 the	 pres-
ence	 of	 the	 variable	 b in	 the	 factor	ρ(a|b,	λ)	 implies	 instantaneous	 action-	
at-a-distance.	This	is	true,	however,	only	for	the	quantum	case	for	which	it	
is	understood	according	to	Von	Neumann’s	measurement	theory	that	wave	
functions	are	superpositions	of	the	possible	outcomes	(even	when	mutually	
exclusive)	whose	ambiguity	 is	 resolved	by	collapse	precipitated	by	 the	act	
of	measurement.	Eq.	9.2,	however,	for	application	in	non-quantum	circum-
stances	implies	no	more	than	that	there	was	a	common cause for	a	coincidence 
in	the	past	light	cones	of	both	measuring	stations,	a	precondition	which	in	
QM	is	preempted	by	superposition.

The	 upshot	 is,	 that	 the	 inequalities	 that	 Bell	 and	 disciples	 derived,	 are	
valid	 only	 for	 statistically	 independent	 events,	 contrary	 to	 the	 fundamen-
tal	assumption	of	the	EPR	argument,	that	the	systems	be	correlated.	Natu-
rally,	then,	experimental	results	have	little	connection	to	the	widely	believed	
conclusions.	 (Arguments	 coming	 to	 the	 same	 conclusion	 as	 Bell’s,	 but	 not	
involving	inequalities,	are	also	invalidated	by	error;	in	this	case,	not	in	math-
ematics,	but	in,	as	Barut	observed	first,	the	simultaneous	application	of	for-
mula	to	events	that	physically	cannot	be	coeval.10)

Jaynes’	point	has	been	rediscovered	by	various	researchers	in	various	styles	
and	considerably	extended.	This	writer,	for	example,	has	presented	calcula-
tions	using	the	classical formula	for	higher	order	correlation	to	accurately	cal-
culate	the	intensity	curves	seen	in	both	EPR	(2-fold)	and	Greenberger,	Horne	
and	Zeilinger	(GHZ)	or	(4-fold)	correlations.	In	addition,	he	has	presented	a	
data-point-by-data-point	simulation	of	EPR	experiments	showing	 in	detail	
just	how	the	 intensity	variation	as	a	function	of	angle	arises	without	non-
local	interaction	being	involved	in	any	way.	The	conclusion	from	this	work	is:	
there	is	no	need	whatsoever	for	quantum	concepts	to	fully	explain	EPR	and	
GHZ	correlations;	and,	in	particular,	there	is	no	evidence	from	any	of	these	
experiments	for	the	existence	of	non-locality	(or	teleportation)	in	nature.11

Conclusions

Photons,	it	can	be	said	beyond	doubt,	present	a	challenge	for	contemporary	
physics.	They	exhibit	two	features	that	call	for	reconciliation	with	empirical	
facts:	one,	they	are	an	essential	element	of	QED,	the	paradigm-package	which	
is	in	drastic	conflict	with	General	Relativity;	and,	two,	the	issue	of	their	physical		
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extention	and	interplay	with	other	photons	wherever	interference	comes	into	
play,	 is	not	 just	 unclear	 but	 contradictory.	 Nevertheless,	 as	 a	 paradigm,	 the	
notion	of	photon	has	been	fruitful	to	an	astounding	degree,	so	that	it	can	be	
expected	that	an	improved	paradigm	will	somehow	encompass	their	histori-
cal	contribution	to	understanding	interaction	between	charged	particles.

One	other	thing	that	is	beyond	doubt	is	that	the	classical	wave	paradigm	
presents	 equal	 challenges.	 Most	 of	 the	 inadequacies	 of	 Maxwell	 field	 the-
ory	have	been	known	virtually	 from	 the	 start.	Many	were	never	attacked	
thoroughly,	 as	 historically	 the	 development	 of	 QM	 stole	 the	 show	 leaving	
research	in	“classical”	E&M	as	a	disparaged	step	child.	But	again,	the	wave	
paradigm	has	been,	and	continues	to	be,	so	fruitful	that	we	can	be	certain	
that	the	truth	it	contains	will	be	retained	in	an	improved	story,	most	prob-
ably	as	the	intuitive	imagery	associated	with	Fourier	analysis	of	expressions	
for	the	full	but	unwieldy	total	interaction.

In	any	case,	this	writer	holds,	the	optimum	tactic	to	improve	the	paradigm	
for	“light”	is	to	hew	as	close	as	possible	to	directly	experienced,	empirical	data,	
without	introducing	hypothetical	constructions.	Historically,	it	has	been	these	
hypothetical	constructions	that	eventually	led	to	both	contradictions	and	con-
straints	on	imagination	impeding	progress.	Such	hypothetical	notions	in	the	
course	 of	 time	 take	 on	 in	 the	 folklore	 a	 sense	 of	 “reality”	 altogether	 unde-
served	but	vivid,	so	that	eventually	it	becomes	the	implicit	goal	of	science	to	
explain	these	constructions,	in	place	of	nature	herself.	“Fields”	and	“photons”	
are	prime	examples;	both	have	lead	to	the	idea,	now	very	widely	spread,	that	
radiation	can	detach	from	its	source	and	exist	independently,	as	if	 it	were	a	
kind	of	ethereal	matter.	This	is	nowhere	supported	by	evidence,	however,	and	
is	responsible	for	what	can	be	called	“the	biggest	problem”	in	physics—that	
is,	the	disparity	between	the	minimal	ground	state	energy	in	the	presumed	
free	electromagnetic	radiation	fields	as	called	for	by	QED,	and	the	maximum	
energy	level	allowed	by	General	Relativity.	Taking	all	acceptable	cut-offs	into	
account,	puts	this	at	a	minimum	of	120	orders	of	magnitude!

The	 basic	 facts	 of	 the	 electric	 interaction	 seem	 to	 point	 to	 a	 permanent,	
time-directed	 link	 between	 charges,	 with	 one	 serving	 as,	 so	 to	 speak,	 a	
source	and	the	other	as	a	sink;	with	the	complication	that	each	also	is	linked	
in	the	complementary	sense,	and	then	with	every	other	charge	in	the	uni-
verse.	Impugning	more	to	electric	interactions	of	these	bare	essentials	risks	
reintroducing	misleading	constructions	and	irresolvable	misconstuctions.
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Abstract

We.review.and.sharpen.the.concept.of.a.photon.wave.function.based.on.the.
quantum.theory.of.light..We.argue.that.a.point-like.atom.serves.as.the.arche-
type.for.both.the.creation.and.detection.of.photons..Spontaneous.emission.
from.atoms.provides.a.spatially.localized.source.of.photon.states.that.serves.
as.a.natural.wave.packet.basis.for.quantum.states.of. light..Photodetection.
theory.allows.us.to.give.operational.meaning.to.the.photon.wave.function.
which,.for.single.photons,.is.analogous.to.the.electric.field.in.classical.wave.
optics..Entanglement.between.photons,.and.the.uniquely.quantum.phenom-
ena.that.result.from.it,.are.exemplified.by.two-photon.wave.functions.

Recently,.we.wrote.an.article.on.the.photon.concept.[1],.where.we.reviewed.
the. wave-particle. debate. on. light. and. argued. for. the. existence. of. a. wave.
function.description.of.the.photon.based.on.the.quantum.theory.of.light.[2]..
It.is.interesting.to.note.analogs.with.both.the.classical.wave.theory.of.light.
and. the.quantum.mechanics.of.elementary.particles. like. the.electron.and.
neutrino..In.the.article,.we.noted.that:

Dual.conceptions.of.light,.as.wave.and.particle,.have.co-existed.since.
antiquity.. Quantum. mechanics. officially. sanctions. this. duality,. and.
puts.both.concepts.on.an.equal.footing.(to.wit,.the.quantum.eraser).
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sity,.Princeton,.NJ.08544,.USA

44249_C010.indd   155 6/24/08   11:56:30 AM



156 The Nature of Light: What Is a Photon?

In.this.chapter,.we.revisit.the.idea.of.a.photon.wave.function,.which.exempli-
fies.both.the.wave.and.particle.aspects.of.light..The.wave.aspect.is.inherent.in.
the.phase.and.amplitude.of.the.wave.function,.analogous.to.the.electric.field.
in.Maxwell.theory..The.particle.aspect.is.exemplified.by.the.localized.nature.
of.the.source.and.detector.of.photons,.in.our.case,.the.atoms.that.act.as.point-
like.quantum.dipoles.that.radiate.and.absorb.light..Furthermore,.entangle-
ment.between.photons,.as.in.the.quantum.eraser.[3],.can.be.described.using.
the. language. of. multi-photon. wave. functions. that. elucidate. fundamental.
paradigms.such.as.complementarity.and.two-particle.interference.

Historically,. the. existence. of. a. wave. function. for. photons. has. been. ques-
tioned..Bohm.raises.the.issue.in.his.quantum.theory.book.[4],.where.he.argues.
that.there.is.no.quantity.for.light.equivalent.to.the.electron.probability.density..
P(x).=|ψ(x)|2.when.the.region.of.interest.becomes.comparable.in.size.to.the.wave-
length.of. light,.and.concludes. that.a.precise.statement.of. the.conservation.of.
probability.cannot.be.made.for.the.photon..Kramers.considers.the.question.in.
more.detail.in.his.quantum.mechanics.book.[5],.where.he.asks.whether.“it.is.
possible.to.consider.the.Maxwell.equations.to.be.a.kind.of.Schrödinger.equation.
for.light.particles.”.He.answers.in.the.negative,.for.essentially.the.same.reason.as.
mentioned.by.Power.[6],.based.on.the.disparity.in.mathematical.form.of.the.two.
types.of.equations.(specifically,.the.number.of.time.derivatives.in.each)..The.for-
mer.admits.real.solutions.(sin.νt and.cos.νt).for.the.electric.and.magnetic.waves,.
while.the.latter.is.restricted.to.complex.wave.functions.(eiνt.or.e−iνt,.but.not.both).

Nevertheless,.recent.attempts.have.continued.to.motivate.the.idea.of.a.pho-
ton.wave. function.on. theoretical.grounds. [7,8,9,10]..At. issue. is.how.well.a.
photon.wave.packet.can.be.localized.in.space-time,.the.connection.being.that.
if.a.wave.function.γ(r,t).exists.for.the.photon,.then.we.can.interpret.|γ|2.d3r 
as.the.probability.of.finding.the.photon.in.a.volume.element.d3r,.and.realize.
complete.photon.localization.subject.to.the.uncertainty.(Fourier).principle..It.
is.often.thought.that.this.is.not.possible..Mathematical.arguments.have.been.
advanced.against.the.construction.of.a.position.operator.for.the.photon.[11],.
and.constraints.on.the.locality.of.the.number/energy.density.of.the.photon.
field.have.been.noted.[12,13]..Despite.these.limitations,.we.maintain.that.a.
physically.meaningful.photon.wave.function.γ(r,t).can.indeed.be.constructed,.
that.is.measurably.localized.in.space,.everywhere.meaningfully.defined.in.
both.phase.and.amplitude,.and.provides.a.valuable.tool.for.understanding.
photon.interference.and.correlation.experiments.

Our.approach.is.guided.by.the.quantum.theory.of.photodetection.pioneered.
by.Glauber.[14]..The.absorption.of.a.photon.by.an.atom.is.the.basic.paradigm.
that.underlies.photodetection.theory..Consequently,.the.interaction.Hamilto-
nian.for.the.field.and.the.detector.is.proportional.to.the.annihilation.operator.
Ê+(r,t),.which.forms.the.positive.frequency.part.of.the.quantized.electric.field:

.
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where.the.uk(r).are.normalized.spatial.mode.functions.that.satisfy.Maxwell’s.
equations.and.the.boundary.conditions.of.the.mode.volume.V..According.to.
Fermi’s.Golden.Rule,.the.matrix.element.of.the.interaction.operator.between.
the.initial.and.final.states.of.the.field.determines.the.transition.probability..If.
there.is.only.one.photon.initially.in.the.state.|γ〉,.then.the.relevant.final.state.
is.the.vacuum.state.|0〉..The.probability.density.of.detecting.this.photon.at.
position.r.and.time.t.is.then.given.by

. G E t tγ κ γ γ( ) ˆ ( , ) ( , ) .1 = +| 0| | | | |2 2〈 〉 ≡r r .
(10.2)

Here,.κ.is.a.dimensional.constant.chosen.such.that.|γ|2.has.units.of.inverse.
volume..The.quantity.γ(r,t) may.thus.be.regarded.as.a.kind.of.“electric-field.
wave.function”.for.the.photon.[2],.with.{〈0|Ê+(r,t)}†.=.Ê−(r,t)|0〉.analogous.to.the.
position.state.|r〉.in.the.first.quantized.theory.of.the.electron..The.utility.of.
this.point.of.view.will.be.made.clear.below.

Let.us.calculate.γ(r, t). for. the.photon.spontaneously.emitted.by.an.atom.
when.it.decays..In.the.dipole.approximation,.an.atom.is.like.an.ideal.(point).
dipole.which.radiates.light.energy,.hence.it.can.be.regarded.as.one.of.Nature’s.
fundamental. sources. of. spatially. localized. photons.. Consider. a. two-level.
atom.located.at.rj,.prepared.initially.in.level.a,.and.subsequently.decaying.
at.a.rate.Γ.to.level.b,.as.shown.in.Figure.10.1(a)..The.emitted.field.state.|γj〉.is.
a.superposition.of.Fock.states.|lk〉,.summed.over.all.modes.k,.given.in.the.
Weisskopf-Wigner.(or.equivalently.the.Markov).approximation.by.[2,15]
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where.ω is.the.atomic.frequency,.and. g Vab k k ab k, ( ˆ )= ν ε/20� p ⋅ .is.an.inter-
action. matrix. element. proportional. to. the. atomic. dipole. moment. pab and.
the. polarization. of. the. field. mode. ˆ .εk  The. spectrum. of. the. emitted. field.

a

b

γ

Г

(a) (b)

a

b

γ

c

φ

Гa

Гb

FigURE 10.1
(a).Two-level.atom.spontaneously.decays. from. the.excited.state,. emitting.a. single.photon.γ..
(b).Three-level.atom.undergoes.cascade.decay.to.emit.two.photons.γ.and.φ..Both.come.from.
dipole.allowed.transitions.
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is.approximately.Lorentzian,.which.corresponds.in.the.time.domain.to.an.
exponential. decay. of. the. excited. atom.. Calculating. γj(r,t) for. this. state,. we.
obtain.[2]

.
γ

θ
θ ω

j
j

j
j

i i t r ct K
r

t r c e j( , )
sin

( / ) ( / )( /r = − − − −Γ 2 )).
.

(10.4)

Here,.K is.for.normalization,.rj = |r.− rj| is.the.radial.distance.from.the.atom,.
and.θj is.the.azimuthal.angle.with.respect.to.the.atomic.dipole.moment..The.
step.function.θ(t − rj/c) is.an.indication.that.nothing.will.be.detected.until.
the.light.from.the.atom.reaches.the.detector,.travelling.at.speed.c..Once.the.
detector.starts.seeing.the.pulse,.the.probability.of.detection.|γ|2.decays.expo-
nentially.in.time.at.the.rate.Γ, as.expected..The.angular.profile.of.the.pulse.
mimics.the.radiation.pattern.of.a.classical.dipole.

We.make.several.remarks.about.Eq..10.4..First,.we.note.that.this.result.can.
be.generalized.in.two.ways:.to.vector fields.(e.and.H,.that.depend.on.the.ori-
entation.of.the.dipole),.and.to.higher.multipole transitions.in.the.same.atom.
or.molecule..Second,. the.correspondence.between. the.photodetector.wave.
function.and.the.classical.electric.field.is.not.just.for.the.free.field.(i.e..propa-
gating.photons).but.can.also.be.made.in.principle.for.the.source.field.(e.g..
evanescent.waves)..Third,.the.photon.states.|γj〉,.and.their.space-time.coun-
terparts.γj(r,t), constitute.a.causally localized wave.packet.basis.for.the.photon,.
that.is.localized.at.the.source.(rj,t = 0),.and.upon.detection.(r,t), and.capable.
of.spanning.a.general.one-photon.state.emitted.by.a.collection.of.dipoles..It.
is.thus.instructive.to.consider.the.overlap.of.two.states.γ1.and.γ2.that.differ.in.
their.source.location.by.a.variable.distance.d = |r2 − r1|.

The.appropriate.quantity.to.calculate.is.the.inner.product. 〈 〉γ γ1 2| , .which.
translates.in.real.space.to.an.overlap.integral.of.the.wave.functions.(by.anal-
ogy.to.the.quantum.mechanics.of.an.electron):

.
〈 〉 2∫γ γ γ γ1 2

3
1|  d t tr r r* ( , ) ( , ).

.
(10.5)

Both.the.phase.and.amplitude.of.the.wave.function. γ γ( , ) ˆ ( , )r rt E t= +| 0| |〈 〉 .are.
relevant.for.determining.the.inner.product..To.see.the.validity.of.Eq..10.5,.
note.that.for.the.quasi-monochromatic.( ),Γ << ω  one-photon.state.emitted.by.
an.atom,.a.resolution.of.identity.is.given.to.good.approximation.by

.
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where.κ = e0/(�ω) is.chosen.for.the.mean.frequency.ω of.the.atomic.transition..
Inserting. Eq.. 10.6. into. 〈 〉γ γ1 2| . yields. Eq.. 10.5.. This. allows. us. to. calculate.
〈 〉γ γ1 2| .using.the.wave.functions.γj(r,t).in.Eq..10.4..We.find.that.when.Γ.<<.ω,  
and.when.the.dipoles.are.displaced.parallel.to.their.orientation.[see.Figure.
10.2(a)],.we.obtain.the.expression.(see.Appendix,.Ref..[16])

.
〈 〉γ γ π λ π λ π λ

π λ1 2
2 2 2

3 2
| =

sin( / ) ( / )cos( / )
( /

d d d
d

−
))

.
2

.
(10.8)

This.is.plotted.in.Figure.10.2(b)..Thus,.the.two.emissions.are.orthogonal.only.
if.the.atoms.are.far.apart.compared.to.a.wavelength:. d =| |>>r r1 2− λ .

The.non-orthogonality.of.the.wave.packet.basis. { }|γ j 〉 .is.analogous.to.that.
of.the.coherent.states.of.a.single-mode.field.[2]..Furthermore,.the.wavelength.
scale. of. the. orthogonality. is. a. reminder. of. the. classical. Rayleigh. criterion.
for. spatially.distinguishing.point. sources. in.wave.optics. [17]..As.a.bridge.
between.the.classical.Maxwell.theory.and.the.quantum.theory.of.light,.the.
photon.wave.function.has.interesting.properties.that.relate.to.its.use.in.both.
Hilbert.space.and.real.space..In.the.latter.case,.just.as.the.electric.(or.mag-
netic).field.is.a.localized.space-time.description.of.classical.light,.we.contend.
that.our.wave. function.description.of. the.photon. is. local.and.real.at.arbi-
trarily.small.length.scales..This.is.nowhere.more.evident.than.in.the.spatially.
varying.phase.and.amplitude.of.γj(r,t).that.enables.the.calculation.of.the.over-
lap. 〈 〉γ γ1 2| .in.Eq..10.5.

We.note.that.our.definition.of.the.photon.wave.function.can.be.easily.gen-
eralized.to.two.or.more.photons.[2]..In.particular,.for.a.two-photon.state,.one.
can.define.a.joint.wave.function.Ψ(r,t;r′,t) as.follows:

. G E t E t tΨ Ψ Ψ( ) ˆ ( , ) ˆ ( , ) ( , ;2 = + +κ′ ′ ′| 0| | | |2〈 〉 ≡r r r rr′ ′, ) .t |2
. (10.9)

This. is.an.especially.useful. tool.when.the. two.photons.are.entangled..An.
atomic.source.of.entangled.photons.is.the.three-level.cascade.decay.shown.

(a) (b)

θ

r1

r2
r

r

d/2

–d/2 –2 –1 1

1

20.2

d/λ

γ1|γ2

FigURE 10.2
(a).Geometry.for.calculating.the.overlap.between.the.photon.states.corresponding.to.atomic.
dipoles.spaced.apart.by.d. The.displacement.is.considered.parallel.to.the.dipole.vector..(b).Plot.
of.calculated.overlap.〈γ1|γ2 〉.versus.d/λ.
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in.Figure.10.1(b),.where.the.frequencies.and.time.of.emissions.of.the.photons.
γ and.φ.are.correlated..A.calculation.of.the.two-photon.cascade.wave.func-
tion.yields.[2]

.
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where.r = |r.− r0| and.r′ = |r′.−.r0| are.the.distances.from.the.atom.(r0).to.the.
detection.points.r.and.r′,.and.θ and.θ′ are.the.respective.azimuthal.angles.
with.respect.to.the.atomic.dipole.moments.for.the.two.transitions.

Historically,. inter-particle. correlations. have. played. a. key. role. in. fun-
damental. tests. of. quantum. mechanics,. such. as. the. EPR. paradox. and. Bell.
inequalities.. Indeed,. the. complementarity. of. the. photon. in. the. quantum.
eraser. scheme. [3],. where. entanglement. arises. from. the. spatial. separation.
of.the.atoms.(modeling.the.double.slit.in.Young’s.interference.experiment),.
becomes.apparent.only.in.the.language.of.wave.functions..Through.associa-
tion.with.photodetection.amplitudes,.multi-photon.wave.functions.incorpo-
rate.the.phenomenology.of.quantum-correlated.measurement,.which.makes.
them. qualitatively. distinct. from. classical. light. waves.. Furthermore,. many.
technological.advances.in.quantum.metrology.are.facilitated.by.the.use.of.
two-photon.wave.functions,. in.fields.such.as.quantum.imaging,.quantum.
microscopy,.quantum.lithography,.and.sub-natural.spectroscopy.

In.conclusion,.we.argue.that.a.photon.wave.function.can.indeed.be.mean-
ingfully.defined.based.on. the.quantum.theory.of.photodetection.. In.our.
perspective,.point-like.atomic.dipoles.serve.as.a.paradigm.for.the.localized.
creation.and.detection.of.photon.states,.and.this.provides.a.natural.basis.
for.discussing.wave.function.representations.of.the.quantized.electromag-
netic.field..More.than.an.appealing.throwback.to.classical.electromagne-
tism,.or.an.analog.for.the.quantum.mechanics.of.electrons.and.neutrinos,.
the.photon.wave.function.is.an.immensely.practical.tool.for.understanding.
interference. and. correlation. phenomena. associated. with. quantum. states.
of.light.
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Appendix: Overlap Integral 〈γ1|γ� 〉 for Photons

Consider.the.electric.field.vector.of.a.damped,.oscillating.dipole.located.at.rj 
and.oriented.along.the.z axis,.in.spherical.coordinates:

.

e rj
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where.rj =.|r.−.rj| and.ε0.=.(4πe0)−1(|pab|2ω2/c2). Apart.from.the.direction.vec-
tor. ˆ ,θ  the.positive.frequency.part.of.the.above.field.e+(r,t) is.identical.to.the.
single-photon.wave.function.γj(r,t).spontaneously.emitted.by.an.atom.when.
it.decays.[cf..Eq..10.4]..We.wish.to.calculate.the.overlap.integral.for.two.such.
fields.originating. from. two.dipoles,. located. independently.at. r1. and. r2,. as.
shown.in.Figure.10.2(a)..The.quantity.to.calculate.is.[cf..Eq..10.5]
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where.rmax.is.the.larger.of.r1 and.r2,.and.we.have.replaced.the.quantity.sin.
θj/rj with.its.mean.value.corresponding.to.the.midpoint.of.the.two.dipoles..
Assuming.that. d r<< .(i.e.,.in.the.far.field),.we.have.r2.−.r1.≈.d cos.θ and.(r1.+.
r2)/2.≈.r to.first.order.in.d/r. Furthermore,.the.θ function.requires.that.rmax.≈.r 
+.(d/2)|cos θ| ≤.ct, hence.we.are.left.with

.
d r t t d ei c3
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2

0

32e r e r−( , ) ( , ) sin ( / )⋅ + ∫� πε θ θ
π

ω dd c dcos ( / ) cos .θ θ− Γ 2 | |∫ .
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Here.we.have.assumed.the. long.time. limit. t.→.∞..While. it. is.possible. to.
carry.out.the.θ integral.exactly,.the.result.is.messy,.and.it.is.more.instruc-
tive. to. consider. the. situation.where.we. restrict.attention. to. Γ << ω .  Car-
rying.out.the.θ.integral.in.this.limit.and.normalizing.to.d = 0.gives.us.the.
desired.overlap:

.
〈 〉γ γ π λ π λ π λ

π λ1 2
2 2 2

3 2
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d d d
d

−
))2
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where.we.have.used.ω/c.=.2πd/λ. This.result.is.plotted.in.Figure.10.2(b).
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Abstract

I assume	that	everywhere	 in	space	there	 is	a	real	random	electromagnetic	
radiation,	or	zeropoint	field	(ZPF),	which	looks	similar	for	all	inertial	observ-
ers,	so	that	the	stochastic	properties	of	the	field	should	be	Lorentz	invariant.	
This	fixes	the	spectrum	except	for	a	single	adjustable	parameter	measuring	
the	scale,	which	is	identified	with	Planck’s	constant,	so	making	the	ZPF	iden-
tical	to	the	quantum	electromagnetic	vacuum.	Photons	are	just	fluctuations	
of	the	random	field	or,	equivalently,	wavepackets	in	the	form	of	needles	of	
radiation	superimposed	to	the	ZPF.	Two	photons	are	“classically	correlated”	
if	the	correlation	involves	just	the	intensity	above	the	average	energy	of	the	
ZPF,	but	they	are	“entangled”	if	the	ZP	fields	in	the	neighbourhood	of	the	
photons	 are	 also	 correlated.	 These	 assumptions	 may	 explain	 all	 quantum	
optical	 phenomena	 involving	 radiation	 and	 macroscopic	 bodies,	 provided	
the	 latter	 may	 be	 treated	 as	 classical.	 That	 is,	 we	 have	 an	 interpretation	
of	quantization	 for	 light	but	not	 for	matter.	Detection	of	photons	 involves	
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164 The Nature of Light: What Is a Photon?

subtracting	the	ZPF,	which	cannot	be	made	without	a	fundamental	uncer-
tainty.	 This	 explains	 why	 photon	 counters	 cannot	 be	 manufactured	 with	
100%	efficiency	and	no	noise	(dark	rate),	which	prevents	 the	violation	of	a	
genuine	Bell	inequality	(this	is	the	so-called	detection	loophole).	The	theory	
thus	obtained	agrees	very	closely	with	standard	quantum	optics	 if	 this	 is	
formulated	in	the	Wigner	representation.

Key words:	photons,	zeropoint	field,	vacuum	fluctuations,	Bell’s	inequality.

11.1 Vacuum Electromagnetic Field

My	answer	 to	 the	question	“What	 is	a	photon?”	derives	 from	a	picture	of	
the	 microworld	 which	 rests	 upon	 heuristic	 arguments	 and	 will	 be	 sum-
marized	in	the	following.	That	picture	provides	a	qualitative explanation for	
many	 quantum	 phenomena.	 On	 the	 other	 hand	 the	 quantum	 formalism	
(or,	rather,	the	several	physically	equivalent	formalisms	like	Hilbert	spaces,	
Feynman	path	integrals,	Wigner	function,	etc.)	provides	a	set	of	calculational 
rules which	agree	quantitatively with	 the	experiments,	but	does	not	offer	a	
clear	picture	of	the	microworld.	Matching	my	picture	of	the	microworld	with	
the	quantum	calculational	rules	is	not	yet	achieved,	as	I	shall	comment	at	the	
end	of	this	chapter.

The	 starting	 point	 of	 my	 picture	 is	 the	 problem	 of	 the	 stability	 of	 the	
atom,	in	particular	the	hydrogen	atom.	That	is,	a	negatively	charged	particle	
(electron)	moving	in	the	static	field	created	by	positive	point	charge	at	rest	
(proton).	Classical	electrodynamics	predicts	 that	 the	electron	will	move	 in	
a	spiral	orbit	due	to	the	energy	loss	by	radiation,	so	that	the	atom	would	be	
unstable.	But	the	argument	is	flawed.	Because,	if	there	are	many	atoms	in	the	
universe	and	each	atom	radiates,	then	it	is	more	natural	to	assume	that	every	
atom	is	immersed	in	some	background	radiation.	Obviously	that	radiation	
should	be	treated	as	random,	which	gives	rise	to	randomness	of	the	electron	
position	in	the	atom.	Besides	radiating,	 the	atom	may	absorb	energy	from	
the	background	radiation,	so	that	a	dynamical	equilibrium	could	exist	where	
absorption	and	emission	cancel	on	the	average.	That	state,	with	a	stationary	
probability	distribution	of	electron	positions,	will	correspond	to	the	quan-
tum	ground	state	of	the	atom.

The	postulated	background	radiation,	or	zeropoint	field	(ZPF),	should	have	
Lorentz	invariant	statistical	properties,	in	order	that	all	inertial	observers	are	
equivalent.	This	constraint	fixes	the	spectrum	of	the	radiation	to	be

	
ρ
π
ω ω

π
ω= =

�
�

c c3
3

2

3

2 1
2
,

	
(11.1)

where	c	is	the	velocity	of	light,	ω the	angular	frequency	and	ρ the	energy	per	
unit	volume	and	unit	frequency	interval.	In	the	right	hand	side	of	Eq.	11.1		
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I	 have	 written	 separately	 the	 normal	 modes	 density	 (first	 factor)	 and	 the	
energy	per	mode	(second	factor)	for	later	convenience.	(The	total	energy	per	
unit	volume	of	Eq.	11.1	diverges,	so	that	we	must	assume	the	existence	of	a	
cut-off	at	high	frequencies,	but	we	shall	not	study	this	point	here).	Thus	our	
heuristic	arguments	lead	to	a	theory	containing	only	one	adjustable	param-
eter,	�, setting	the	scale	of	the	ZPF.	We	choose	this	parameter	to	be	Planck’s	
constant.	 The	 sketched	 theory	 is	 known	 as	 “stochastic	 electrodynamics”	
(SED),	a	review	of	which	is	the	book	by	L.	de	la	Peña	and	A.	Cetto[1].	Thus	
SED	is	 just	classical	electrodynamics	but	replacing	the	standard	boundary	
condition	of	Maxwell’s	equations	(no	radiation	at	 infinity	in	the	past)	by	a	
new	boundary	condition	(ZPF	in	the	past).	This	boundary	condition	restores	
time	reversal	symmetry	in	electrodynamics.

The	 relevance	 of	 the	 ZPF	 in	 quantum	 electrodynamics	 is	 widely	 recog-
nized	in	phenomena	like	the	Casimir	effect	or	the	Lamb	shift	(see,	e.g.,	the	
book	of	Milonni[2]).	Specific	of	SED	is	the	belief	that	the	ZPF	is	a	real field. The	
existence	of	a	real	random	radiation	on	the	whole	space	has	a	lot	of	conse-
quences	which	explain—or	are	related	to—most	of	the	characteristic	traits	of	
quantum	physics.	A	few	examples	are	the	following.

If	 a	 charged	 particle	 is	 moving	 in	 an	 one-dimensional	 potential	 well,	 it	
will	interact	most	strongly	with	those	modes	of	the	ZPF	having	a	frequency	
close	to	the	typical	frequency,	ω, of	the	particle’s	motion.	The	stationary	state	
(where	 absorption	 cancels	 emission	 on	 the	 average)	 will	 correspond	 to	 a	
mean	kinetic	energy

	

1
2

1
4

2m v〈 〉 ≈ ,�ω
	

(11.2)

where	 ≈	 means	 order	 of	 magnitude	 equality.	 Eq.	 11.2	 may	 be	 rigorously	
derived	from	Eq.	11.l	for	a	harmonic	oscillator	potential,	but	we	may	assume	
that	it	is	valid	in	general,	at	least	as	a	rough	estimate.	Also	a	relation	exists	
between	the	mean	square	velocity,	〈v2〉, and	the	position	variance,	〈x2〉, that	is

	 〈 〉 ≈ 〈 〉2v x2 2ω , 	 (11.3)

which	is	again	exact	for	a	harmonic	oscillator.	(We	are	assuming	〈v〉 = 〈x〉 = 0.)	
We	may	now	eliminate	the	frequency	amongst	Eqs.	11.2	and	11.3	and	get	the	
(Heisenberg)	uncertainty	relation

	
m v x2 2 2 21

4
〈 〉〈 〉 ≈ �

	
(11.4)

as	appropriate	for	the	stationary	state	in	SED.	Thus	SED	predicts	correctly	the	
order	of	magnitude	of	the	ground	state	energy	and	size	of	simple	systems.	
The	meaning	of	the	uncertainty	relations	in	SED	is	transparent:	If	we	confine	
a	particle	in	a	narrow	potential,	the	typical	frequency	for	its	motion	will	be	
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large,	the	particle	will	interact	mainly	with	ZPF	modes	of	high	energy	and	it	
will	reach	a	high	average	kinetic	energy.

One	may	go	a	step	further	and	assume	that,	for	relatively	long	periods,	the	
particle	may	be	coupled	mainly	to	the	ZPF	via	some	harmonic,	ω = nω0,of	
the	fundamental	frequency,	ω0	of	the	particle’s	motion.	Thus	we	might	write,	
instead	of	Eq.	11.2,

	

1
2

1
4

1
4

2
0m v n〈 〉 = =� �ω ω( ),

	
(11.5)

n	being	an	integer	number.	This	equality	may	be	also	written	in	the	form

	
pdx nh=

1
2

,�∫ 	
(11.6)

which	is	the	Sommerfeld-Wilson	quantization	rule	except	for	a	factor	2.	This	
suggests	an	 interpretation	of	 the	discrete	 energy	eigenstates	as	 those	 sus-
tained	by	a	temporary	resonance	with	the	ZPF.

The	derivation	of	Eqs.	11.4	and	11.6	presented	above	provides	also	a	quali-
tative explanation	for	the	connection	between	energy	and	frequency	in	sta-
tionary	states	of	atoms.	Of	course	the	intuitive	picture	which	emerges	does	
not	allow	for	a	precise	quantitative	agreement	with	the	observations	(or	the	
predictions	of	quantum	mechanics).	In	particular,	Eq.	11.6	is	valid	only	in	the	
semiclassical	regime,	where	the	action	of	the	ZPF	over	the	particle	 is	rela-
tively	weak.	Also	 there	are	many	unanswered	questions	 like:	What	about	
the	 harmonic	 oscillator	 where	 the	 Fourier	 expansion	 of	 x(t)	 contains	 only	
one	 frequency	 and	 no	 harmonics?,	 Why	 do	 neutral	 particles,	 not	 interact-
ing	with	the	ZPF,	possess	quantum	behaviour?,	What	is	the	explanation	of	
Pauli’s	principle?,	etc.	 I	 shall	not	attempt	 to	rebut	all	objections	here,	 I	say	
simply	that	they	point	towards	a	limited	value	of	SED,	which	must	be	seen	as	
just	a	starting	point	to	be	completed	and/or	modified.	Amongst	the	needed	
changes	or	additions	I	foresee	the	following:

	 1.	 Including	fluctuations	in	the	space-time	metric,	a	kind	of	gravita-
tional	ZPF.	This	is	certainly	required,	because	if	we	assume	the	exis-
tence	of	a	ZPF	electromagnetic	field,	the	idea	should	be	extended	to	
all	fields	including	the	gravitational	one.

	 2.	 Explaining	the	electron	spin	and	Pauli	principle.
	 3.	 Explaining	the	creation	and	annihilation	of	particles.

In	 any	 case	 I	 propose	 the	 following	 general	 picture:	 The	 material	 world	
consists	of	fundamental	particles	(fermions)	plus	fields	(bosons)	as	in	clas-
sical	physics.	The	word	“fundamental”	is	here	included	in	order	to	take	into	
account	 that	 there	 are	 “composite	 systems”	 consisting	 of	 several	 funda-
mental	particles	and	fields,	for	instance	atoms,	which	may	behave	either	as		
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fermions	or	bosons.	I	propose	that	particle	properties	of	Bose	fields,	like	the	
electromagnetic	one,	derive	from	the	combination	of	a	random	ZPF	and	the	
interaction	of	the	field	with	atoms,	as	we	shall	see	in	more	detail	below.	In	
contrast	wave	properties	of	 fundamental	 fermions,	 like	electrons,	or	 com-
posite	systems,	like	atoms	or	molecules,	would	derive	from	the	action	on	the	
particles	of	pervading	ZPF’s,	which	are	modified	by	the	presence	of	obstacles,	
as	 in	 the	 two-slit	 experiments.	This	provides	a	qualitative	explanation	 for	
the	interference	of	particles,	in	line	with	the	early	de	Broglie	interpretation	
of	corpuscles	guided	by	waves.	The	difference	is	 that	I	do	not	assume	one 
wave	associated	to	every	particle,	but	a	background	of	waves	influencing	the	
motion	of	every	particle.	An	 interesting	question	 is	whether	 two	particles	
placed	at	a	small	distance	will	be	guided	by	(i.e.,	interact	most	strongly	with)	
the	same	component	of	the	ZPF’s	or	by	different	components.	My	intuition	
says	 that	 this	 may	 depend	 on	 the	 external	 conditions.	 If	 the	 temperature	
is	 low	enough	and	the	 interaction	between	the	particles	relatively	small	 it	
may	happen	that	several,	or	many,	particles	are	associated	to	(interact	most	
strongly	with)	the	same	wave	component	of	the	ZPF.	This	would	give	rise	to	
correlated	motions	of	many	particles,	as	is	the	case	in	“macroscopic	quantum	
phenomena”	 like	Bose-Einstein	condensation	or	 superconductivity.	 In	any	
other	 circumstances	 every	 particle	 will	 be	 associated	 to	 a	 different	 wave,	
which	will	correspond	to	the	de	Broglie	“matter	wave”.

11.2 Understanding Photons

My	 interpretation	 of	 “photons”	 (i.e.,	 particle	 properties	 of	 light)	 has	 been	
developed	 in	a	collaboration	with	Trevor	Marshall,	 from	Manchester	Uni-
versity,	lasting	from	1983	to	the	present[3].	It	derives	from	SED	and	we	have	
used	the	name	stochastic optics (SO) for	the	approach.	It	is	a	pure	wave	the-
ory	where	there	are	no	“photons”	or,	maybe,	photons	are	just	wavepackets	
superimposed	to	the	ZPF.	The	explanation	(or	intuitive	picture)	provided	by	
SO	for	several	quantum	phenomena	is	as	follows:

11.2.1	 Emission	and	Absorption	of	Light

As	is	well	known,	Einstein	introduced	the	“quanta”	of	light	in	1905	just	as	a	
“heuristic	point	of	view”.	Only	with	the	work	of	1916	Einstein	gave	particle	
properties	to	these	quanta,	that	is	momentum	in	addition	to	energy.	Within	
SO	these	properties	appear	in	a	natural	way	as	follows.	Let	us	consider	an	one-
electron	atom	in	a	quasistationary	state	of	energy	E1.	It	will	make	a	transition	
to	another	state	of	energy	E2	< E1	when	a	fluctuation	of	the	ZPF	having	appro-
priate	frequency	arrives	at	the	atom	(this	frequency	is	(E1 −	E2)/�, something	
which	 I	 shall	not	 try	 to	explain	here,	although	some	hints	are	provided	by	
the	above	commented	connection	between	energy	and	frequency).	This	means	
that	spontaneous	emission	may	be	seen	as	stimulated	by	the	ZPF,	something	
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which	is	more	or	less	accepted	today[2].	Let	us	fix	the	origin	of	the	coordinate	
system	at	the	atom	position	and	assume	that	the	fluctuation	of	the	ZPF	may	be	
represented	by	a	plane	wave	moving	in	the	direction	of	the	OZ	axis.	The	radia-
tion	emitted	by	the	atom	will	have	the	form	of	an	spherical	wave,	which	will	
interfere	constructively	with	the	incoming	plane	wave	in	those	points	where

 r	−	z	=	r	(1	−	cos	θ)		λ/2.

This	means	that	most	of	the	emitted	energy	is	concentrated	within	a	cone	
with	half	angle	θ λ / .r 	Thus	the	emitted	radiation	(“the	photon”)	has	the	
form	of	a	needle	rather	similar	to	that	foreseen	by	Einstein	in	his	1916	paper.	
Within	our	approach	 the	probabilistic	nature	of	 the	 time	and	direction	of	
emission,	which	so	much	worried	Einstein,	has	also	a	simple	explanation:	it	
is	due	to	the	random	character	of	the	ZPF.	If	the	needle	of	radiation	happens	
to	impinge	on	another	atom,	an	intuitive	picture	of	the	absorption	of	radia-
tion	also	follows.	Furthermore,	in	case	of	absorption	followed	immediately	
by	emission	it	is	easy	to	understand	the	conservation	of	energy	and	momen-
tum	of	the	“atom	plus	(incoming	and	outgoing)	photons”.	This	may	happen	
also	when	the	atom	is	replaced	by	a	free	electron,	as	in	the	Compton	effect.

11.2.2	 Anticorrelation	after	Beam	Splitter

As	 another	 example	 of	 the	 picture	 provided	 by	 SO,	 I	 shall	 consider	 the	
“corpuscular	behaviour”	of	light	in	an	experiment	with	two	detectors	after	
a	 beam	 splitter[4].	 The	 experiment	 seems	 to	 prove	 that	 a	 photon	 is	 either	
reflected	or	transmitted	at	the	beam	splitter	(BS),	never	divided,	but	recom-
bination	of	the	transmitted	and	the	reflected	beams	at	a	second	BS	gives	rise	
to	interference,	which	seems	to	imply	that	something	goes	to	every	outgoing	
channel.	There	is	here	one	of	the	most	“mind	boggling”	examples	of	quan-
tum	behaviour,	which	is	reinforced	if	we	take	into	account	that	our	decision	
to	study	anticorrelation	or	recombination	may	be	made	after	the	photon	has	
crossed	 the	 BS	 (delayed choice experiment).	 According	 to	 SO	 (a	 purely	 wave	
theory)	when	a	signal	arrives	at	a	BS	the	radiation	intensity	is	divided,	one	
part	being	 transmitted	and	 the	other	part	 reflected,	which	easily	explains	
interference	after	recombination.	More	tricky	is	explaining	anticorrelation,	
where	the	ZPF	plays	an	essencial	role.	Let	us	label	1	the	incoming	channel	of	
the	BS	where	the	signal	arrives	and	2	(3)	the	outgoing	channel	of	the	trans-
mitted	(reflected)	beam.	Assuming	a	balanced	BS,	the	incoming	electric	field,	
E1(t), will	be	divided	so	that

	
E t E t E t

i
E t2 1 3 1

1

2 2
( ) ( ), ( ) ( ),= =

	
(11.7)

where	 we	 use	 a	 representation	 involving	 complex	 quantities	 and	 forget	
about	the	space	dependence	and	vector	character	of	the	electric	field.	Now,	
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at	a	difference	with	conventional	classical	optics,	in	SO	we	shall	assume	that	
there	is	ZPF	coming	in	all	channels	of	the	beam	splitter.	In	particular,	in	the	
fourth	channel	 there	will	be	some	 incoming	ZPF,	 represented	by	 E0(t),	 so	
that	Eq.	11.7	should	be	modified	taking	the	form

	
E t E t iE t E t E t iE t2 1 0 3 0 1

1

2

1

2
( ) [ ( ) ( )], ( ) [ ( ) (= + = + ))].

	
(11.8)

The	corresponding	intensities	(in	appropriate	units)	will	be

	
I E I I E E I I I2 2

2
1 0 1 0 3 1 0

1
2

1
2

= = + + = +| | ( ) Im( ), ( ) I* − mm( ).*E E1 0

The	 intensity	 I0 corresponds	 to	pure	ZPF	whilst	 I1 contains	both	ZPF	and	
signal,	 whence	 1

2 1 0( )I I+ 	 corresponds	 to	 the	 intensity	 of	 ZPF	 plus	 “half	 a	
signal”.	The	term	Im	(E1E0

*)	may	be	positive	or	negative	so	that	usually	either	
I2	is	below	the	ZPF	level	and	I3	is	above	or	vice-versa.	If	we	assume	that	pho-
ton	counters	have	a	detection	threshold	just	at	the	ZPF	level,	detection	will	
happen	only	in	one	of	the	outgoing	channels,	so	explaining	anticorrelation.	
Of	course,	if	the	intensity	of	the	signal	is	high	(it	contains	many	photons,	in	
quantum	language)	then	in	both	outgoing	channels	the	intensity	will	quite	
probably	surpass	the	level	of	the	ZPF,	and	this	is	why	the	corpuscular	behav-
iour	of	 light	 is	exhibited	only	by	weak	(single-photon)	signals.	The	unpre-
dictability	of	the	result	is	a	straightforward	consequence	of	the	randomness	
of	the	ZPF,	that	is	in	SO	uncertainty	derives	from	noise,	as	is	typical	in	classi-
cal	physics,	rather	than	from	an	“essential	randomness”	of	physical	laws,	as	
postulated	in	quantum	theory.

11.2.3	 Photon	Entanglement

The	two	beams	of	light	represented	in	Eq.	11.8	correspond	to	the	quantum	
state	represented,	in	the	Hilbert-space	formalism,	by

	
| | | | |Ψ〉 〉 〉+ 〉 〉=

1

2
1 0 0 1( ),

which	is	a	state	where	a	single	photon	signal	is	entangled with	the	vacuum.	
Thus,	 in	our	picture,	 entangled	states	of	 light	are	 situations	 in	which	 two	
light	beams	are	correlated,	 the	correlation	involving	both	the	signal	and	a	
part	 of	 the	 accompanying	 ZPF.	 In	 contrast,	 classical	 correlated	 beams	 are	
those	where	the	correlation	involves	only	the	part	of	the	radiation	field	which	
is	superimposed	to	the	ZPF.

Let	 us	 develop	 the	 argument	 further.	 The	 analysis	 of	 the	 experiment[4]	
commented	in	the	previous	subsection	is	rather	involved	because	it	actually	
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consisted	 in	 the	 measurement	 of	 a	 single,	 two	 double	 and	 a	 triple	 coinci-
dence	rates.	Thus	we	shall	study	a	more	simple	situation	of	entanglement.	
We	will	consider	two	light	beams,	arriving	at	two	photon	counters,	given	by	
the	electric	fields

 El(t)	=	E3(t)	+	E4(t),	E2(t)	=	E5(t)	+	E6(t),	 (11.9)

where	E3,	E5,	E4,	E6	are	four	time-dependent	fields	which	may	be	treated	as	
stationary	stochastic	processes.	We	want	to	compare	the	two	single	detection	
rates	with	the	coincidence	detection	rate.	In	order	to	make	the	calculation	we	
shall	assume	that	the	single,	Pj,	and	coincidence,	P12,	detection	probabilities	
during	a	small	time	interval	are	given	by

	 P E I P E I Ej j ZPF ZPF= =η η〈 − 〉 〈 − −| | | | | |2
12

2
1

2
2

2, ( )( IIZPF) ,〉 	 (11.10)

η being	a	constant	related	to	the	efficiency	of	the	detectors	(assumed	identi-
cal	for	simplicity),	IZPF the	average	intensity	of	the	ZPF	entering	every	detec-
tor,	and	the	symbol	〈	〉	means	either	time	average	or	ensemble	average.	We	
shall	assume	that	E3,	E5	correspond	to	the	ZPF,	so	that	 〈 〉 = 〈 〉 =| | | |2 2E E IZPF3 5 ,  
and	E4,	E6	to	the	signal.	The	hypotheses	Eq.	11.10	provide	a	formally	simple	
(but	 physically	 absurd,	 see	 next	 subsection)	 substitute	 for	 the	 assumption	
that	 there	 is	 a	 threshold	 in	photon	detectors	at	 the	 level	of	 the	ZPF,	men-
tioned	in	the	previous	subsection.	We	may	consider	two	different	cases:

	 1.	 If	E3,	E5	are	uncorrelated	to	E4,	E6	and	uncorrelated	amongst	them-
selves.	In	this	case	Eq.	11.10	reduces	to

	 P E P E P E E1 4 2 6 12
2

4 6= = =η η η〈 〉 〈 〉 〈 〉| | | | | || |2 2 2 2, , , 	 (11.11)

	 	 and	we	may	forget	about	the	ZPF.	In	this	case	we	will	say	that	the	
correlation	of	the	two	beams	is	“classical”,	involving	only	the	“radi-
ation	above	the	ZPF	level”.

	 2.	 All	four	fields	are	correlated.	In	this	case	the	detection	probabilities	
may	 be	 quite	 different	 from	 the	 classical	 prediction	 Eq.	 11.11,	 in	
particular	much	greater.	For	instance,	let	us	consider	that	E3	is	cor-
related	to	E5	but	both	are	uncorrelated	to	E4 and	to	E6. Then	we	will	
have,	instead	of	Eq.	11.11,

	

P E P E

P E E

1 4 2 6

12
2

4 6

= =

=

η η

η

〈 〉 〈 〉

〈 〉

| | | |

| || |

2 2

2 2

, ,

( ++ 〈 〉 − 〈 〉〈 〉| || | | | | |2 2 2 2E E E E3 5 3 5 ).

In	this	case	we	say	that	the	two	beams	are	entangled.
We	see	that	SO	provides	a	quite	clear physical picture of	entanglement,	which	

contrasts	with	the	purely formal definition of	quantum	theory	(“two	particles	
are	 entangled	 if	 the	 Hilbert-space	 vector	 representing	 the	 state	 cannot	 be	
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written	as	a	tensor	product	of	single-particle	vectors”,	or	an	appropriate	gen-
eralization	for	mixed	states).

11.2.4	 Detection	Loophole	in	Tests	of	Bell’s	Inequalities

Most	books	or	articles	published	at	present	claim	that	Bell’s	inequalities	have	
been	empirically	violated	(e.g.,	in	Aspect’s	experiment).	This	statement	is	not	
true,	at	least	if	we	consider	“genuine”	Bell	inequalities,	derivable	from	real-
ism	and	locality	without	additional	assumptions[5].	Incidentally,	one	of	the	
additional	hypotheses	used,	 introduced	by	Clauser	and	Home[6]	with	 the	
name	of	“no-enhancement”,	is	naturally	violated	in	SO	because	a	light	beam	
crossing	a	polarizer	may	increase	its	intensity,	due	to	the	insertion	of	ZPF	in	
the	fourth	channel	(see	arguments	leading	to	Eq.	11.8),	which	is	the	possibil-
ity	excluded	by	the	no-enhancement	assumption.

Quantum	theory	of	photon	detection	rests	upon	the	use	of	normal	order-
ing	of	 the	 creation	and	annihilation	of	photons,	which	may	be	 seen	 to	be	
equivalent	 to	 the	 subtraction	 of	 the	 ZPF	 average	 intensity	 of	 Eq.	 11.10[7].	
However,	averages	like	those	in	Eq.	11.10	cannot	correspond	to	physical	pro-
cesses,	where	positive probabilities	(of	several	possibilities)	should	be	added.	
In	fact	the	averaged	quantity	is	negative	whenever	|Ej|2	<	IZPF.	For	relatively	
high	 intensities	Eq.	11.10	may	be	a	good	approximations	 to	more	physical	
hypotheses	like,	for	instance,

	 P E I P E I Ej j ZPF ZPF∝ 〈 − 〉 ∝ 〈 −+ +(| | (| | (| |2
12 1

2
2

2) , ) −− 〉+IZPF) 	 (11.12)

where	(	)+	means	putting	0	if	the	quantity	inside	the	bracket	is	negative.	Thus	
Eq.	11.12	amount	to	assuming	a	detection	threshold	at	the	ZPF	level.	For	low	
detection	 efficiencies	 it	 is	 possible	 to	 devise	 physical	 models	 of	 detection	
which	closely	approach	the	quantum	detection	theory[8],	but	the	possibility	
does	not	exist	for	high	enough	efficiencies.	The	reason	is	that	there	is	always	
the	possibility	that	high	fluctuations	of	the	ZPF	are	confused,	by	the	detector,	
with	signals,	so	that	at	high	efficiencies	errors	are	unavoidable	(in	our	wave	
approach,	photon	counters	are	like	alarm	systems	where	the	combination	of	
few	false	negative	results	and	few	false	positive	ones	is	not	possible).	Thus	
SO	predicts	that	photon	counters	(of	optical	photons)	cannot	exist	with	both,	
high	efficiency	and	good	reliability,	thus	explaining	the	so-called	“low	effi-
ciency	loophole”	in	the	optical	tests	of	Bell’s	inequalities.

11.3 Quantum optics in Wigner Representation

Matching	the	qualitative physical picture of	optics	presented	in	this	chapter	with	
the	quantitative calculational rules of	quantum	optics	 is	not	easy.	 I	believe	 that	
the	matching	should	be	made	via	the	Wigner	function	formalism.	Indeed	the	

44249_C011.indd   171 6/24/08   11:57:54 AM



172 The Nature of Light: What Is a Photon?

Wigner	function	of	the	electromagnetic	quantum	vacuum	may	be	naturally	
interpreted	as	a	random	radiation	field	with	precisely	all	the	properties	of	
the	ZPF	assumed	in	stochastic	electrodynamics.	Also	there	is	a	remarkable	
property	of	the	Wigner	function	in	quantum	optics	which	I	comment	in	the	
following.

As	is	well	known,	the	states	of	the	radiation	field	which	are	considered	as	
classical are	 those	having	a	 (Glauber-Sudarshan)	P-representation	which	 is	
positive	definite.	The	interesting	property	is	that	the	Wigner	function	of	such	
states	may	be	obtained	by	means	of	a	convolution	with	the	vacuum	Wigner	
function.	That	is,	considering	for	simplicity	a	single	mode	of	the	radiation,	
the	Wigner	function	W(α,	α*)	of	the	classical	state	is

	
W d d W P( , ) ( , ) ( , ),* * * * *α α β β β α β α β β= ∫ − −0

	
(11.13)

where	P(α,	α*)	is	the	P-function	of	the	classical	state	and	W0(α,	α*)	is	the	Wigner	
function	 of	 the	 vacuum	 state.	 This	 result	 allows	 for	 a	 natural	 interpreta-
tion	of	the	classical	states	of	the	radiation	field.	They	are	those	states	where	
some	radiation	exists	on	top	of	the	ZPF,	but	are	uncorrelated	with	it.	Indeed,		
Eq.	11.13	is	just	the	standard	formula	for	the	probability	of	a	random	variable	
which	is	the	sum	of	two	uncorrelated	ones.	In	sharp	contrast,	the	socalled	
non-classical	states	of	the	radiation	field	(e.g.,	squeezed	states	or	entangled	
states)	are	those	states	where	the	ZPF	has	been	modified.

However	 there	 are	 some	 problems	 for	 an	 interpretation	 in	 terms	 of	 the	
Wigner	function,	which	I	just	summarize	in	the	following:

	 1.	 The	Wigner	function	is	not	positive	definite.	This	well	kown	fact	
prevents	us	form	interpreting	the	Wigner	function	as	a	probabil-
ity	 distribution.	 However,	 at	 a	 difference	 with	 what	 happens	 in	
elementary	quantum	mechanics,	the	Wigner	function	is	very	fre-
quently	positive	definite	in	quantum	optics.	Indeed	this	is	the	case	
for	all	experiments	involving	parametric	down	conversion[7].	We	
have	 made	 the	 conjecture	 that,	 when	 one	 takes	 into	 account	 all	
sources	of	uncertainty	in	the	representation	of	field	states	in	quan-
tum	optics,	the	Wigner	function	will	be	indeed	positive[3].

	 2.	 The	evolution	of	the	Wigner	function	guarantees	that	the	positivity	
is	maintained	only	if	the	evolution	equations	are	linear	(the	Ham-
iltonian	quadratic)	in	the	creation	and	annihilation	operators.	This	
is	the	case	in	all	PDC	experiments[7],	but	not	in	general.

	 3.	 The	most	frequent	criticism	to	the	reality	of	the	ZPF	is	the	fact	that	
it	does	not	give	rise	to	activation	of	photodetectors.	This	problem	
is	eliminated	by	the	assumption,	mentioned	in	section	1,	that	the	
ground	 state	 of	 physical	 systems	 (say	 detectors)	 correspond	 to	 a	
dynamical	equilibrium	with	the	ZPF.	Thus	photon	counters	should	
be	 activated	 only	 when	 they	 receive	 radiation	 above	 the	 level	 of	
ZPF.
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Abstract

Bohr’s	principle	of	complementarity	predicts	that	in	a	welcher weg (“which-
way”)	experiment,	obtaining	 fully	visible	 interference	pattern	should	 lead	
to	 the	 destruction	 of	 the	 path	 knowledge.	 Here	 I	 report	 a	 failure	 for	 this	
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prediction	 in	an	optical	 interferometry	experiment.	Coherent	 laser	 light	 is	
passed	through	a	dual	pinhole	and	allowed	to	go	through	a	converging	lens,	
which	forms	well-resolved	images	of	the	respective	pinholes,	providing	com-
plete	path	knowledge.	A	series	of	thin	wires	are	then	placed	at	previously	
measured	 positions	 corresponding	 to	 the	 dark	 fringes	 of	 the	 interference	
pattern	upstream	of	the	lens.	No	reduction	in	the	resolution	and	total	radi-
ant	flux	of	either	image	is	found	in	direct	disagreement	with	the	predictions	
of	the	principle	of	complementarity.	In	this	chapter,	a	critique	of	the	current	
measurement	theory	is	offered,	and	a	novel	nonperturbative	technique	for	
ensemble	properties	is	introduced.	Also,	another	version	of	this	experiment	
without	an	imaging	lens	is	suggested,	and	some	of	the	implications	of	the	
violation	of	complementarity	 for	another	suggested	experiment	 to	 investi-
gate	the	nature	of	the	photon	and	its	“empty	wave”	is	briefly	discussed.

Key words: Photon,	 complementarity,	 wave-particle	 duality,	 welcher weg,	
which-way	experiments,	parametric	down-conversion,	Afshar	experiment,	
measurement	theory,	empty	wave,	wavefunction	collapse.

12.1 Introduction

The	wave-particle	duality	has	been	at	the	heart	of	quantum	mechanics	since	
its	inception.	The	celebrated	Bohr-Einstein	debate	revolved	around	this	issue	
and	 was	 the	 starting	 point	 for	 many	 illuminating	 experiments	 conducted	
during	the	past	few	decades.	Einstein	believed	that	one	could	confirm	both	
wave-like	 and	 particle-like	 behaviors	 in	 the	 same	 interferometry	 experi-
ment.	 Using	 a	 movable	 double-slit	 arrangement,	 he	 argued	 that	 it	 should	
be	possible	 to	obtain	welcher-Weg or	which-way	information	(WWI)	for	an	
electron	landing	on	a	bright	fringe	of	an	interference	pattern	(IP)	“to	decide	
through	which	of	the	two	slits	the	electron	had	passed”.1	Although	Einstein	
ultimately	failed	to	achieve	this	goal,	his	logical	consistency	argument	(LCA)	
was	the	initial	motivation	behind	Bohr’s	Principle	of	Complementarity	(PC).1	
The	general	formulation	of	LCA,	in	the	context	of	the	double-slit	experiment,	
could	read	as	follows:

	 (1)	 Perfectly	visible	IP	implies	that	the	quantum	passed	through	both 
slits	(sharp	wave-like	behavior).

	 (2)	 Complete	WWI	implies	that	the	quantum	passed	through	only	one 
of	the	slits	(sharp	particle-like	behavior).

	 (3)	 Satisfaction	of	both	 (1)	and	(2)	 in	a	single experimental	setup	 is	a	
logical	impossibility,	since	(1)	and	(2)	are	mutually	exclusive	logical	
inferences.	

Bohr	famously	avoided	the	logical	impasse	mentioned	in	(3)	by	applying	
Heisenberg’s	uncertainty	principle	to	the	experimental	setup,2	showing	that	
under	any	particular experimental	configuration	one	can	only	achieve	(1)	or	
(2),	and	never both.
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In	Bohr’s	own	words:	“…	we	are	presented	with	a	choice	of	either tracing	the	
path	of	the	particle,	or observing	interference	effects…we	have	to	do	with	a	
typical	example	of	how	the	complementary	phenomena	appear	under	mutu-
ally exclusive experimental	 arrangements”.1	 Several	 recent	 experiments,3–9	
however,	suggest	independence	of	the	interferometric	complementarity	from	
the	uncertainty	principle;	hence,	we	shall	only	discuss	the	limitations	of	PC	
in	this	chapter.	A	quantitative	formulation	for	which-way	detection	has	been	
developed	 on	 the	 basis	 of	 theoretical10–15	 and	 experimental9,	 16–19	 investiga-
tions	of	PC	during	the	past	two	decades,	leading	to	a	wave-particle	duality	
relation	covering	both	sharp	and	intermediate	stages	expressed	as:

	 V 2	+	K2	≤	1,	 (12.1)

where	the	two	complementary	measurements	are	0	≤	V ≤	1,	the	visibility	or	
contrast	of	the	IP,	and	0	≤	K	≤	1	the	which-way	knowledge	corresponding	to	
WWI.	The	visibility	is	given	by

 V	=	(Imax	−	Imin)/(Imax	+	Imin),	 (12.2)

where	Imax is	the	maximum	intensity	of	a	bright	fringe	and	Imin is	the	mini-
mum	intensity	of	 the	adjacent	dark	 fringe,	so	 that	V =	1	when	the	 fringes	
are	perfectly	visible	(sharp	wave-like	behavior),	and	V =	0	when	there	is	no	
discernible	IP.	By	analogy,	for	the	which-way	knowledge	K1	=	(I1	−	I2)/(I1	+	I2),	
so	K =	1	when	the	WWI	is	fully	obtained	(sharp	particle-like	behavior),	and	
K =	0	when	the	origin	of	the	quantum	cannot	be	distinguished.

It	is	noteworthy	to	mention	that	quantum	mechanics	does	not	forbid	the	
presence	 of	 non-complementary wave	 and	 particle	 behaviors	 in	 the	 same	
experimental	setup.	What	is	forbidden	is	the	presence	of	sharp complementary 
wave	and	particle	behaviors	in	the	same	experiment.	Such	complementary	
observables	are	those	whose	projection	operators	do not commute.20

In	 this	 paper	 we	 shall	 only	 investigate	 sharp	 complementary	 wave	 and	
particle	behaviors	explicitly	forbidden	by	PC	in	the	same	experiment.	There-
fore,	 intermediate	conditions,	where	0	<	V <	1,	and	0	<	K <	1	shall	not	be	
covered.	We	assume	full	validity	for	quantum	mechanical	formalism,	and	
make	use	of	it	to	test	the	predictions	of	PC	as	a	particular	interpretation	of	
quantum	mechanics.	Finally,	although	in	our	experiments	we	have	not	used	
a	coherent	single-photon source,	 it	 is	expected	that	exactly	 the	same	results	
would	be	obtained	if	such	a	source	is	used.

12.2 Conventional Measurements of Complementary observables

12.2.1	 Modern	Version	of	Principle	of	Complementarity

We	can	 take	advantage	of	 the	 recent	developments	 in	 the	debate	over	 the	
PC	 to	 update	 the	 definition	 of	 interferometric	 complementarity.	 Based	 on		
Eq.	12.1	a	modern version	of	the	orthodox	PC—the	contemporary	principle	of	
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complementarity	 (CPC)—can	 be	 formulated	 as	 follows	 in	 any	 particular 
experimental	arrangement:

	 (i)	 If	V	=	1,	then	K	=	0.
	 (ii)	 If	K	=	1,	then	V	=	0.

It	is	clear	from	CPC	(i)	that	in	any	welcher weg experiment,	obtaining	full	vis-
ibility	for	the	IP	should	lead	to	a	complete	loss	of	the	WWI	for	the	quanta.	Let	
us	pay	homage	to	orthodoxy	by	applying	its	tenets	to	two	experiments.

12.2.2	 Destructive	Measurement	of	IP	Visibility

In	the	first	experiment,	we	test	the	validity	of	CPC(i)	in	a	conventional manner.	
As	shown	in	Figure	12.1(a),	coherent	and	highly	stable	laser	light	of	wavelength	
λ	=	650	nm	impinges	upon	a	dual pinhole with	a	center-to-center	distance	of	
a =	2000	µm	and	pinhole	diameters	of	b =	250	µm.	Two	diffracted	beams	rep-
resented	by	wave	functions	ψ1	and	ψ2	emerge.	The	overlapping	diffraction	
patterns	of	the	beams	caused	by	the	corresponding	pinholes	are	apodized	
(see	Appendix	A),	by	passing	the	light	through	an	aperture	stop	(AS)	permit-
ting	only	the	maximal	Airy	disks	of	radius	s =	10.4	mm	to	pass,	thus	elimi-
nating	higher	order	diffraction	rings.	A	photosensitive	surface	is	placed	at	
plane	σ1	at	a	distance	l =	400	cm	from	the	dual	pinhole,	and	a	fully	visible	IP	
(V =	1),	with	peak-to-peak	distance	of	u =	1.4	mm	for	the	consecutive	fringes,	
is	observed	as	shown	in	Figure	12.1(b).

Assuming	that	Ψ1	and	Ψ2	are	the	apodized wave	functions,	the	probability	
density,	or	its	classical	equivalent,	the	irradiance,	for	the	coherent superposi-
tion	state	ψ12	=	ψ1	+	ψ2,	is	given	by

	 I12 12 1 2= = + +2 2 2| | | | | |ψ ψ ψ Γ, 	 (12.3)

FIgURE	12.1
(a)	Laser	light	impinges	upon	a	dual	pinhole	and	two	diffracted	beams	ψ1	and	ψ2	emerge.	The	
beams	are	apodized	by	an	aperture	stop	AS.	(b)	The	interference	pattern	I12 is	observed	at	plane	
σ1.	Here	V =	1,	and	K =	0.	The	red	curve	shows	the	theoretical	decoherent	irradiance	profile	 �I12 .	
The	irradiance	is	measured	in	arbitrary	units	a.u.	of	grey-level	intensity.
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Violation of the Principle of Complementarity and Its Implications 179

where	Γ	=	ψ1
*ψ2	+	ψ1ψ2

*	is	the	usual	interference	term.	It	is	clear	that	observing	
the	IP	in	this	configuration	leads	to	a	complete	loss	of	WWI,	because	the	pho-
tosensitive	surface	at	σ1	destructively absorbs	all	of	the	incoming	light	and	no	
further	analysis	can	take	place,	hence	K =	0.	Here,	in	conformity with	Eq.	12.1	
the	complementary	measurements	are	V =	1,	and	K =	0.	For	comparison,	the	
red	curve	shown	in	Figure	12.1(b)	depicts	the	theoretical	irradiance	profile	
for	the	case	V =	0,	where

	
�I12 1 2= +2 2| | | |ψ ψ 	 (12.4)

is	 the	 irradiance	 for	 the	decoherent state,	which	clearly	 lacks	any	 interfer-
ence	fringes.

12.2.3	 Destructive	Measurement	of	Which-Way	Information

The	application	of	a	converging	lens	for	which-way	detection	has	a	long	his-
tory	and	is	already	implicit	in	the	classic	“Heisenberg’s	microscope”	proof	of	
the	uncertainty	principle,	where	the	spatial	resolution	of	the	lens	∆x,	enters	
directly	into	the	uncertainty	relation	∆px ⋅ ∆x	~	h.2,21,22	Wheeler	has	used	the	
lens	 explicitly	 for	 which-way	 detection	 in	 a	 proposed	 welcher weg experi-
ment,23	such	that	photons	registered	at	each	image	of	the	two	slits	are	assumed	
to	have	passed	through	the	corresponding	slit,	thus	providing	WWI.

In	the	second	experiment,	as	shown	in	Figure	12.2(a),	we	remove	the	pho-
tosensitive	surface	at	σ1,	and	allow	the	light	to	pass	through	a	suitable	con-
verging	lens	(L),	here,	with	a	focal	length	f =	100	cm	and	effective	diameter	
of	d =	30	mm,	placed	at	a	distance	p =	420	cm	from	the	pinholes,	which	then	
forms	two	well-resolved	images	(1′	and	2′)	of	the	corresponding	pinholes	(1	
and	2)	at	the	image	plane	σ2	at	a	distance	of	q =	138	cm	from	the	lens.	The	

FIgURE	12.2
(a)	A	converging	lens	L	placed	in	front	of	σ1	produced	two	well-resolved	images	of	the	pin-
holes.	(b)	The	irradiance	profile	of	the	images	1′	and	2′.	The	photons	landing	in	1′	originate	in	
pinhole	1,	and	those	landing	in	2′	originate	in	pinhole	2.	V =	0,	and	K =	1.	The	curve	shows	a	
theoretical	irradiance	profile	for	a	K =	0	case.
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180 The Nature of Light: What Is a Photon?

image	data	collected	at	σ2	is	shown	in	Figure	12.2(b)	in	black.	The	theoretical	
spatial	resolution	of	the	lens	in	this	experiment	is	R ≈	30	µm,	which	matches	
well	with	the	observation.	Less	than	10−6	of	the	peak	value	irradiance	from	
either	image	is	found	to	enter	the	other	channel,	essentially	providing	K = 1.	
For	comparison,	 the	red	curve	in	Figure	12.2(b)	shows	the	theoretical	 irra-
diance	 profile	 for	 a	 K = 0	 case	 (no	 WWI),	 where	 a	 single	 unresolved	 peak	
instead	of	the	two	well	separated	peaks	would	be	observed.

Again	in	this	experiment,	the	photons	are	destructively	detected	at	σ2,	and	
no	further	analysis	can	take	place	afterwards.	However,	Eq.	12.1	in	conjunc-
tion	with	LCA(3)	predicts	a	visibility	of	V =	0	for	the	IP	in	this	experiment,	
which	entails	a	decoherent	state	for	the	two	wave	functions	Ψ1	and	Ψ2	at	σ1	
with	a	corresponding	decoherent irradiance	distribution	 �I12 1 2= 2 2| | | |ψ ψ+ 	as	
shown	in	Figure	12.1(b).	In	contrast	to	I12,	in	this	case	the	resulting	irradiance	
�I12 	lacks	the	interference	term	Γ.

In	this	experiment,	the	decoherence	of	the	wave	functions	prior to	entering	
the	lens	is	a	counter-intuitive	conclusion	dictated	by	PC,	as	it	implies	that	the	
potential	future	act	of	obtaining	WWI	(the	detection	of	the	pinhole	images	at	
σ2)	leads	to	the	loss	of	the	IP	at	an	earlier stage	(at	σ1)	in	a	non-local	manner.	
As	Feynman	puts	it,	this	situation	“has	in	it	the	heart	of	quantum	mechan-
ics”	and	“contains	the	only	mystery”	of	the	theory.24

12.3 theoretical Digression: Measurement theory Revisited

12.3.1 Critique of orthodox Concept of “Measurement”

Before	we	discuss	the	main	experiment,	let	us	momentarily	take	an	uncus-
tomary	digression	to	theory	to	elucidate	the	motivation	behind	the	experi-
ment.	Measurement	in	general,	can	be	defined	as	a physical process by which 
quantitative knowledge is obtained about a particular property of the entity under 
the study.	 Most	 orthodox	 measurements	 of	 quantum	 systems	 involve	 the	
interaction	of	a	microscopic	quantum	particle	with	a	macroscopic	classical	
measuring	apparatus,	which	inevitably	leads	to	an	irreversible and	destructive 
change	 in	the	property	we	want	to	measure.	For	 instance,	 the	energy	of	a	
particle	can	be	measured	by	bringing	it	to	a	halt	in	a	scintillator.	This	process		
irreversibly	“destroys”	the	particle’s	energy,	i.e.,	the	particle	no	longer	carries	
the	initial	energy	after	the	measurement	process.	Although	in	the	so-called	
quantum	nondemolition	measurements	we	can	preserve	a	particular	prop-
erty	after	successive	measurements,	this	is	achieved	at	the	expense	of	intro-
ducing	 irreversible perturbation	 to	 the	 particle’s	 other	 physical	 properties.	
What	these	types	of	destructive	measurements	have	in	common	is	that	they	
are	performed	at	the	level	of	a	single particle and	lead to an irreversible change in 
the final quantum state of the detector.	It	is	indeed	impossible to	obtain	quantita-
tive	knowledge	about	a	particular	physical	property	of	a	single	particle	in	a	
non-destructive	and	non-perturbative	manner.	Unfortunately,	in	his	reason-
ing	for	the	necessity	of	the	principle	of	complementarity,	Bohr	erroneously	
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Violation of the Principle of Complementarity and Its Implications 181

applies	 destructive	 measurement	 schemes	 for	 establishing	 the	 wave-like	
behavior	of	photons	in	a	welcher weg experiment,	as	discussed	in	section	2.2.1	
However,	as	we	shall	demonstrate	in	the	next	section,	the	measurement	of	a	
multi-particle or	ensemble property	need not be destructive.

12.3.2	 Coherence	and	Wave-Like	Behavior

Formation	of	an	 IP	 is	aptly	considered	as	evidence	 for	coherent	wave-like	
behavior	 of	 quantum	 particles.	 However,	 whereas	 in	 classical	 electromag-
netism	a	continuous IP	would	be	formed	no	matter	how	weak	the	source,	in	
contrast	quantum	mechanics	disallows	such	a	state	due	to	the	fact	that	upon	
arriving	at	the	observation	plane,	each	quantum	produces	only	a	single	dot.	
Figures	12.3(a–c)	show	the	theoretical	buildup	of	an	IP	from	a	coherent	sin-
gle-photon	source	over	progressively	extended	periods	of	time,	with	30,	300,	
and	3000	photons	registered	respectively.	For	comparison,	Figures	12.3(d–f)	
show	 the	 decoherent	 photon	 distribution	 of	 the	 same	 number	 of	 photons	
respectively.	It	is	impossible from	the	data	in	Figures	12.3(a)	and	12.3(d),	with	
only	 30	 photons	 registered,	 to	 discern	 which	 of	 the	 two	 show	 a	 coherent	
distribution	(i.e.,	an	IP)	or	a	decoherent	one.	It	 is	only	as	 larger	and	larger	
numbers	of	photons	arrive	 that	one	can	 recognize	 the	 lack	or	presence	of	
an	 IP.	 In	other	words,	evidence for coherent wave-like behavior is not a 
single-particle property, but an ensemble or multi-particle property.

(a) (b) (c)

(d) (e) (f )

x

x

y

y

FIgURE	12.3
The	interference	pattern	produced	by	a	single-photon	source	with	(a)	30,	(b)	300,	and	(c)	3000	
photons	registered.	In	contrast,	the	decoherent	distribution	of	(d)	30,	(e)	300,	and	(f)	3000	pho-
tons	lacks	the	dark	fringes.
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In	 contrast	 to	 single-particle	 properties	 such	 as	 the	 arrival	 of	 a	 single	
photon	 at	 a	 particular	 pinhole	 image,	 which	 immediately	 provides	 WWI	
as	discussed	in	section	2.3,	evidence	for	coherence	essentially involves	mul-
tiple	measurements.	The	other	important	feature	of	coherent	behavior	is	that	
there	exist	“forbidden”	regions	in	space	corresponding	to	the	dark	fringes,	
where	no	photons	can	be	found.	This	avoidance	of	the	dark	fringe	region	is	
essential	for	the	definition	of	an	IP	and	its	visibility.

12.3.3	 Nondestructive	Measurement	of	IP	Visibility

The	conventional	method	of	obtaining	 the	visibility	of	an	 IP	 involves	 two	
separate	measurements:	(1)	destructive	measurement	of	the	maximum	radi-
ant	flux	at	a	bright	fringe	in	order	to	obtain	Imax	and	(2)	destructive	measure-
ment	of	the	minimum	radiant	flux	at	a	dark	fringe	in	order	to	obtain	Imin.	By	
substituting	the	values	for	Imax and	Imin	in	Eq.	12.2,	V	=	(Imax	−	Imin)/(Imax	+	Imin),	
the	visibility	is	calculated.	The	above	process	is	necessary	if V	<	1,	however,	
if	the	IP	is	perfectly	visible	(V =	1),	then	step	1	would	be	entirely superfluous.	
This	is	because	in	a	perfectly	visible	IP,	Imin	=	0,	and	under	such	a	condition,	Eq.	
12.2	is	reduced	to	V I

I= max

max
,≡1 	regardless	of	the	actual	value	of	Imax.	Therefore,  

as long as the total radiant flux of the dual pinhole output is nonzero (thus ensuring 
Imax	≠	0),	all we need to establish perfect visibility is to determine Imin =	0.

We	can	obtain	Imin	=	0	in	two	different	ways:	(i)	by	directly	measuring	the	
flux	by	placing	a	very	 thin	detector	array	at	 the	dark	 fringe,	making	sure	
it	does	not	obstruct	the	bright	fringes,	or	(ii)	by	placing	an	opaque	obstacle	
such	as	a	thin	wire	at	the	middle	of	a	dark	fringe	and	comparing	the	total	
radiant	flux	before	and	after	the	obstacle.	Due	to	the	technical	impracticality	
of	method	(i),	in	our	experiment,	we	opt	for	method	(ii).

Figure	12.4(a)	shows	the	schematics	of	method	(ii)	where	the	wire	is	shown	
as	a	small	dark	disk	in	the	cross-section	view,	and	σ0	and	σ1	are	parallel	planes	
immediately	before	and	after	the	wire.	Assuming	a	coherent	behavior,	if	we	
denote	the	distance	between	the	centers	of	the	pinholes	as	a,	the	diameter	of	the	
pinholes	as	b,	the	distance	between	the	dual	pinholes	and	σ0	as	l,	and	the	wave-
length	of	the	laser	as	λ,	then	the	IP	is	bounded	within	an	Airy	disk	of	radius

	 s	=	3.833	l	λ/b,	 (12.5)

and	 the	 distance	 between	 the	 peaks	 of	 each	 neighbouring	 bright	 fringe	
within	the	disk	is

	 u	=	l	λ/a	 (12.6)

The	coherent irradiance	is	given	by

	 I J12 12 1
22= =2| | /ψ α β β[ cos ( ) ] , 	 (12.7)

 α	=	π	x/u,	 (12.8)

	 β	=	1.22π	x/s,	 (12.9)
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and	J1(β)	is	the	Bessel	function	of	first	order	and	first	kind.25	For	clarity,	we	
have	selected	an	IP	with	three	bright	fringes	as	shown	in	Figure	12.4(b).	Here	
we	 assume	 that	 the	 thickness	 of	 the	 wire	 is	 e =	 u/10	 and	 is	 placed	 at	 the	
position	x =	u/2,	in	the	middle	of	the	right	centermost	dark	fringe	shown	as	
an	asterisk	 in	Figure	12.4(c)	depicting	the	 irradiance	 ′I12 	at	σ1	 immediately	
after	the	wire.	It	is	clear	that	for	the	coherent	case,	the	wire	does	not	reduce	
the	transmitted	light	appreciably,	since	it	receives	virtually	no	incident	light	
such	that

	
I dx I dx

s

s

s

s

12 12 12= +′∫∫ −−
δ ,

	
(12.10)

	
δ ψ12 12 0

1

2

= ≈2| | dx
x

x

,∫
	

(12.11)

where	x1	=	(u	−	e)/2	and	x2	=	(u +	e)/2.
Therefore,	denoting	Φ = = =|| ||ψ ψ2 ∫ ∫2

− − s
s

s
s

dx I dx 	for	the	total	radiant	flux	
(see	A.4)	we	can	rewrite	Eq.	(12.9)	as

	 Φ Φ12 12 12= +′ δ . 	 (12.12)

In	contrast,	 the	 situation	 for	a	decoherent distribution,	where	V	=	0	 is	quite	
different.	As	shown	in	Figure	12.4(d),	the	decoherent	irradiance

	
�I J12 1

22= [ ( )/ ] ,β β 	 (12.13)

FIgURE	12.4
The	effect	of	an	opaque	obstacle	placed	at	the	dark	fringe	of	an	interference	pattern.	(a)	The	
planes	σ0	and	σ1	are	located	immediately	before	and	after	the	obstacle,	which	is	a	wire	shown	
as	the	small	black	disk.	The	irradiance	profile	I12	of	the	coherent	superposition	state	| ,ψ12 〉 	at	
(b)	plane	σ0,	and	(c)	plane	σ1.	The	irradiance	profile	 �I12  of	a	decoherent	state,	at	(d)	plane	σ0,	
and	(e)	plane	σ1.
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also	bound	within	the	same	Airy	disk	as	the	coherent	state,25	suffers	a	reduc-
tion	in	total	radiant	flux	of

	

� �δ12 12 0
1

2

= I dx
x

x

≠∫ .
	

(12.14)

Therefore,

	
� � �Φ Φ12 12 12= +′ δ 	

(12.15)

Clearly	 �δ12
	is	a	significant	fraction	of	the	initial	decoherent	total	radiant	flux	

as	shown	in	Figure	12.4(e).	We	know	that

	
[ cos ( ) ] [ ( ) ] ,2 21

2
1

2α β β β β/ /J dx J dx
s

s

s

s

=
− −∫ ∫ 	

(12.16)

and	using	Eqs.	(12.5–12.16),	the	relationship	between	the	coherent	and	deco-
herent	states,	can	be	expressed	as

	 Φ Φ Φ12 12 12 12= = +′ ′� �δ . 	 (12.17)

Eq.	12.17	simply	restates	the	fact	that	for	the	coherent state,	 the	presence	of	
the	wire	makes	no	 significant	difference	 in	 the	 total	 radiant	flux	entering	
the	lens	 ( ),Φ Φ12 12= ′ 	and	that	it	is	the	same as	in	the	case	when	there	is	no	
wire	present.	This	leads	to	the	conclusion	that	the	total	radiant	flux	of	the	
pinhole	images	1′	and	2′	are	not	affected	by	the	presence	of	the	wire,	if	the	
light	is	in	a	coherent state	at	σ1.	In	contrast,	the	same	cannot	be	said	about	the	
decoherent	state,	since	in	this	case	the	presence	of	the	wire	leads	to	a	loss	of	
� � �δ δ δ1 2 12 2= = / 	in	the	total	radiant	flux	of	each	image.

12.3.4	 Impossibility	of	Interaction/Attenuation-Free	
Diffraction	by	Opaque	Obstacle	According	to	QM

In	 the	 discussion	 of	 diffraction,	 textbooks	 often	 fail	 to	 mention	 that	 the	
initial	wavefunction	is	always attenuated	after	interaction	with	the	opaque	
obstacle	 which	 produces	 the	 diffraction	 pattern	 in	 the	 transmitted	 wave	
function	perhaps	because	the	relative	intensities	within	a	distribution	is	of	
interest	 and	 thus	 normalization	 is	 justified.	 An	 optically	 opaque	 obstacle	
is	 an	 impenetrable	 barrier	 which	 has	 a	 cross	 section	 e >>	λ.	 The	 interac-
tion	of	a	wave	function	with	such	an	obstacle	is	a	completely	local process	
governed	by	Schrödinger	equation,	for	which	a	non-zero amplitude	must	be	
present	at	the	surface	of	the	obstacle.	Figures	12.5(a–c)	depict	the	quantum	
mechanical	simulation	of	a	Gaussian	wave	packet	directly	hitting	an	obstacle		
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Violation of the Principle of Complementarity and Its Implications 185

(here	e =	30λ)	and	consequently	being	partly	reflected	backwards,	and	partly	
diffracted	in	the	direction	of	initial	motion.	In	our	simulation,	the	obstacle	
satisfies	 the	Dirichlet	boundary	condition	and	 is	assumed	 to	be	a	perfect	
mirror,	reflecting	the	 incident	wave	function	without	any	damping.26	 It	 is	
clear	 that	 the	 transmitted	part	of	 the	wave	 function	 is	greatly	attenuated	
and	 contains	 the	 telltale	 diffraction	 “lobes”,	 enclosed	 within	 the	 dashed	
ellipse	in	Figure	12.5(c).

In	 contrast,	 Figures	12.5(d–f)	 show	 the	 same	 initial	 wave	 packet	 nearly	
missing	the	obstacle.	In	this	scenario,	the	wave	function	interacts	with	only	
the	lower	surface	of	the	obstacle,	and	therefore	the	reflected	and	diffracted	
portions	of	the	wave	function	are	dramatically	reduced.

(a) (b) (c)

(d) (e)

x

z

(f )

(g) (h) (i)

FIgURE	12.5
Theoretical	simulation	of	the	quantum-mechanical	effect	of	an	opaque	obstacle	on	the	evolu-
tion	of	a	Gaussian	wave	packet	 for	 three	different	positions	of	 the	obstacle.	 (a–c)	The	wave	
packet	directly	hits	the	obstacle,	producing	significant	attenuation	and	diffraction	in	the	trans-
mitted	light.	(d–f)	The	wave	packet	interacts	with	only	the	lower	surface	of	the	obstacle.	(g–i)	
The	wave	packet	nearly	misses	the	obstacle.
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186 The Nature of Light: What Is a Photon?

Finally,	 Figures	12.5(g–h)	 depict	 the	 same	 initial	 wave	 packet,	 this	 time	
completely	 missing	 the	 obstacle.	 It	 is	 clear	 that	 the	 wave	 function	 contin-
ues	 to	move	undisturbed,	and	no	diffraction	 takes	place.	This	 is	essentially	
a	unitary	 time	development	during	which	 the	norm	of	 the	wave	 function	
remains	unchanged.	Therefore,	we	can	make	the	following	statement:	If a 
wave function is not attenuated after passing a region within which a 
fully opaque obstacle is placed, it is not diffracted by the obstacle, and 
vice-versa: attenuation ⇔	diffraction.

12.3.5	 Formal	Proof	of	Interference

Now	we	shall	proceed	to	formally	discuss	the	condition	in	which	the	inci-
dent	wave	function	has	a	large	enough	lateral	extent	along	the	x-axis	to	com-
pletely	cover	the	obstacle,	yet	after	passing	the	obstacle,	it	is	not	attenuated	
(see	Figure	12.6.)	We	show	that:	the lack of attenuation of the transmitted 
wave function is a necessary and sufficient condition for the existence of 
destructive interference at the position of the obstacle.

theorem 1. Suppose	 an	 apodized wave	 function	ψ(x,	 z,	 t1)	 localized	 along	
the	x-axis	within	−s ≤	x ≤	s	(see	Appendix	A)	is	immediately	incident	on	an	
opaque obstacle	of	thickness	e >>	λ	placed	at	position	x =	u,	−s ≤	u ≤	s.	Imme-
diately	after	the	obstacle,	the	transmitted	wave	function	ψ′(x,	z,	t2)	continues	
to	move	along	the	z-axis.	The	following	relation	holds:

	
|| || | ||ψ ψ δ ψ2 2 0 0

1

2

= =2′ ≠ ⇔ = ∫ | | dx
x

x

	
(12.18)

where	x1	=	(u −	e)/2	and	x2	=	(u +	e)/2.

PRoof The	interaction	of	ψ	with	the	obstacle	can	be	written	as

	 | | | ,ψ ϕ ψ〉 ⊗ 〉 → ′〉T

	 (12.19)

FIgURE	12.6
Apodized	wave	function	ψ	moving	along	the	z-axis	impinges	upon	an	opaque	obstacle	placed	
at	x =	u.	The	transmitted	wave	function	ψ′	would	have	the	same	norm	as	ψ,	if	and	only	if	there	
is	a	destructive	interference	at	x =	u,	establishing	the	presence	of	an	interference	pattern.
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44249_C012.indd   186 6/30/08   11:55:50 AM



Violation of the Principle of Complementarity and Its Implications 187

where	|ϕ〉 	 represents	 the	obstacle,	and	T is	 the	unitary	 time	development	
operator.

We	know	that	|| || || || ,ψ ψ2 2 0= ′ ≠ 	therefore

	 Φ Φ12 12 0= ′ > . 	 (12.20)

But	according	to	Eq.	12.11	we	have	Φ Φ12 12 12 0= +′ >δ . 	Therefore,	we	have

	
δ ψ= =2| | dx

x

x

0
1

2

∫ .
	

(12.21)

theorem 2. For	any	wavefunction	ψ(x),	and	a	given	value	x = u the	follow-
ing	holds:

	 | |ψ ψ( ) ( ) .u u2 = =0 0⇔ 	 (12.22)

PRoof Since	ψ	 is	a	complex	wave	function,	we	have	for	any	given	point	
within	the	wavefunction	a	complex	vector	ψ(u)	=	Aeiθ,	where	A is	the	modu-
lus	of	the	complex	number	ψ(u).	Since	| |ψ( )u A2 = =2 0 	therefore	A = 0,	which	
necessarily	leads	to	ψ(u)	=	0.	Therefore	| |ψ ψ( ) ( ) .u u2 = =0 0⇔

theorem 3. For	any	wave	function	ψ(x,	y),	and	a	given	value	x =	u,	and	y =	v,	
the	following	holds:

	 || ( , )|| ( , ) ( , ) ( , ) ( ,ψ ψ ψ ψ ψx y u v u v u v u2
1 20 0> ∧ ⇒= = + vv) .= 0 	 (12.23)

PRoof The	wave	function	has	a	nonzero	norm,	and	the	particular	complex	
vector	for	a	point	within	the	wave	function	is	given	as	ψ(u,	v)	=	A eiθ	=	0.

A can	be	written	as	A B C B B B= = =2 2
1 2 0+ +, 	and	C	=	C1	+	C2	=	0,	Bn	∧	Cn	≠	0.		

We	can	thus	construct	at	least	two	complex	numbers	ψ θ
1 1

2
1
2 0( , ) ,u v B C ei= + ≠ 	

ψ θ θ
2 2

2
2
2

1
2

1
2 0( , ) .u v B C e B C ei i= + + ≠= − 	It	is	clear	that	the	sum	of	these	two	

nonzero	complex	vectors	can	be	written	as	ψ(u,	v)	=	ψ1(u,	v)	+	ψ2(u,	v)	=	0,	which	
is	the	superposition	of	two	complex	vectors	with	a	phase	difference	of	π.

12.4 experimental test of Complementarity

12.4.1 experimental Verification of nondestructive  
Measurement: Methodology

Now	that	we	are	theoretically	motivated,	let	us	get	back	to	that	most	impor-
tant	 tool	 of	 a	 physicist’s	 trade,	 the	 experiment.	 Figure	12.7(a)	 depicts	 the	
essential	 parts	 of	 a	 configuration	 that	 can	 test	 the	 validity	 of	 PC.	 In	 this	
experiment,	we	use	the	absence	of	photons	at	the	dark	fringes	(due	to	total	
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188 The Nature of Light: What Is a Photon?

destructive	interference),	as opposed to their	arrival	at	bright	fringes	(due	to	
total	constructive	interference),	as	an	equally	valid	evidence	for	the	coherent	
wave-like	behavior.	In	order	to	increase	the	“shadowing”	effect	of	the	wire,	
we	place	a	series	of	six	equidistant,	and	parallel	thin	wires	(shown	as	black	
dots	in	the	cross-section	view	of	the	setup)	of	thickness	e =	127	µm	≈	0.1u ≈		
200	λ	in	front	of	the	lens,	at	previously	measured	positions	depicted	by	the	
asterisks	in	Figure	12.1(b),	corresponding	to	the	minima	of	the	six	most	cen-
tral	 dark	 fringes.	 Each	 wire	 is	 independently	 placed	 at	 the	 middle	 of	 the	
selected	dark	fringe	with	an	alignment	and	positional	accuracy	of	±1.6	µm.	
These	wires	can	be	considered	as	a	wire	grid	(WG)	with	the	same	periodicity	
as	the	IP.	Figure	12.7(b)	shows	the	irradiance	profile	of	the	images	at	σ2,	while	
the	WG	is	present.	A	comparison	with	the	data	in	Figure	12.2(b)	immediately	
demonstrates	that	the	presence	of	the	WG	has	not	affected	either	the	resolu-
tion,	or	the	total	radiant	flux	of	the	images.

The	placement	of	the	CCD	directly	at	σ2	leads	to	relatively	large	errors	in	the	
total	radiant	flux	measurement.	This	is	because	the	diameter	of	each	pinhole	
image	is	quite	small	and	few	CCD	elements	receive	the	incident	light,	leading	
to	saturation	and	blooming	into	the	nearby	pixels.	In	order	to	increase	the	
accuracy,	we	used	the	configuration	shown	in	Figures	12.8(a–c),	where	mir-
rors	placed	at	the	image	plane	σ2	further	separate	the	incident	beams	from	
each	pinhole	and	direct	them	into	different	high	resolution	CCDs	1	m	away	
from	the	 image.	Naturally,	 this	reflected	beam	is	distributed	over	a	 larger	
number	of	CCD	elements,	reducing	the	local	irradiance	and	thus	avoiding	
the	blooming-related	errors.

Figure	12.8(a)	depicts	the	control	run,	where	no	WG	is	present	and	both	
pinholes	are	open.	The	total	radiant	flux	ΦC	of	this	run	for	image	2′	is	used	
to	normalize	the	measurements	in	the	next	two	experiments.	Figure	12.8(b)	
shows	the	configuration	and	data	for	the	simulation	of	a	decoherent distribu-
tion	of	light	at	σ1.	One	of	the	pinholes	is	closed	and	therefore	there	would	be	

FIgURE	12.7
(a)	The	configuration	testing	the	effect	of	the	wires	in	the	wire	grid	(WG).	(b)	Data	represent-
ing	the	images	of	pinholes	1	and	2.	No	reduction	in	the	resolution	of	the	images	is	found	at	the	
image	plane	σ2.	This	implies	that	no	diffraction	is	produced	by	the	WG	and	thus	WWI	is	still	
complete	(see	text	for	theoretical	justification)	so	that	K =	1.
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190 The Nature of Light: What Is a Photon?

incident	photons	on	the	WG,	which	attenuates	and	diffracts	the	transmitted	
light	gathered	by	detector	D2.	Using	Eqs.	 12.14	and	12.15,	 the	normalized	
reduction	in	the	total	radiant	flux	of	 image	of	pinhole	2	for	the	decoherent 
case	is	given	by

	
� �R C= 100 2δ / .Φ 	 (12.24)

The	loss	of	the	radiant	flux	due	to	the	WG	in	this	case	is	theoretically	cal-
culated	to	be	 � � �δ δ δ2 2 12 2 6 5= = =6 6Σ Σ / . % 	of	ΦC.	The	normalized	radiant	flux	
blocked	by	the	wires	 is	 found	to	be	 �R = ±( . . )%6 6 0 2 	by	the	analysis	of	 the	
data,	which	matches	the	above	theoretical	value	very	well.	Also,	as	expected,	
it	is	evident	from	the	density	plot	of	the	D2	output	that	the	resolution of	image	
2′	has	been	significantly	reduced in	comparison	to	that	of	the	control	case.

12.4.2	 Test	of	PC

In	 similar	 fashion	 to	Eq.	12.24,	using	Eqs.	12.11	and	12.12,	 the	normalized	
reduction	in	the	total	radiant	flux	of	image	of	pinhole	2	for	the	coherent case	
is	given	by

	 RCoherent	= 100	δ2/ΦC.	 (12.25)

Figure	12.8(c)	shows	the	configuration	in	which	both	pinholes	are	open,	and	
the	WG	is	present.	The	data	show	that	the	attenuation	of	the	transmitted	light	
in	 this	 case	 is	negligible,	R =	 (−0.1	±	 0.2)%	 indicating	 that	 the	WG	has	not	
absorbed	or	reflected	a	measurable	amount	of	light	within	the	margin	of	error,	
thus	establishing	the	presence	of	dark	fringes	at	σ1,	so	that	V	=	1.	It	is	also	evi-
dent	that	the	loss	of	the	resolution	of	the	image	compared	to	the	decoherent	
case	 is	negligible.	There	 is	a	very	good	agreement	between	 the	 theoretical	
value	of	RCoherent	=	0,	and	the	observed	value	R.	This	is	compelling	evidence	
for	the	presence	of	a	perfectly	visible	IP	(V	=	1)	just	upstream	of	WG.

12.5 Discussion and Conclusion

Using	Eq.	12.24	and	the	observed	value	for	R,	we	can	define	a	new	parameter:

	
η η=

+
≤ ≤

�
�
R R
R R
−

, .0 1
	

(12.26)

If	PC	is	correct,	then	in	any	experiment,	we	must find	η	=	0	since	the	observed	
value	for	R must	be	that	of	the	decoherent	case	 �R,	due	to	the	fact	that	we	find	
no	reduction	in	the	resolution	of	the	images	as	shown	in	Figure	12.7(b),	so	
that	K =	1.	The	presence	of	a	perfect	IP	would	result	in	a	R =	0,	and	therefore	
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Violation of the Principle of Complementarity and Its Implications 191

would	lead	to	an	ideal	result	of	η	=	1.	Bearing	in	mind	the	margins	of	error	in	
our	measurements,	in	this	experiment	we	find	that	0.97	≤	η ≤	1.1,	again	con-
firming	a	clear	violation	of	PC.	It	is	expected	that	this	result	can	be	improved	
upon	by	reducing	the	thickness	e of	the	wires	in	the	WG,	yet	maintaining	the	
condition	for	opacity	(e >>	λ),	and	increasing	the	resolution	and	sensitivity	
of	the	CCDs.

I	have	endeavoured	here	to	 introduce	a	novel,	non-destructive	measure-
ment	 process	 for	 the	 visibility	 of	 the	 IP	 which	 can	 be	 generalized	 to	 any	
ensemble	property,	be	it	spatial,	temporal,	or	otherwise.	In	the	last	experi-
ment	shown	in	Figure	12.8(c),	no	attenuation	of	the	transmitted	light,	and	no	
significant	reduction	in	the	resolution	of	the	image	of	pinhole	2	(it	could	as	
well	have	been	pinhole	1)	is	found,	although	the	WG	is	present	in	the	path	
of	the	light.	It is concluded therefore, that the coherent superposition state 
at the IP plane σ1	persists (V = 1) regardless of the fact that the WWI is 
obtained (K = 1) at the image plane σ2	in the same experiment.

One	might	be	tempted	to	argue	that	the	reliability	of	the	WWI	is	lost	due	to	
the	presence	of	the	WG.	However,	as	discussed	at	length	in	sections	12.4	and	
12.5,	since	the	diffraction	by	WG	could	be	the	only	reason	for	the	reduction	
of	K,	we	have	established	no	such	diffraction	takes	place,	since	no	attenua-
tion	in	the	transmitted	light	is	observed.	This simply means there was no light 
incident on the wires in the WG to diffract. Therefore,	since	no	diffraction	takes	
place,	no	reduction	 in	K is	possible.	Thus	 it	 is	established	that	 in	 the	same 
experiment,	sharp	complementary	wave	and	particle	behaviors	can	coexist	
so	that	V2	+	K2	≈	2	>	1,	violating	Eq.	12.1	and	the	PC.

It	 is	worth	mentioning	 that	 since	 the	so-called	“delayed-choice”	class	of	
experiments23	 rely	primarily	on	 the	validity	PC,	 the	results	of	 this	experi-
ment	demonstrate	that	there	is	really	no	“choice”	to	be	made,	as	the	coher-
ent	superposition	state	remains	intact	although	WWI	is	obtained.	Since	the	
arguments	presented	in	this	chapter	are	valid	for	all	quantum	particles,	 it	
is	plausible	that	equivalent	experiments	could	be	performed	involving	elec-
trons	or	neutrons	with	identical	results	to	this	experiment.

12.6 Corollary

Since	the	 initial	results	of	 the	experiment	were	made	available	publicly	 in	
March	 2004,27	 numerous	 critiques	 of	 the	 interpretation	 of	 the	 experiment	
were	offered	by	the	physics	community.	It	would	be	impossible	to	discuss	
all	those	criticisms	due	to	the	page	limitation	of	this	publication,	however,	
I	would	like	to	suggest	 three	new	experiments	 that	may	go	a	 long	way	in	
answering	most	of	the	critics.

The	first	suggested	experiment	is	a	modified	version	of	Wheeler’s	original	
delayed-choice	experiment,	in	which	two	mutually	coherent	beams	simply	
cross	each	other.	Figure	12.9	depicts	two	beams	crossing	each	other	at	plane	∑1	
and	unitarily	evolving	unto	well-separated	beams	further	downstream	at	
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∑1.	It	is	clear	that	at	∑1	the	beams	will	interfere	and	by	the	passive	placement	
of	the	wires	at	the	minima	we	can	gain	information	about	the	visibility	of	
the	interference	there.	A	single-photon	detector,	say	D1	registers	a	photon	
in	∑2.	Since	the	linear	momentum	of	the	photon	is	conserved,	we	cannot	
accept	the	proposition	that	this	photon	could	have	originated	in	pinhole	2,	
due	to	the	fact	that	 it	must	have	changed	its	direction	of	motion	at	some	
point.	We	know	that	the	wires	cannot	exchange	momentum	with	the	pho-
ton	since	they	do	not	intercept	it,	and	thus	complete	WWI	is	obtained,	thus	
violating	PC	again.

The	second	experiment	is	based	on	the	assumption	that	PC	is	indeed	vio-
lated.	The	take-home	message	of	such	a	violation	is	that	the	so-called	col-
lapse	of	the	wavefunction	does	not	take	place.	If	so,	the	question	is	whether	
“empty	waves”	could	help	produce	interference	at	the	last	beam	splitter	in	
a	Mach-Zehnder	 type	 interferometer.	This	experiment	 is	a	modified	ver-
sion	 of	 the	 empty	 wave	 experiment	 of	 Mandel	 et al.28	 conducted	 in	 1991	
to	 investigate	 whether	 empty	 waves	 can	 induce	 coherence.	 As	 shown	 in		
Figure	12.10,	the	pump	laser	is	incident	on	a	beam	splitter	and	equally	irradi-
ates	two	identical	down-conversion	crystals	NL1,	and	NL2.	The	idler	beam	
from	NL1	is	aligned	such	that	its	optical	path	overlaps	with	the	idler	beam	
from	NL2.	The	signal	beams	from	both	crystals	are	brought	together	before	
detector	 Ds	 and	 a	 first	 order	 IP	 with	 visibility	 of	 about	 33%	 is	 obtained.	
Now,	I	modify	their	experiment	 in	two	critical	ways:	 (1)	allow	all	of	 i1	 to	
enter	NL2	to	ensure	maximum	induced	coherence.	(2)	place	two	identical	
50–50	beam	splitters	BS1	and	BS2	 just	before	 the	final	beam	splitter.	Step	
(2)	gives	us	the	opportunity	to	investigate	the	effects	of	the	wavefunction	
collapse	by	observing	say	the	upper	beam	before	(A),	at	(B),	and	after	(C)	
detection	of	a	photon	at	Ds.	This	means	we	can	now	compare	the	resulting	
first	order	spatial	IP	at	Ds	with	and	without	the	beam	splitters	and	with	and	
without	the	collapse	of	the	wavefunction	for	s1.	If	we	observe	no	reduction	
in	the	visibility	of	the	IP	(given	we	allow	the	same	number	of	photons	to	

1

2
D1

D2

Σ2

Σ1

Ψ1

Ψ2

P2

P1
ΔP

FIgURE	12.9
Configuration	for	first	suggested	experiment.
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accumulate),	then	we	can	at	least	claim	that	the	empty	waves	are	capable	of	
guiding	a	real	photon	to	allow	it	to	participate	in	an	IP.

Should	this	second	experiment	prove	positive,	the	next	step	would	be	to	
isolate	the	empty	waves	and	observe	their	dynamical	properties	by	perhaps	
accumulating	 large	 numbers	 of	 such	 waves	 within	 a	 carefully	 controlled	
optical	cavity	and	looking	for	any	changes	in	its	temperature.	Figure	12.11	
depicts	 a	 possible	 setup.	 The	 isolation	 is	 achieved	 by	 opening	 a	 delayed	
Optical	Gate	(OG)—e.g.,	a	Pockels	Cell,	only	after	detector	D	has	detected	
the	single	photon	emerging	from	the	beam	splitter.	From	the	point	of	view	
of	quantum	mechanics,	upon	such	detection,	 the	wavefuntion	 should	col-
lapse,	and	the	other	channel	must	be	considered	as	completely	empty.	If	we	
observe	 any	 physical	 properties	 for	 this	 beam,	 we	 will	 have	 discovered	 a	
new	form	of	electromagnetic	field	and	would	have	to	revise	all	our	theories	
of	radiation	and	detection.

V1

s1

s2
i1

i2

V2

NL1

NL2

A

PL

B

C

BS2

BS1 Ds

Di

FIgURE	12.10
Configuration	for	second	suggested	experiment.

P-SPS BS TDC OG

PS

ES

D

FIgURE	12.11
Configuration	for	third	suggested	experiment.
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Appendix A

The	 total	 probability	 of	 finding	 a	 photon	 with	 wave	 function	Ψ(x,	 y,	 z,	 t)	
somewhere	in	space	is	given	by

	
|| ( , , , )|| ( , , , ) .Ψ x y z t x y z t dx dy dz2 = 2

∞

∞

∞

∞

| |ψ
−− ∫∫∫∫−∞

∞

	
(A.1)

In	this	appendix,	we	use	the	one-dimensional notation	Ψ(x)	for	simplicity	of	
argument	without	any	loss	of	generality	and	use	the	equivalence	of	the	clas-
sical	notion	of	irradiance	and	quantum	mechanical	probability	distribution	
such	that	we	have

	
Φ = = =2

∞

∞

∞

∞

|| ( )|| ( ) ( ) ,ψ ψx x dx I x dx2 | |
− −∫ ∫ 	

(A.2)

where	Φ	is	the	total	radiant	flux,	and	I(x)	is	the	classical	irradiance	at	position	
x.	Due	to	the	practical	impossibility	of	scanning	the	entire	space,	we	employ	
apodization	in	our	experiment	for	the	wave	functions	Ψ1	and	Ψ2	so	that	only	
the	maximal	Airy	disks	are	allowed	to	go	through	the	aperture	stop	AS	and	
the	resulting	apodized	wave	functions	ψ1	and	ψ2	emerge.	These	wave	func-
tions	are	bounded	within	−s ≤	x ≤	s,	where	s =	3.833	l λ/b,	l is	the	distance	of	
plane	σ1	from	the	dual	pinhole,	and	b is	the	diameter	of	each	pinhole	[25].	
Therefore,	we	have
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(A.3)

where	i = 1,	2.
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Bearing	 in	mind	that	both	ψ	and	 the	 irradiance	 I are	 functions	of	x,	 for	
apodized	wave	functions,	the	total	radiant	flux	in	(A.2)	is	reduced	to

	
Φi i i

s

s

i
s

s

dx I dx= ∫ ∫|| || | | .ψ ψ2 2= =
− − 	

(A.4)
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Abstract

The	 photon	 is	 modeled	 as	 a	 monochromatic	 solution	 of	 Maxwell’s	 equa-
tions	 confined	 as	 a	 soliton	 wave	 by	 the	 principle	 of	 causality	 of	 special	
relativity.	The	soliton	travels	rectilinearly	at	the	speed	of	light.	The	solution	
can	 represent	 any	 of	 the	 known	 polarization	 (spin)	 states	 of	 the	 photon.	
For	circularly	polarized	states	the	soliton’s	envelope	is	a	circular	ellipsoid	
whose	length	is	the	observed	wavelength	(λ),	and	whose	diameter	is	λ/π; 
this	envelope	contains	the	electromagnetic	energy	of	the	wave	(hν	=	hc/λ). 
The	predicted	size	and	shape	is	confirmed	by	experimental	measurements:	
of	the	sub-picosecond	time	delay	of	the	photo-electric	effect,	of	the	attenua-
tion	of	undiffracted	transmission	through	slits	narrower	than	the	soliton’s	
diameter	of	λ/π, and	by	 the	 threshold	 intensity	 required	 for	 the	onset	of	
multiphoton	absorption	in	focussed	laser	beams.	Inside	the	envelope	the	

a	 Chemistry	Department,	York	University,	Toronto,	Ontario	M3J	1P3,	Canada
b Optech,	Inc.,	Toronto,	Canada
c	 Physics	Department,	York	University,	Toronto,	Ontario	M3J	1P3	Canada
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198 The Nature of Light: What Is a Photon?

wave’s	amplitude	increases	linearly	with	the	radial	distance	from	the	axis	
of	propagation,	being	zero	on	the	axis.	Outside	 the	envelope	the	wave	 is	
evanescent	with	an	amplitude	that	decreases	inversely	with	the	radial	dis-
tance	from	the	axis.	The	evanescent	wave	is	responsible	for	the	observed	
double-slit	interference	phenomenon.

13.1 Introduction

The	Bohr	model	of	the	photon	was	first	published	in	1989	[1];	here	the	theory	
and	supporting	experimental	evidence	presented	in	[1]	are	is	summarized	
and	augmented	by	recent	developments.	It	is	a	Bohr	model	in	the	sense	that	
it	is	a	solution	of	the	classical	equations	of	motion	that	is	subsequently	quan-
tized.	In	Bohr’s	well-known	model	of	the	hydrogen	atom	the	classical	equa-
tions	are	Newton’s	equations	for	the	motion	of	an	electron	within	the	field	of	a	
proton,	whereas	for	the	photon	(light	regarded	as	electromagnetic	radiation)	
the	appropriate	classical	equations	are	Maxwell’s	equations	in	vacuum.

In	Bohr’s	model	of	the	hydrogen	atom	the	quantization	makes	the	angular	
momentum	of	the	electron	an	integer	multiple	of	Planck’s	constant,	�	=	h/2π.	
In	 the	Bohr	model	of	 the	photon	 the	quantization	of	 the	photon’s	angular	
momentum	arises	as	an	appropriately	chosen	solution	of	Maxwell’s	equa-
tions;	in	addition,	the	energy	of	the	oscillating	electromagnetic	field	is	quan-
tized	to	be	hν—the	known	energy	of	the	photon;	this	energy	quantization	is	
actually	generalized	to	be	nhν	with	n	>	1	representing	a	multiphoton.

The	solution	of	Maxwell’s	equations	was	chosen	to	be	a	monochromatic	
traveling	wave	having	the	observed	angular	momentum	of	the	photon;	i.e.,	a	
spin	of	±�; constant	parameters	multiplying	each	of	these	spin	states	allows	
for	representation	of	all	the	known	polarization	states	of	light.

The	 chosen	 solution	 of	 Maxwell’s	 equations	 is	 confined	 within	 a	 finite	
space-time	region	by	the	principle	of	causality	of	Special	Relativity;	i.e.,	that	
causally	 related	events	must	be	 separated	by	 time-like	 intervals.	With	 the	
idea	that	a	photon	is	self-causing	as	it	propagates,	causality	imposes	the	con-
dition	that	events	within	the	wave	having	the	same	phase	must	be	separated	
by	 time-like	 intervals.	 In	 the	 limit	where	 the	 interval	becomes	null	 (light-
like),	causality	leads	to	the	inference	that	the	length	of	the	photon	along	its	
axis	of	propagation	is	the	wavelength,	λ.1	In	addition,	for	circularly	polarized	
states	 the	 causally	 connected	field	 is	 contained	within	a	 circular	 ellipsoid	
with	maximum	diameter	(transverse	to	the	axis	of	propagation)	of	λ/π;	the	
length	of	the	ellipsoid	(along	the	axis	of	propagation)	is	the	wavelength.2

1	 Or	equivalently	in	time,	the	period	of	oscillation	τ	=	ν−1.
2	 The	ellipsoidal	soliton	can	be	visualized	as	an	egg,	or	as	a	rugby	or	American	football.
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This	modeling	of	the	photon	as	an	ellipsoidal	soliton	arises	from	the	impo-
sition	of	causality	upon	the	solution	of	Maxwell’s	equations	(which	are	lin-
ear	and	homogeneous)	whereas	non-relativistic	solitons	arise	as	solutions	of	
non-linear	equations;	this	is	considered	further	in	§4.2.1.

Derivation	of	the	size	and	shape	of	the	soliton	allowed	for	the	quantization	
of	 the	energy;	 the	wave’s	 electromagnetic	 energy,	 e2	+	H2,	was	 integrated	
over	the	volume	of	the	ellipsoid	and	set	equal	to	hν.3	This	determined	the	
amplitude	 of	 the	 wave	 and	 led	 to	 an	 expression	 for	 the	 average	 intensity	
within	the	soliton	[1,	eqn.57]:

	
I

hc
p =

4 2

4

π
λ 	

(13.1)

which	we	regard	as	the	photon’s	intrinsic	intensity.

13.2 experimental Confirmation of soliton

Several	 distinct	 experimental	 measurements	 confirm	 the	 predicted	 size,	
shape	and	intrinsic	intensity	of	the	photon:

its	length	of	λ	is	confirmed	by:
	 –	the	generation	of	laser	pulses	that	are	just	a	few	periods	long;
	 –	for	 the	 radiation	 from	 an	 atom	 to	 be	 monochromatic	 (as	

observed),	 the	emission	must	 take	place	within	one	period,	τ,	
[2];

	 –	the	sub-picosecond	response	time	of	the	photoelectric	effect	[3];

the	diameter	of	λ/π	is	confirmed	by:
	 –	the	 attenuation	 of	 transmission	 of	 circularly	 polarized	 light	

through	 slits	 narrower	 than	 λ/π:	 our	 own	 experiments	 with	
microwaves	([1,	p.166])	confirmed	this	within	the	experimental	
error	of	0.5%;

	 –	the	resolving	power	of	a	microscope	(with	monochromatic	light)	
being	“a	little	less	than	a	third	of	the	wavelength”	[4];

The	predicted	intrinsic	intensity	(given	by	eqn.	13.1)	is	the	thresh-
old	(minimum)	intensity	to	which	a	laser	beam	must	be	focussed	in	
order	to	produce	multiphoton	absorption:	2	distinct	experimental	
confirmations	of	this	are	cited	in	[1,	p.165].

3	 Or	in	general,	to	nhν.

•

•

•
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13.3 solution of Maxwell’s equations

Maxwell’s	equations	[5]	relate	the	first	derivatives	of	the	six	components	of	the	
electromagnetic	field;	they	comprise	eight	partial	differential	equations	which	
must	be	satisfied	simultaneously.4	The	key	to	the	rather	daunting	task	of	find-
ing	 appropriate	 solutions,	 is	 obtained	 by	 further	 differentiation	 to	 produce	
second	 derivatives	 followed	 by	 elimination	 of	 common	 terms	 between	 the	
resulting	equations	to	yield	the	result	that	each	Cartesian	component	of	the	
field	(Ex,	Ey,	Ez,	Hx,	Hy,	Hz)	separately	satisfies	d’Alembert’s	wave	equation	[5].5

For	a	wave	traveling	parallel	to	the	z-axis	at	the	speed	of	light,	c,	the	solu-
tion	must	be	any	function	of	z –	ct [6],	and	if	this	wave	is	monochromatic	the	
functional	form	is	simply:

 S(z	−	ct)	=	exp{i(z	−	ct)}	 (13.2)

When	 this	 form	 is	 assumed	 to	 be	 a	 factor	 of	 the	 solution,	 insertion	 into	
d’Alembert’s	equation	causes	a	complete	separation	of	z and	t	from	the	trans-
verse	coordinates	(x	=	r	cos	φ,	y	=	r	sin	φ),6	plane	polar	coordinates	(r, φ) being	
chosen	in	preference	to	the	Cartesian	coordinates	(x, y) in	view	of	the	axial	
symmetry	of	the	direction	of	propagation.

Separation	of	the	radius,	r,	from	the	polar	angle,	φ,	produces	the	two	ordi-
nary	differential	equations:
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(13.3)

where	m2	is	the	real	separation	constant	introduced	to	separate	r	from	φ.
The	simplest	solution	of	eqn.	13.3	is	the	plane	wave	(m2	=	0);	i.e.,	R(r) and	
Φ(φ)	both	being	constants.7	However,	this	solution	was	rejected	as	unphysical	
because	light	is	observed	to	travel	along	very	narrow	beams.8

The	next	simplest	solution	of	eqn.	13.3	is	for	m2	=	1:	i.e.,	a	factor	of	r	or	1/r,	
with	an	angular	factor	of	exp{i(φ)}	or	exp{−i(φ)}.

These	angular	factors	are	eigenfunctions	of	the	z-component	of	angular	
momentum,	 Lz = �

i
∂
∂φ , 	 in	Schrödinger	quantum	mechanics	[9,	p.217],	 the	

eigenvalues	of	±�	being	those	observed	for	the	spin	angular	momentum	
of	the	photon;	thus	these	solutions	for	m2	=	1 are	appropriate	to	represent	

4	 The	equations	are	linear	and	homogeneous	with	constant	coefficients.
5	 The	separate	satisfaction	of	d’Alembert’s	wave	equation	only	obtains	for	the	Cartesian	compo-

nents	of	the	field;	it	does	not	prevail	for	the	spherical	or	cylindrical	components.
6	 The	separation	is	complete	in	the	sense	that	there	is	no	separation	constant	between	the	z, t	

and	the	r, φ	differential	equations.
7	 Plane	waves	are	widely	used	in	the	quantum	field	theory	of	light	[7,	8].
8	 A	plane	wave	has	field	components	that	have	the	same	value	throughout	any	plane	perpen-

dicular	to	the	axis	of	propagation,	and	thus	it	is	completely	non-localized.
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the	photon:

	 ψ(r,	φ,	z − ct) = (αr + β/r)	(A	exp{iφ}	+	B	exp{−iφ})	exp{i(z	−	ct)}	 (13.4)

Having	determined	 this	 as	 the	appropriate	 solution	 of	 d’Alembert’s	 equa-
tion,	each	of	the	6	field	components	(Ex,	Ey,	Ez,	Hx,	Hy,	Hz) will	have	this	form,	
the	coefficients	(α,	β,	A,	B) being	different	in	each	component.	The	relation-
ships	between	the	coefficients	of	different	components	were	determined	by	
Maxwell’s	equations.	This	produced	the	results:

 Ez	=	Hz	=	0

	 Ex	=	(αr	+	β/r)	(A	exp{iφ}	+	B	exp{−iφ})	exp{i(z	−	ct)}	=	µ0cHy	 (13.5)

	 Ey	=	i(αr	−	β/r)	(A	exp{iφ}	−	B	exp{−iφ})	exp{i(z	−	ct)}	=	−µ0cHx

Imposition	of	the	causality	condition	led	to	the	result	that	if	A	or	B is	zero,	
then	the	field	must	be	contained	within	a	circular	ellipsoid	of	length	λ	and	
cross-sectional	diameter	λ/π	[1,	§2.5].

Since	Maxwell’s	equations	are	linear	and	homogeneous	they	do	not	deter-
mine	the	amplitude	of	the	solutions.	Thus	it	was	proposed	to	determine	the	
amplitude	by	integration	of	the	energy	of	the	wave,	e2	+	H2⋅9	This	proposal	
led	to	the	realization	that	the	form	1/r	would	cause	a	divergent	contribution	
to	the	energy	at	r	=	0,	while	the	form	r would	cause	a	similar	divergence	as		
r	→	∞.	Thus,	in	view	of	the	causality	condition	limiting	the	domain	of	the	
field	to	an	ellipsoid	along	the	axis	of	propagation,	it	was	decided	to	discard	
the	 1/r form	 and	 retain	 the	 r form	 in	 order	 to	 produce	 a	 finite	 integrated	
energy.	This	discarding	of	the	1/r	term	(i.e.,	β	=	0	in	eqn.	13.5)	was	concordant	
with	the	need	to	make	the	field	an	eigenfunction	of	Lz	[1,	§2.6].

This	normalization	of	the	amplitude	of	the	photon’s	field	yielded:10

	 A2	+	B2	=	1	 and	 α2	=	120nhcπ4/(0λ6)	 (13.6)

13.4 soliton’s evanescent Wave

An	evanescent	wave	outside	the	ellipsoid	is	necessary	as	an	adjunct	to	the	
theory	presented	in	[1],	because	while	the	relativistic	principle	of	causality	
confines	the	wave	within	the	ellipsoid,	 the	radial	dependence	of	 the	wave	

9	 This	is	analogous	with	Bohr’s	quantization	of	the	electron’s	angular	momentum	in	his	model	
of	the	hydrogen	atom.

10	In	[1]	the	amplitude	squared	(α2	=	S2
0	in	[1,	eqn.	47])	was	given	as,	α2	=	64nhcπ4/(0λ6), which	cor-

responds	to	integration	over	a	cylinder	(length	λ	and	diameter	λ/π) rather	than	the	ellipsoid;	
the	factor	of	120	in	eqn.(13.6)	is	correct	for	integration	over	the	ellipsoid.
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within	the	soliton	is	simply	r,	which	is	a	maximum	at	the	surface	of	the	ellip-
soid;	 physically	 the	 wave	 cannot	 sharply	 cut-off	 to	 zero	 at	 this	 surface;	 it	
must	smoothly	decay	towards	zero	outside	the	ellipsoid;	an	evanescent	wave	
will	decay	in	this	way.

The	radial	dependence	of	the	evanescent	wave	is	postulated	to	be	1/r;	i.e.,	
the	apposite	solution	of	Maxwell’s	equations	(eqn.	13.5)	with	α = 0. The	inten-
sity	of	this	wave	decreases	as	1/r2	as	the	radial	distance,	r,	from	the	soliton	
increases.

J.	J.	Thomson	derived	the	same	solution	(eqn.	13.5)	of	Maxwell’s	equations	
in	1924	[10];	he	noted	that	a	radial	dependence	of	r is	appropriate	near	r	=	0,	
with	1/r being	appropriate	as	r →	∞,	but	he	didn’t	pursue	his	analysis	as	far	
as	deducing	an	ellipsoidal	soliton,	with	the	wave	having	the	r form	within	
the	ellipsoid,	and	the	1/r form	outside	the	ellipsoid.

The	r dependence	within	the	ellipsoid	and	the	1/r dependence	outside	the	
ellipsoid,	makes	the	r-derivative	of	 the	wave	discontinuous	on	the	surface	
of	the	ellipsoid.	While	this	may	appear	to	be	unphysical,	it	is	the	same	dis-
continuity	exhibited	by	the	gravitational	force	due	to	the	mass	of	the	Earth:	
on	the	assumption	of	a	uniform	density,	inside	the	Earth,	the	gravitational	
force	is	proportional	to	the	radius,	r,	whereas	outside	the	Earth	it	decreases	
like	1/r2	[11].	In	reality	the	Earth’s	mass-density	is	greatest	at	its	centre,	while	
the	mass-energy	density	of	the	photon-soliton	is	greatest	just	inside	the	sur-
face	of	the	ellipsoid	at	its	maximum	diameter	(mid-way	along	its	length)	of	
λ/π;	i.e.	at	r	=	λ/(2π).

13.4.1	 Matching	Soliton	and	Evanescent	Waves

While	the	gradient	of	the	wave	(w.r.t.	r)	has	a	cusp	at	r	=	λ/(2π) (noted	above),	
the	amplitude	must	be	continuous	at	r	=	λ/(2π);	this	equating	of	the	soliton	
and	evanescent	wave	amplitudes	at	r	=	λ/(2π)	is	expressed	by:

	 αr	=	β/r	 	 for	 	 r	=	λ/(2π)	 (13.7)

and	since	α2 is	given	by	eqn.	13.6	it	follows	that:

	 β2	=	[λ/(2π)]4	×	120nhcπ4/(e0λ6)	=	7.5nhc/(0λ2)	 (13.8)

13.4.1.1	 Orthogonality	of	Radial	Gradients

The	radial	gradient	of	the	soliton	wave	is	simply	the	normalization	constant,	
a, while	that	of	the	evanescent	wave	is	−β/r2. Thus	at	the	cusp	where	the	two	
waves	join	(at	r =	λ/(2π))	the	ratio	of	these	gradients	is:

	
ratio of gradients at /= = =− −β

α
π

r
r

2
1 2λ ( )

	
(13.9)
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Thus	where	the	soliton	and	evanescent	waves	meet	(at	r =	λ/(2π))	 they	are	
orthogonal	to	each	other—independent	of	the	wavelength,	λ.

13.4.2	 Evanescent	Wave	Characteristics

The	polar	components	of	the	evanescent	field	are	given	by	eqn.	13.8	of	[1]	for	
α =	0 and	β given	by	eqn.	13.8,	which	show	that	none	of	these	components	
have	any	dependence	upon	the	polar	angle	(φ), and	that	Er and	Hφ are	real,	
while	Hr and	Eφ are	imaginary:

	
E

r
A B cH E i

r
A B cHr r=

β µ β µφ φ[ ] [ ]+ = = − − = −0 0
	

(13.10)

This	independence	of	the	angle,	φ,	means	that	the	evanescent	wave	carries	
none	of	the	angular	momentum	of	the	photon,11	and	hence	none	of	the	pho-
ton’s	energy;	it	is	a	truly	evanescent	wave	[12].

13.4.2.1	 Caveat

The	matching	of	the	soliton	and	evanescent	waves	in	§4.1	was	made	at	the	
soliton’s	maximum	diameter	of	λ/π;	this	raises	the	question	of	their	matching	
at	values	of	z other	than	z =	0;	i.e.,	at	other	points	on	the	ellipse:

	 (2πr)2	+	(2z)2	=	λ2

	
i.e. when	 r z z= − − < < +1

2
2

2 2
2 2

π
( ) ( )λ λ λ

for
	

(13.11)

It	might	appear	natural	to	apply	the	matching	condition	of	eqn.	13.7	for	all	
values	of	r specified	in	eqn.	13.11	to	produce:

	

β
π

π2 2 2

4

4
0

61
2

2 120= −








 ×( ) ( )

[

λ λ

λ

z nhc /( )

= (



)) /2 6− ×( ) ] . ( )2 7 52 2
0z nhc  λ 	

(13.12)

This	would	have	the	effect	of	making	the	amplitude	of	the	evanescent	wave,	
β, become	smaller	as	z changes	from	z	=	0	towards	 z = ± λ2 , 	with	β actually	
being	zero	at	these	limits	(the	ends	of	the	ellipsoid).	Physically	this	is	what	
would	be	expected.

However,	this	conjecture	would	make	β a	function	of	z (as	in	eqn.	13.12)	
rather	than	a	constant,	and	hence	the	evanescent	field	(eqn.	13.5	for	α	=	0, β	≠	0)	

11	Because	the	operator	for	the	z-component	of	angular	momentum	is	 Lz = �
i
∂
∂φ .
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would	no	 longer	be	 a	 solution	 of	Maxwell’s	 equations,	 but	 rather	of	 some	
similar,	non-linear	equations.	The	resolution	of	this	physical	vs.	mathemati-
cal	 paradox	 may	 be	 found	 within	 the	 framework	 of	 General	 Relativity,	 in	
which	the	photon’s	local	energy	produces	a	non-Lorentzian	metric.

13.4.3	 Diffraction	and	Interference

The	evanescent	wave	is	believed	to	be	responsible	for	the	phenomena	of	dif-
fraction	 and	 interference.	 As	 a	 photon-soliton	 passes	 close	 to	 the	 edge	 of,	
or	through	a	slit	in,	a	material	obstacle	placed	within	the	beam	of	light,	the	
interaction	between	the	electrons	within	the	obstacle	and	the	photon’s	eva-
nescent	wave	will	cause	its	path	to	bend	as	it	passes	by,	the	angle	of	bending	
(diffraction)	being	dependent	upon	the	impact	parameter	of	the	soliton’s	axis	
with	the	edge	or	slit.

Double	slit	interference	can	be	understood	by	the	soliton	itself	(like	the	
C60	molecules	in	Zeilinger’s	experiment	[13])	going	through	one	slit	or	the	
other,	 while	 its	 evanescent	 wave	 extends	 over	 both	 slits.	 The	 evanescent	
wave	is	like	a	classical	continuous	wave	in	extending	throughout	all	space,	
and	hence	the	 interference	minima	and	maxima	will	appear	at	 the	same	
positions	as	predicted	by	Huygens’	theory.	However,	the	soliton	model	pre-
dicts	that:

the	individual	photons	will	arrive	at	local	positions	in	the	detection	
plane,	whereas	the	classical	continuous	wave	model	predicts	a	uni-
formly	visible	interference	pattern:	that	the	former	(rather	than	the	
latter)	is	actually	observed	supports	the	soliton	model	[13];
the	 visibility	 of	 the	 interference	 pattern12	 will	 decrease	 with	 slit	
separation	(because	the	intensity	of	the	evanescent	wave	decreases	
like	r−2,	r being	the	distance	from	the	soliton’s	axis	of	propagation),	
whereas	the	classical	continuous	wave	model	predicts	a	visibility	
independent	of	slit	separation.	This	seems	not	to	have	been	inves-
tigated	experimentally.

A	double-slit	experiment	by	Alkon	[14]	exhibits	 the	expected	 interference	
pattern	even	though	the	individual	photons	are	constrained	to	pass	through	
one	slit	or	the	other	by	an	opaque	barrier	extending	from	the	source	(a	laser)	
up	to	the	mid-point	between	the	slits.13	This	experiment	demonstrates	that	
the	particle-like	photon	(the	Bohr	model	soliton)	passes	through	one	slit	or	
the	other,	and	yet	its	passage	through	this	slit	(and	the	subsequent	diffrac-
tion)	is	affected	by	the	presence	of	the	other	slit;	this	effect	of	the	other	open	

12	Visibility,	V, is	defined	by:	 V I I
I I= −

+
max min

max min
, 	Imax	and	Imin	being	the	measured	intensities	at	 the	

interference	maxima	and	minima	respectively;	it	has	the	range:	0	≤	V ≤	1.
13	Alkon’s	 experiment	 is	 the	experimental	proof	 that	 the	 continuous	wave	concept	 that	“the	

photon	goes	through	both	slits	and	interferes	with	itself”	is	not	correct.

•

•
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slit	 is	 evidence	 for	 the	existence	of	 the	evanescent	wave	 surrounding	 the	
soliton.14

A	causal	model	of	diffraction	has	been	proposed	by	Gryzinski	 [16];	 it	 is	
based	upon	the	photon	being	a	particle-like	(localized)	electromagnetic	wave	
that	interacts	with	the	array	of	positive	atomic	nuclei	and	negative	electrons	
within	a	solid,	as	it	passes:

through	a	crystal	(Bragg	diffraction	of	X-rays),	or
adjacent	to	an	edge	of	a	sheet	of	the	solid	(an	edge	of	a	slit).

Gryzinski’s	model	of	diffraction	does	not	specify	(does	not	need	to	specify)	
the	size	or	shape	of	the	soliton,	but	it	quantitatively	explains	both	Bragg	dif-
fraction	and	double-slit	 interference;	his	concept	of	 the	 latter	 is	 that	while	
the	localized	photon	goes	through	one	slit,	its	wave	extends	to	the	other	slit.	
His	theory	is	concordant	with	the	Bohr	model’s	evanescent	wave,	specifically	
because	his	localized	model	involves	the	concept	that	“the	photon’s	electric	
field	decreases	when	distance	[from	its	center]	increases”.

Gryzinski	pertinently	cites	Zeilinger’s	observation	that	each	photon	mani-
fests	its	particle	(localized)	nature	in	each	detection	event:	the	distribution	
of	detection	events15	only	becomes	manifest	after	a	large	number	(≥ 104)	of	
detection	events	have	been	recorded	[13];	each	photon	detection	is	a	localized	
event.

The	 evanescent	 wave	 explanation	 for	 diffraction	 and	 interference	 is	 not	
readily	 invoked	 for	 the	 Mach-Zender	 type	 of	 interferometer,	 because	 the	
two	 alternative	 paths	 for	 the	 photon	 are	 typically	 separated	 by	 distances	
over	which	the	evanescent	wave’s	intensity	would	have	become	negligible;	
a	small	difference	(of	 the	order	of	 the	wavelength)	between	the	 lengths	of	
the	two	paths	determines	the	observed	interference	pattern.	However,	 just	
as	has	already	been	proven	for	diffractive	“interference”	(discussed	above),	
the	 continuous	 wave	 concept	 that	 the	 wave	 goes	 along	 both	 paths	 of	 the	
interferometer	and	interferes	with	itself,	is	unlikely	to	be	the	true	explana-
tion	for	Mach-Zender	interferometry.
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Abstract

James	Clerk	Maxwell	unknowingly	discovered	a	correct	relativistic,	quantum	
theory	 for	 the	 light	quantum,	 forty-three	years	before	Einstein	postulated	
the	photon’s	existence.	In	this	theory,	the	usual	Maxwell	field	is	the	quantum	
wave	function	for	a	single	photon.	When	the	non-operator	Maxwell	field	of	
a	single	photon	is	second	quantized,	the	standard	Dirac	theory	of	quantum	
optics	is	obtained.	Recently,	quantum-state	tomography	has	been	applied	to	
experimentally	determine	photon	wave	functions.

Key words:	photon,	wave	function,	Wigner	function.

“But	 to	 determine	 more	 absolutely	 what	 light	 is,	 after	 what	 manner	
refracted,	&	by	what	modes	or	actions	it	produceth	in	our	minds	the	
Phantasms	of	colours,	is	not	so	easie.	And	I	shall	not	mingle	conjectures	
with	certaintyes.”�

— Isaac newton

�	 A	Theory	Concerning	Light	and	Colors, Cambridge University Library Add MS 3970.3 ff. 460-66, 
http://www.newtonproject.sussex.ac.uk/prism.php?id=1
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208 The Nature of Light: What Is a Photon?

14.1 Maxwell Photon Wave Function

In	 about	 1862,	 James	 Clerk	 Maxwell	 determined	 mathematically	 from	 his	
then-new	equations,	that	electromagnetic	waves	travel	at	a	speed	very	nearly	
equal	to	the	measured	value	of	the	speed	of	light.	In	1864	he	wrote	[1],

“This	velocity	 is	 so	nearly	 that	of	 light	 that	 it	 seems	we	have	 strong	
reason	 to	 conclude	 that	 light	 itself	 (including	 radiant	 heat	 and	 other	
radiations)	 is	 an	 electromagnetic	 disturbance	 in	 the	 form	 of	 waves	
propagated	through	the	electromagnetic	field	according	to	electromag-
netic	laws.”

In	1862	he	wrote	in	On	Physical	Lines	of	Force	[1],

“We	can	scarcely	avoid	the	inference	that	light	consists	in	the	traverse	
undulations	 of	 the	 same	 medium	 which	 is	 the	 cause	 of	 electric	 and	
magnetic	phenomena.”

Maxwell’s	equations	are,	for	a	source-free	region	of	space	(in	Gaussian	units),

	

∂
∂

∇ × ∂
∂

− ∇ ×
t

E r t c B r t
t

B r t c
� � � � � � � � �
( , ) ( , ), ( , )= = EE r t

E r t B r t

( , )

( , ) , ( , ) .

�

� � � � � �∇ ⋅ ∇ ⋅= =0 0 	

(14.1)

Max	Planck	said	[1],	on	the	centenary	of	Maxwell’s	birth	in	1931,	that	Max-
well’s	theory	“...	remains	for	all	time	one	of	the	greatest	triumphs	of	human	
intellectual	endeavor.”

Planck	was	correct—even	more	so	than	he	realized.	For,	just	a	year	earlier,	
in	1930,	Paul	Dirac	had	shown	 the	way	 to	 formulate	dynamical	equations	
for	 relativistic	elementary	particles.	 It	 is	now	understood	 that	Dirac’s	par-
ticle	approach,	when	applied	to	massless	spin-one	particles,	leads	directly	to	
Maxwell’s	equations.	This	means	that	Maxwell	unknowingly	discovered	a	
correct	relativistic,	quantum	theory	for	the	light	quantum,	forty-three	years	
before	Einstein	postulated	 the	photon’s	existence!	 In	 this	 theory,	 the	 (non-
operator)	Maxwell	field	is	the	quantum	wave	function	for	a	single	photon.	
When	the	non-operator	Maxwell	field	of	a	single	photon	is	quantized,	 the	
standard	Dirac	theory	of	quantum	optics	is	obtained.

Here	 we	 review	 the	 derivation	 of	 Maxwell’s	 equations	 from	 relativistic,	
quantum	 particle	 dynamics,	 which	 in	 recent	 times	 was	 expounded	 on	 in	
detail	by	Bialynicki-Birula	[2]	and	by	Sipe	[3],	and	later	by	Kobe	[4].	We	follow	
[2]	and	[3],	while	trying	to	present	a	simpler	version	of	the	derivation.

In	modern	 terms,	a	photon	 is	an	elementary	excitation	of	 the	quantized	
electromagnetic	 field.	 If	 it	 is	 known	 a	 priori	 that	only	 one	 such	 excitation	
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exists,	it	can	be	treated	as	a	(quasi-)	particle,	roughly	analogous	to	an	elec-
tron.	It	has	unique	properties,	arising	from	its	zero	rest	mass	and	its	spin-
one	nature.	In	particular,	there	is	no	position	operator	for	a	photon,	leading	
some	 to	conclude	 that	 there	can	be	no	properly	defined	wave	 function,	 in	
the	Schroedinger	sense,	which	allows	localizing	the	particle	to	a	point.	On	
the	other	hand,	it	is	known	that	even	electrons,	when	relativistic,	don’t	have	
properly	defined	wave	 functions	 in	 the	Schroedinger	 sense	 [2,3],	 and	 this	
opens	 our	 minds	 to	 broader	 definitions	 of	 wave	 functions.	 In	 relativistic	
quantum	 theory,	 one	 distinguishes	 between	 charge-density	 amplitudes,	
mass-density	 amplitudes,	 and	 particle-number	 density	 amplitudes.	 These	
can	have	different	localization	properties.	Photons,	of	course,	are	inherently	
relativistic,	so	it	is	not	surprising	that	we	need	to	be	careful	about	defining	
their	wave	functions.

Dirac’s	theory	of	a	particle	is	based	on	the	kinematic	equation	for	energy	E,	
momentum	

�
p p p px y z= ( , , ), 	and	rest	mass,	m,

	 E mc c p p= +( ) .2 2 2 � �⋅ 	 (14.2)

Define	a	multicomponent	amplitude	function	 � �ψ( , )p E 	obeying	the	normal-
ization	condition

	

( ) � ( , ) ( , ) ,2 13 3π ψ ψ� � � � �− ⋅∫ d p p E p E =
	

(14.3)
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FigURE 14.1
Flow	chart	for	derivations	of	electron	and	photon	wave	equations,	m =	rest	mass,	s	=	spin,	v	=	
velocity.
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210 The Nature of Light: What Is a Photon?

where	 the	dot	 indicates	a	vector	dot	product.	Multiplying	Eq.	14.2	by	 this	
function	gives

	
E p E mc c p p p E� � � � � �ψ ψ( , ) ( ) ( , ).= +2 2 2 ⋅ 	 (14.4)

For	 a	 spin-one-half	 particle	 with	 non-zero	 rest	 mass,	 this	 equation	 gives,	
upon	recognizing	that	the	wave	function	 � �ψ( , )p E 	must	have	two	components	
(for	the	positive-energy	solutions),	and	transforming	to	space-time	variables	�
r ,	t,	the	Dirac	equation	for	the	electron.	The	electron	wave	function	is	a	two-
spinor,	ψ ψ ψ( , ) ( , )

�
r t =

1 2 1 2/ /− ,	where	the	components	ψ±1 2/ 	are	amplitudes	for	
the	states	of	plus-	and	minus-1/2	spin-projection	onto	the	quantization	axis.	
In	this	case,	Eq.	(14.3)	represents	normalization	of	the	probability	to	find	par-
ticular	values	of	the	electron’s	momentum.

Because	a	photon	is	massless,	its	wave	function	should	obey

	
E p E c p p p E� � � � � �ψ ψ( , ) ( , ),= ⋅ 	 (14.5)

Since	 the	 photon	 is	 a	 spin-one	 particle,	 its	 wave	 function	 should	 have	
three	 components,	 forming	 a	 (non-operator)	 three-component	 vector	 field	
� � � � �ψ ψ ψ ψ( , ) ( , , )p E x y z= .	To	represent	the	square-root	operator	

� �
p p⋅ 	we	look	

for	a	vector	operator	 A� 	with	the	property	 ( )A p p� � � � �2ψ ψ= ⋅ .	Such	an	operator	
can	be	found	by	elementary	means,	by	trying	 A ip� �

= ×,	where	×	is	the	cross-
product	operator.	Then	a	well-known	vector	identity	gives

	
AA p p p p p p� � � � � � � � � � � �ψ ψ ψ ψ= =− ⋅ − ⋅× ×( ) ( ) ( ). 	 (14.6)

Any	vector	field	can	be	written	as	the	sum	of	two	linearly	independent	parts,	
� � �ψ ψ ψ= +T L ,	where	the	transverse	part	obeys	

� �p T⋅ ψ = 0,	and	the	longitudinal	
part	obeys	

� �p L× ψ = 0.	Identifying	the	transverse	part	as	the	relevant	field	for	
the	photon,	we	derive	the	equivalent	of	Eq.	14.5,

	
E p E c ip p ET T

� � � � �ψ ψ( , ) ( , ).= × 	 (14.7)

This	deceptively	simple-looking	equation	is	actually	equivalent	to	Maxwell’s	
equations.	To	see	this,	first	note	that	 �ψT	must	be	a	complex-valued	vector	if	
Eq.	 14.7	 is	 to	 be	 satisfied.	 Next,	 Fourier	 transform	 the	 amplitude	 function	
� �ψ( , )p E 	from	momentum	space	to	coordinate	space,	and	from	energy	to	time,	
accounting	for	the	constraint	between	energy	and	momentum	 ( ||)E c p=

�
	by	

including	a	delta	function.	This	allows	E	to	be	considered	as	an	independent	
variable,	and	gives

	

� �
�

�
�ψ π δ( , ) ( ) ( )exp( /r t dEd p E c p iEt i= +2 3 3− − −∫∫ �� �

� � �
p r f E p E⋅ / ) ( ) ( , ).ψ 	 (14.8)

The	momentum-space	weight	function	f (E)	has	been	included	to	allow	dif-
ferent	 forms	 of	 normalization	 of	 the	 coordinate-space	 function	

� �ψT r t( , ) .	
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(In	the	case	of	the	electron,	discussed	above,	the	standard	choice	is	f (E)	=	1.)	
For	the	photon,	we	adopt	the	choice	advocated	by	Sipe	[3],	 f E E( ) = ,	which	
gives	for	the	coordinate-space	normalization,

	

d r r t r t d p E p3 3 32∫ ∫⋅� � � �
� �ψ ψ π ψ( , )� ( , ) ( ) ( )= − � (( , ( )) ( , ( ))

� � �
p E p p E p E⋅ ψ = 〈 〉.

	
(14.9)

where	we	defined	 E p c p( ) = ||
�

,	and	 〈E〉	denotes	 the	expectation	value	of	 the	
photon’s	energy.	This	choice	of	normalization	reflects	the	fact	that	a	photon	
has	no	mass	that	can	be	localized	at	a	point;	rather	it	has	only	helicity	and	
energy,	and	the	energy	cannot	strictly	be	localized	at	a	point.	The	function	
( )
� � � �ψ ψ( , )� ( , ) /r t r t E⋅ 〈 〉	 is	the	probability	density	for	energy,	not	particle	loca-

tion	[2,3].
Equations	14.7	and	14.8	together	give	the	“complex	Maxwell	equations,”

	

i
t

r t c r tT T

∂
∂

∇ ×� � � � �ψ ψ( , ) ( , ).=
	

(14.10)

Notice	that �	acts	only	as	a	scaling	factor	in	the	Fourier	transform	functions,	and	
cancels	in	Eq.	14.10.	Also	note	that	we	did	not	have	to	postulate	the	de	Broglie	
relation,	

�
�

�
p i= − ∇; 	 rather	 it	 emerges	naturally	 from	the	Fourier	 transform.	

Further	note	that	the	transverse	part	of	the	field	defined	in	Eq.	14.8	has	zero	
divergence,	

� �∇ ⋅ψT = 0 ,	and	the	longitudinal	part	has	zero	curl,	
� �∇ × ψL = 0.

Now	 write	 the	 complex	 wave	 function	 as	 a	 sum	 of	 real	 and	 imaginary	
parts	

� �
E rT ( ) 	and	

� �
B rT ( ).

	
� � � � � �ψT T Tr t E r t iB r t( , ) ( ( , ) ( , ))= +2 1 2− / . 	 (14.11)

Using	 Eq.	 14.10,	 the	 real	 and	 imaginary	 parts	
� �
E r tT ( ), 	 and	

� �
B r tT ( ), 	 are		

found	 to	 obey	 Maxwell’s	 equations,	 Eq.	 14.1.	 Therefore,	 to	 paraphrase		
Maxwell’s	 quote	 above,	 we	 can	 scarcely	 avoid	 the	 inference	 that	 the	
photon’s	quantum	wave	function	consists	in	the	traverse	undulations	of	
the	same	medium	which	 is	 the	cause	of	electric	and	magnetic	phenom-
ena.	That	 is,	 the	 classical	Maxwell	 equations	are	 the	wave	equation	 for	
the	quantum	wave	function	

�ψT 	of	a	photon.	Evidently,	the	longitudinal	
part	of	the	

�ψ function	corresponds	to	longitudinal	electric	and	magnetic	
fields,	which	are	non-propagating.

As	a	check,	calculate	the	space	normalization	integral,

	

d r r t r t d r E E BT T T
3 3∫ ⋅ ⋅ ⋅� � � � � � �
ψ ψ( , )� ( , )

1
2

(= +∫∫ )
�
B ET = 〈 〉,

	
(14.12)

which	 has	 the	 proper	 meaning	 that	 1
2 ( )

� � � �
E E B BT T T T⋅ ⋅+ is	 the	 local	 energy	

density.
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212 The Nature of Light: What Is a Photon?

The	above	derivation	is	for	a	particular	helicity	(handedness)	of	the	photon	
angular	momentum.	The	opposite	helicity	is	described	by	changing	Eq.	14.11	

to	
� � � � � �ψT T Tr t E r t iB r t( , ) ( ( , ) ( , )),= 2 1 2− −/ 	and	multiplying	the	right-hand	side	of	

Eq.	14.10	by	–1.

14.2 Measuring the Maxwell Photon Wave Function

If	a	single-photon	state	of	the	electromagnetic	field	is	created,	then	to	know	
its	quantum	state	means	to	know	its	electric	and	magnetic	field	distributions	
in	space	and	time.	Such	a	state	is	a	single-photon	wave-packet	state,	and	its	
generation	is	an	important	goal	in	quantum-information	research.

Recently,	a	technique	has	been	developed	to	measure	the	transverse	spa-
tial	quantum	state	of	an	ensemble	of	identically	prepared	photons	[5,	6].	The	
single-photon	 light	beam	is	sent	 into	an	all-reflecting,	out-of-plane	Sagnac	
interferometer,	 which	 performs	 a	 relative	 rotation	 of	 180°	 and	 a	 mirror	
inversion	on	the	wave	fronts	of	the	counter-propagating	beams.	The	Sagnac	
performs	a	two-dimensional	parity	operation	on	one	of	the	beams	relative	
to	the	other.	The	fields	are	recombined	at	the	output	beam	splitter	and	are	
interfered	on	a	photon-counting	photomultiplier	 tube	(PMT),	allowing	the	
emerging	beams	to	be	detected	at	the	single-photon	level.	The	mean	photo-
count	rate	is	directly	proportional	to	the	transverse	spatial	Wigner	function	
at	a	phase-space	point	that	is	set	by	the	tilt	and	translation	of	a	mirror	exter-
nal	to	the	interferometer.

The	situation	becomes	even	more	interesting	when	the	joint	spatial	wave	
function	of	a	pair	of	photons	is	considered.	In	the	case	that	the	two	photons’	
spatial	and	momentum	variables	are	described	by	an	entangled	state,	such	
a	state	measurement	will	provide	the	maximal-information	characterization	
of	 the	 entanglement.	 By	 sending	 two	 entangled	 photons	 into	 two	 parity-
inverting	interferometers,	one	can	measure	the	joint	two-photon	transverse	
spatial	Wigner	function,	and	completely	characterize	the	transverse	entan-
glement	of	this	system	[5,6].	The	two-photon	wave	function	exists	in	six	spa-
tial	 dimensions,	 and	 its	 equation	 of	 motion	 can	 be	 called	 the	 two-photon	
Maxwell	equations.

To	conclude,	the	usual	(classical)	Maxwell	field	is	the	quantum	wave	func-
tion	for	a	single	photon.	That	it	transforms	like	a	three-dimensional	vector	
arises	 from	 the	 spin-one	 nature	 of	 the	 photon.	 (In	 contrast,	 the	 electron	
transforms	 like	 a	 two-dimensional	 spinor.)	 When	 two	 photons	 are	 pres-
ent,	 the	 joint	 wave	 function	 “lives”	 in	 a	 higher	 dimensional	 space.	 These	
observations	 imply	 the	 interpretation	 of	 the	 Maxwell	 field	 as	 akin	 to	 the		
Schrödinger	wave	function,	which	evolves	probability	amplitudes	for	vari-
ous	possible	quantum	events	in	which	the	electron’s	position	is	found	to	be	
within	a	certain	volume,	rather	than	being	a	realistic	description	of	the	elec-
tron	as	being	here	or	there.	In	this	sense,	the	Maxwell	equation	evolves	the	
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The Maxwell Wave Function of the Photon 213

probability	 amplitudes	 for	 various	 possible	 quantum	 events	 in	 which	 the	
photon’s	 energy	 is	 found	 within	 a	 certain	 volume.	 In	 addition,	 quantum-
state	tomography	methods	have	been	devised	for	determining	spatial	states	
of	one-	and	two-photon	fields.

note:	 We	 have	 reviewed	 in	 detail	 the	 treatment	 given	 in	 [7]	 and	 have	
extended	it	to	the	case	of	two	photons,	[8],	and	many	photons,	[7].
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Abstract

With the recognition of a logical gap between experiments and equations of 
quantum mechanics comes: (1) a chance to clarify such purely mathemati-
cal entities as probabilities, density operators, and partial traces—separated 
from the choices and judgments necessary to apply them to describing exper-
iments with devices, and (2) an added freedom to invent equations by which 
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216 The Nature of Light: What Is a Photon?

to model devices, stemming from the corresponding freedom in interpreting 
how these equations connect to experiments.

Here I apply a few of these clarifications and freedoms to model 
polarization-entangled light pulses called for in quantum key distribution 
(QKD). Available light pulses are entangled not only in polarization but also 
in frequency. Although absent from the simplified models that initiated 
QKD, the degree of frequency entanglement of polarization-entangled light 
pulses is shown to affect the amount of key that can be distilled from raw 
light signals, in one case by a factor of 4/3.

Open questions remain, because QKD brings concepts of quantum decision 
theory, such as measures of distinguishability, mostly worked out in the context 
of finite-dimensional vector spaces, into contact with infinite-dimensional 
Hilbert spaces needed to give expression to optical frequency spectra.

Key words: Quantum cryptography, polarization entanglement, frequency 
spectrum.

15.1 Introduction

In physics, every now and then some big shift in theory happens (think 
Planck) or some big invention in devices changes the landscape. A striking 
feature is that a revolution on the blackboard of theory can leave lenses on the 
optics bench unchanged, and, similarly, a new light source need not change 
a theory. Blackboard and bench have a certain independence, as everybody 
knows. What is not so well known is that this independence is no flaw in the 
current practicalities, but is a feature of quantum mechanics.

Although quantum states nicely express interference effects, outcomes of 
experimental trials show no states directly; they indicate properties of prob-
ability distributions for outcomes. In a previous paper,1 it is proved categori-
cally that probability distributions leave open a choice of quantum states 
and operators and particles, resolvable only by a move beyond logic, which, 
inspired or not, can be characterized as a guess. In contrast to any hope for 
a seamless, unique blackboard description of devices on a laboratory bench, 
no matter what experimental trials are made, if a quantum model generates 
calculated probabilities that match given experimentally determined rela-
tive frequencies, there are other quantum models that match as well but that 
differ in their predictions for experiments not yet performed.

That means that quantum physics stands not only on “serious, careful 
experimentation and analysis,”2 but also on a third leg of irreducible impro-
visation and guesswork, needed to link the experimentation to the analysis. 
With the recognition of a logical gap between experiments and equations of 
quantum mechanics, come two areas of opportunity: (1) a chance to clarify 
such purely mathematical entities as probabilities, density operators, and 
partial traces—separated out from the choices and judgments necessary to 
apply them to describing experiments with devices, and (2) a certain freedom to 
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invent equations by which to model devices, stemming from the correspond-
ing freedom in interpreting how these equations connect to experiments.

Section 2 of this report exploits these opportunities to develop equations 
by which to model faint light and its detection in quantum key distribu-
tion (QKD). This story is a drama of negotiating between concepts of quantum 
decision theory, such as distinguishability, mostly worked out in the context of 
finite-dimensional vector spaces, and the concept of an infinite-dimensional 
Hilbert space needed to give expression to optical frequency spectra.

Section 3 steps back to offer a perspective, emerging from the study pre-
sented in Section 2, that makes probability distributions the central mathe-
matical objects of interest, pushing into a subsidiary role the various entropies 
and information measures that can be used to prove theorems about these 
distributions. Open questions are posed.

15.2 Frequency spectra of Light in Quantum Key Distribution

A collaboration of BBN Technologies, Boston University, and Harvard Uni-
versity is fielding several varieties of quantum key distribution (QKD) over 
a fiber-optic network. For each link of the QKD network, the system dis-
tributes a crypto-graphic key that the users, say Alice and Bob, share. The 
objective is to provide a high level of security for Alice and Bob against 
undetected eavesdropping attacks. Part of the work has been to choose equa-
tions by which to model QKD that uses the BB84 protocol3 with polarization- 
entangled light pulses.

Assuming, among other things, the imperfect distinguishability of certain 
light states from others, various simplified models of QKD suggest how some 
classes of eavesdropping attacks disturb the key in ways that Alice and Bob 
can detect. These models express the degree of ignorance of an eavesdropper 
in relation to eavesdropping-induced disturbances in detection probabilities 
for Alice and Bob.4 Taken from quantum decision theory, the measure of dis-
tinguishability of any two quantum states is their trace distance, and if trace 
distance increases, security drops.

Available polarization-entangled light pulses (produced by parametric 
down conversion) are entangled not only in polarization but also in frequency, 
and they act not as what are called “single-photon states” but include also 
“multi-photon components,” and hence involve a “mean photon number µ.” 
John Schlafer of BBN Technologies asked me how increasing µ contributes 
to errors in the key. The first step toward an answer was to choose a defini-
tion. For purposes of answering John’s question, I defined “photon number” 
and “mean photon number” mathematically, in terms of weighted integrals 
over products of creation operators.5 As a step toward an answer, I wanted to 
find out: how do the trace distances between QKD light states (which affect 
QKD error probabilities), depend on the mean photon number µ, and how is 
this dependence on µ modulated by the degree of frequency entanglement? 
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218 The Nature of Light: What Is a Photon?

To find this, I had to choose a QKD system model, starting by laying out 
what is assumed.

15.2.1	 Simplifying	Assumptions

To simplify the discussion, I make the (dubious) assumptions that

 1. The eavesdropper refrains from modifying Alice’s and Bob’s 
devices, for which kindness I call her Evangeline for “angelic Eve”.6

 2. Evangeline limits her attacks to one bit at a time (individual attacks).
 3. Memory effects in detectors (and all other devices) are negligible.

With these assumptions, I model each attempt to generate a single raw key 
bit as a trial (in contrast to joint attacks, for which the transmission of a string 
of raw bits would be modeled by a single trial).

15.2.2	 System	Description

Consider a source of polarization-entangled light pulses (Fig. 15.1) from which 
light propagates along single-mode fiber to Alice and to Bob, assuming that 
Alice controls the source of entangled light pulses, so that only the fiber from 
the source to Bob is open to eavesdropping. Alice and Bob each have four 
detectors. I ignore memory and dead time in detectors to view each detector 
as responding to each trial with a 0 (no detection) or a 1 (detection). The four 
detectors for Alice and the four for Bob are polarized at angles 1 through 4, 
corresponding to 45° increments, as shown in Fig. 15.2. Any combination of 
Alice’s detectors can fire, so there are sixteen possibilities for Alice’s com-
ponent of the measurement event. If one and only one of Alice’s detectors 
fires, we code her event component i by the corresponding polarization label 

Evangeline

Alice Bob

Basis II

Basis I 

Basis II

Basis I 45° Rotation 45° Rotation
Source of polarization-
entangled pulse pairs

Loss

a1, a2 b1, b2

Figure	15.1
Polarization-entangled QKD system subjected to eavesdropping attack.
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1, … , 4; otherwise we code her measurement event component by some inte-
ger greater than 4. The same holds for Bob’s event component j.

In analogy with the form of BB84 in which Alice transmits light to Bob 
(no entangled source),7,8 polarizations 1 and 3 are called “Basis I” and polar-
izations 2 and 4 are called “Basis II.” Following Ref. 7, I limit my analysis 
to the probabilities pertaining to sifted bits, assuming the following sifting 
rule: sift out trials except those for which exactly one of Alice’s detectors and 
exactly one of Bob’s detectors register a detection and the bases match.

15.2.3	 Form	of	Model

By definition, quantum modeling invokes equations expressing probabili-
ties of measurement events for trials, with the probabilities expressed by the 
trace rule applied to appropriate operators on a Hilbert space.9 For a Hilbert 
space H, let B(H) denote the set of bounded operators on H. A trial consists 
of “preparing a state” as expressed by some density operator r ∈ B(H) and 
“measuring a state” as expressed by some positive operator-valued measure 
(POVM) M; these can be interspersed by a temporal-evolution expressed by 
a unitary operator U. The probability of a measurement event X is then

 Pr(X) = Tr[U r U† M(X)]. (15.1)

For entangled-state BB84, I take the Hilbert space to be the tensor product 
space of three factors, each infinite-dimensional: HE ⊗ HB ⊗ HA, where HA is 
the Hilbert space for light detected by Alice, using a POVM MA. At each trial 
Evangeline prepares a probe state rE ∈ B(HE) and the entangled light source 
prepares a fixed entangled state rBA on HB ⊗ HA. The total prepared state is 
rE ⊗ rBA. The eavesdropping interaction by which Evangeline probes light 
propagating to Bob is modeled by UEB acting on HE ⊗ HB. There are three 
components of a measurement event, corresponding to a tensor product of 
three POVM’s, ME for Evangeline, MB for Bob, and MA for Alice.

For a trial in which Alice and Bob match in bases, Evangeline selects 
a POVM according to that basis.7 The joint probability distribution for 
measurement-event components for Alice, Bob, and Evangeline (which deter-
mines all that our modeling can say about individual eavesdropping attacks) 

1

2

4

3

Figure	15.2
Four polarizations used in BB84. Basis I: solid. Basis II: dashed.
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becomes, in the notation defined in Appendix A:
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k j i
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= Tr [ ( ) ( ) ( ) (I,II rEE BA EB
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U
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r

r

) ]

Tr { ( ) ( ) ( TrI,II

†

= [[ ( ) ]) }

Tr { ( ) ( ) (I,II

M i U

M k M j U

A BA EB

EB E B EB E

r

r

†

= ⊗⊗ sB EBi U( )) },†

 (15.2)

where the scaled reduced density operator sB(i) is defined by

 s rB A A BAi M i( ) [ ( ) ].=
def

Tr  (15.3)

By Bayes’ rule, the conditional probability, given that Alice obtains event 
component i, is

 

E B

k j

A

i
M k M j U e eEB E B EB B







〉 〈 ⊗= Tr { ( ) ( ) | |( 1 1 r (( )) †i UEB},  (15.4)

where a reduced density operator has been defined by

 rB(i) = rB(i)/TrB[rB(i)]. (15.5)

So far as detection by Bob and by Evangeline is concerned, models of this 
form display QKD system behavior exactly as if Alice simply transmitted a 
light state rB(i) to Bob with probability

 
A

i
iB B





= Tr [ ( )].s  (15.6)

As explained in Appendix A, to explore frequency effects on probabilities, 
the first step is to calculate the frequency dependence of the trace distances 
for states in distinct bases, for example Tr|rB(1) − rB(2)|. Before that, however, 
the modeler must specify rBA and the POVM MA in order to determine the 
reduced density operators rB(i).

15.2.4	 Formulating	Quantum	Optics	for	Fiber-Optic	QKD

To model any QKD system, we must specify the density operators and 
POVM’s. Appropriately for groundbreaking work, the modeling equations 
that originated QKD were simplified; they omitted the frequency spec-
trum of the key-carrying light (allowing one to say “photon” while pointing 
to vector in a two-dimensional vector space). But modeling that accounts 
for frequency spectra is needed, to expose vulnerabilities that occur if the 
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eavesdropper has finer frequency filters than do Alice and Bob.10,11 Frequency 
spectra involve infinite-dimensional Hilbert spaces, and in the context of 
these models photon refers to an infinite-dimensional vector or operator. To 
specify these operators, we follow an earlier framework5 to arrive at equa-
tions that express the frequency spectra of quantized light in single-mode 
optical fiber. (For a fuller description, see Ref. 10.)

Although called “single-mode,” each fiber propagates both vertical and 
horizontal polarizations. Let a1

†( )ω  denote the creation operator for vertically 
polarized light at angular frequency ω, propagating from the source toward 
Alice, and let a2

†( )ω  denote the creation operator for horizontally polarized 
light. Similarly introduce b1

†( )ω  and b2
†( )ω  for light from the source to Bob. 

For the quantization, adapt from Yuen and Shapiro12 the commutation rule

[ ( ), ( )] ( ), ( )†
,b b bj k j k jω ω δ δ ω ω ω′ ′= − along with || | and 0|00 0 1〉 〈 〈 〉= 0 = =bj

†( ) ,ω
 

  (15.7)

with the same equations holding when b’s are replaced by a’s; in addition, all 
a-operators commute with all b-operators. Polarization-entangled light, such 
as that demonstrating violations of Bell inequalities, can exhibit an interest-
ing invariance under SU(2) polarization transforms of both a-modes and b-
modes. For this chapter, I limit my attention to such light. The most general 
such state has the form:

 

| | | |2ψ ψBA n BA nn nn
C C〉 〉

∞ ∞∑ ∑= = 1;
= =0, ,

0
 (15.8)

and the normalized state vector |ψBA n, 〉 signifies n photons transmitted to 
Bob (and to Alice); it is built from an operator of form

 

f a b a b d d d d fn
n

n n n: def( ) (†
1 2 2 1 1 1 1− = ∫� … � … �ω ω ω ω ω ,, , , , , )

[ ( ) ( ) ( ) (

… � … �

�

ω ω ω

ω ω ω

n n

j j ja b a b

1

1 2 2 1

∫
× − ��ω j

j

n
)] .†

=1∏
 (15.9)

Then we have

 
| : |0ψBA n n

nn f a b a b,
†( ) ( ) ,〉 〉=N 1 2 2 1−  (15.10)

where the coefficient N(n) is needed to assure 〈ψn|ψn 〉 = 1. 
To express the coefficient N(n) and for other calculations to come, it is con-

venient to use the abbreviations:

 
� � � � �ωω ωωj j j n n nfor ( , ), for ( ,ω ω ω ω ω ω1 1, ..., , ..., )), ford d d d dn n n

� � �ωω ω ω ω ω1 1... ... .

  (15.11)
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The coefficient N(n) needed to assure unit norm is

 
N S S S( )n n d fn n n n k k= ! ( ) ( ) ( , , ) ( ,*2
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…ωω ωω ωω ω ω ω1 + ……
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−

=0

1 2

  
  (15.12)

where for Lk any list of k arguments, the operator S(Lk), important to spectra 
in the quantum context, is a symmetrizing operator over the k arguments in 
the list Lk; in particular S( )

�
ωωn  is to be understood as

S S( ) ( ) ( , , ) ( , , )

!

� � �
…

� �
…

�
ωω ωωn n n n n nf f
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�

…
�

…ω ω ω ωp p
p p

p p1
∈ ∈∑ ∑= 1

1 �� … �ω ωp p1, , ).n

  (15.13)

Remark: (1) Although S is not a quantum operator, it is a projection operator 
on a function space, so that, whatever arguments it averages over, S2 = S. For 
this reason, if f is a function with arguments operated on by S then S f is invari-
ant under the group of permutations over which S averages. In particular, S f 
is invariant under the swapping of any two of the arguments listed in S. (2) A 
transposition of 

�
ω j and 

�
ωk followed by a transposition of ωj and ωk is a trans-

position of �ω j and �ωk . Because the permutation group is generated by trans-
positions, S ( )

�
ω S(ω1, … ,ωk) f(

�
ω) is invariant under the action of S ( , , ).� … �ω ω1 k

With the abbreviated notation, I condense the right-hand side of Eq. 15.9  
to obtain the expression
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 (15.14)

To highlight the effect of frequency entanglement in the distinguishability of 
states, we choose a case in which TrB[sB(i)] = TrB[sB( j)]; then we can study the 
trace distance for the corresponding (unit-trace) reduced density operators 
rB(i) = sB(i)/TrB[sB(i)]. The essential effect can be seen in a simplified design 
for entangled-light production and detection, illustrated in Fig. 15.3; instead 
of using four detectors, Alice uses only two detectors, orthogonally polar-
ized, one oriented at an angle q to the vertical, the other oriented at s⊥ = q − 
p/2. Let aq (ω) = cos q a1 (ω) + sin q a2(ω). Ignoring dark counts, inefficiencies, 
misalignments, and loss between the source and Alice’s receiver, I model 
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detection by frequency-independent projections. Let P0(aq) be the projection 
that discards those terms that have no creation operators a†

q. Then a detector 
that responds to all number states of one or more photons polarized along 
q ⊥ is expressed by [1 − P0(aq⊥)]. I assume a rule for sifting bits that works for 
the general light states discussed here essentially as discussed by Slutsky 
et al.8: sifted bits are limited to those for which exactly one of Alice’s detec-
tors fires. When the detector for q⊥ fires while the detector for q does not, the 
scaled reduced state contains b-creation operators the other way around: it 
contains operators for q and none for q⊥. I name the detection operator for 
this situation by its effect on b-operators as M P a P aA( ) ( )] ( )q q q q, ⊥ ⊥=[1− 0 0 .

With this detection operator, we have

 s ) = q,q⊥ r = − q⊥ qB A A BA AM P a P a( Tr [ ( Tr ( 1 ( )] (0 0q ) ] [ )) |).|ψ ψBA BA〉 〈  (15.15)

From this follows10

s qB n n n n n nn n d d d, ( ! ( ) [ ( ) ( )) = ′∫def 2N S Sωω ωω ωω ωω ωω� � � ff f

b

n n n n n n n n

n

( , )][ ( ) ( ) ( , )]*

†

ωω ωω ωω ωω ωω ωω� � �S S ′ ′

× q (( )| | ( ).� �ωω ωωn B B
n

nb0 0〉 〈 ′q

  

(15.16)

15.3 trace Distances for Frequency-Dependent Light states

While on the one hand the originating equations for QKD were simplified, 
on the other hand they invoked concepts of quantum decision theory lit-
tle used in quantum optics. In quantum decision theory, the main job is to 
calculate what is learned about an unknown state r(i) from measuring that 
state, assuming the measurement is expressed by a positive operator-valued 
measure (POVM).13 While problems in this field are mostly challenging and 

b1, b2

Evangeline

Alice Bob
Loss

Vacuum modes
v1, v2

a1

a2

b1

b2

vj

Lj
Variable
 coupler

Figure	15.3
Simplified network.
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open, Helstrom and Holevo have shown how to express the least possible 
probability of error for a binary decision between density operators in terms 
of the trace distance between these.13 This gives trace distance a special 
importance, in contrast to various other measures of distance between oper-
ators, such as those constructed from fidelity. In particular, in QKD models, 
trace distances play a big part in answering John Schlafer’s question. This 
leads to rephrasing the question as: how do the trace distances relevant to 
QKD depend on the mean photon number µ, and how is that dependence 
modulated by the degree for frequency entanglement?

While trace distances critical to QKD are simple to calculate in finite-
dimensional models that omit frequency, here we calculate them by drawing 
on equations of quantum optics in a form that expresses frequency spectra 
of light propagating in optical fiber. In formulating quantum-mechanical 
equations for frequency-dependent light in fiber, there is the complication 
of dispersion, absent in vacuum, but also a simplification in that only a few 
spatial modes propagate along a fiber. A preliminary formulation of single-
photon and multi-photon, frequency-dependent light states propagating in 
fiber modes can be found in Ref. 5. When frequency enters, trace distances 
between density operators on infinite-dimensional Hilbert spaces involve 
convolution integrals.10

 

D( Trdefq r q r q) = 2) 2)=
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where
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which is independent of q.

example

We study an example in which
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For this case, κ f (n) defined by Eqs. 15.18 and 15.12 becomes
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with
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where, as before, 8n is the permutation group of order n. In this function a 
variety of convolution integrals appear, for example for n = 2, we have
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This function Ξg is discussed in detail in Ref. 5, in which Sect. 10 and Appendix 
C describe properties of Ξg and Appendix F lists MATLAB programs for it.

15.3.1	 examples	of	Frequency	Functions

We consider a family of functions gζ ω ω( ), �
 and show two limiting cases. For 

any real-valued functions φ(ω) and � �φ ω( )  and positive real parameters φ and 
�s, let
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where we define
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Regardless of the value of ζ ζ, | ( ; , )|2∫ =∞
∞
− dx dy F x y 1. Thus for any choice of 

center frequencies ω0 and �ω0, bandwidth parameters s and �s , and phase 
functions φ(ω) and � �φ ω( ), we get a family of gζ’s. For any such family, consider 
two limiting cases as follows.

Case I: no Frequency entanglement. For this case ζ = 0, and Eq. 15.24  
shows a product of a function of ω times a function of �ω, so there is no fre-
quency entanglement. For this case, as shown in Sect. 10 of Ref. 5, Ξg (n)/n! = 1 
so that κf (n) = 1/(n + 1). Then letting |Cn|2 be given by a Poisson distribution 
with mean photon number µ, one evaluates Eq. 15.17 for small µ to show

 
DI( ) | cos ( ).q q µ q µ= + + +sin | 1

3
1 12 2−( )





O  (15.25)
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Case II: extreme Frequency entanglement. In the limit as ζ → ∞, as shown 
in Ref. 5, Ξg(n)/n! → 1/n! and κf (n) = 2−n, in which case Eq. (15.17) evaluated for 
small µ shows

 
DII( ) | | cos ( ).q q µ q µ= + + +sin 1

4
1 12 2−( )





O  (15.26)

For q = p/4, Fig. 15.4 illustrates both cases over a larger range of µ.

15.4 Food for thought

The beachhead into the modeling of frequency-dependent light states reported 
above opens up many questions, some of which arise because the Hilbert 
spaces are infinite dimensional. Here are some irritants to further thought:

 1. In the analysis above, use has been made of reduced states. These 
uses of reduced states involve no postulate of state reductions; 
instead they follow from simple applications of Bayes’ rule to joint 
probabilities defined by the trace rule of quantum mechanics.1, 9

 2. Consider a Hilbert space H as in Sect. 15.2 that contains state vec-
tors defined by integrals ∫ dω f(ω)a†(ω)|0〉. The norm of a†(ω)|0〉 is 
infinite, so that a†(ω)|0〉 cannot be a vector of the Hilbert space H; 
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Figure	15.4
Dependence of trace distance D(p/4) on µ, showing effect of frequency entanglement for Case I, 
ζ = 0 (no frequency entanglement), and Case II, ζ → ∞ (extreme frequency entanglement).
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nonetheless it can be seen as a vector in a larger vector space V 
equipped with any of a variety of norms or perhaps no norm at 
all, with H ⊂ V. How the structure of V impacts on the modeling of 
light is an open question.

 3. For density operators r defined on a separable Hilbert space, the 
condition that Tr(r) = 1 by no means guarantees the existence of a 
finite von Neumann entropy S( ) lnr r r=def

Tr( )− . If transmitted sig-
nals are expressed by density operators of infinite von Neumann 
entropy, the effort to estimate information in terms of the Holevo 
bound14 fails by producing ∞ minus ∞; on the other hand error 
probabilities for distinguishing two density operators make use of 
trace distances which are still well-defined and finite.

 4. An infinite dimensional reduced density operator obtained by a 
partial trace on rBA defined in Eq. 15.10 cannot be a constant times 
the identity matrix, as it would be in some well-known cases of 
finite-dimensional entangled states; in particular, this reduced 
density operator still depends on the frequency spectrum of rBA.

 5. If g* (ω, ω′) = g(ω′, ω), then there is a 1-photon, linearly polarized 
state of the form

 
r ω ω ω ω ω ωg d d g a a= ′ , ′ 〉〈 ′∫ ( ) ( )| | ( ).† 0 0  (15.27)

  Only if g can be written as a product g1(ω)g*
1(ω′) is this a pure state. As 

the in-state to an interferometer, modeled linearly, any mixed-state rg 
exhibits the same second-order coherence as would a pure 1-photon lin-
early polarized state. Although the von Neumann entropy of any pure 
state is 0, depending on g, the von Neumann entropy of S(rg) can be any 
non-negative value; indeed g can be chosen to make S(rb) infinite.

 6. Quantum cryptography and quantum computing have brought 
concepts from information theory, notably measures of entropy and 
information, into quantum optics. Jaynes15 displays thermodynamic 
macrostates as classes of microstates, showing that entropy must be 
relative to variables viewed as under experimental control. Entropy is 
also relative to choices made in modeling. Another stimulus to clear 
thinking comes from Alfrèd Rényi16: “in proving limit theorems of 
probability theory by considering information, it is usually an advan-
tage that one can choose between different measures.” He guides us 
away from thinking of entropy as something physical or from asking 
whether one definition is better than another apart from its applica-
tion to elucidating probability distributions in a particular context.

 7. Gisin, Renner, and Wolf17 prove that “a quantum state between 
two parties is entangled if and only if the classical random vari-
ables resulting from optimal measurements provide some mutual 
classical information between the parties.” In this claim lies buried 
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an assumption of “unentangled detectors.” A light detector can 
involve a probe particle with which the light to be detected inter-
acts, and when two or more detectors are used jointly, their probe 
particles can be entangled, so that one can speak of entangled 
detectors.1 The correlations typical of entangled light registered by 
unentangled detectors can be produced also by entangled detec-
tors illuminated by unentangled light. For this reason we see that 
the correlations usually interpreted as experimental evidence of 
entangled light are a property of neither the light nor the detectors 
separately, but of their combination.

Within the confines of the mathematics of quantum-mechanical equations, 
there have been several occasions to use the word photon. In Ref. 5, I have 
said “n-photon state” to indicate a weighted integral of an n-fold product of 
creation operators acting on the vacuum. If one limits attention to operators 
a†

1 and a†
2, then the polarization-entangled state vector |ψBA,n〉 defined in Eq. 

15.10 could be called an n-photon state; however when both a† and b† opera-
tors are viewed, one would be more apt to speak of n bi-photons. The possi-
bilities for constructing light states in terms of integrals over polynomials in 
creation operators for various modes are far richer than the word photon can 
conveniently express. When we want precision, we had best skip the word 
and stick to the integrals.

We began by emphasizing the proven irreducible logical looseness in link-
ing state vectors and operators to the probability distributions by which 
quantum mechanics makes contact with experiments.1 Recognizing the cate-
gorical logical looseness of links between equations and experiments brings 
physicists opportunities for creativity, including formerly unsuspected free-
doms to invent models,18, 19 several of which have been exemplified above. 
Because of the same looseness, no quantum model can promise any “infal-
lible doctrine”20; instead I offer the optics models above, like early maps of 
the new world, to stimulate the design and interpretation of experimental 
endeavors. Collaborations are welcome.
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Appendix A Review of Quantum Decision theory

Let curved brackets around an upper and a lower list denote the joint prob-
ability that the random variables in the upper list take the values in the cor-
responding lower list. For x

a







≠ 0, denote the probability of y conditioned on 

x by

 
f

y

b

x

a

x y

a b

x

a




















=
def

.  (A.1)

For a more complete discussion, including illustrations of the power of this 
notation, see Ref. 21.

Suppose B (for Bob) measures light prepared by A (for Alice); we model the 
light as density operator r (i), and model the measurement with outcome j by 
the detection operator MB(j) of a positive operator-valued measure (POVM). 
Thus the conditional probability of B’s outcome j given that A prepares r (i) is

 

B

j
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i
M j iB









 = Tr[ ( ) ( )].r  (A.2)

This general quantum form sets up a decision problem,13 as follows. Assume 
an a-priori probability A

i



  for A preparing state r (i). It follows that
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= Tr[ ( ) ( )],s  (A.3)

where s (i) is what might be called a “scaled” density operator, defined by

 
s r( ) ( ).

def
i

A

i
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 (A.4)

Assume B makes a maximum-likelihood decision13 of what state A prepared 
on the basis of outcome j. According to Bayes’ rule, the posterior probability 
of r (i) is
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Given any outcome j, B decides on a value of i that maximizes this posterior 
probability. The probability (averaged over outcomes) that B makes a correct 
decision is then

 
pCorrect max maxB j i i

B
j

A
i

B
j

B A= =
j










∑ ∑ jj i







,  (A.6)

and the probability of B making an incorrect decision is

 pErrB = 1 − pCorrectB. (A.7)

Binary	Decisions

Now specialize to the case that A chooses between two states, so i ∈ {0, 1} and 
B’s decision is between these two values. (The possible outcomes j can still 
range over more than two values.) Recalling that

 (∀ x, y ≥ 0) min(x, y) = (x + y − |x − y|)/2, (A.8)

we find for the case of just two values for i
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which, with the usual rule relating joint to conditional probabilities, implies
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  (A.10)

To get an upper bound on pCorrectB (and hence a lower bound on pErrB), we 
notice that the construction in Ref. 14 works for operators that need not have 
unit trace. For any operator C, define |C| = | |C C C= † , taking the positive 
square root. Now let C be s(0) − s(1), which is self-adjoint. Assuming C is also 
compact,22 there is a unitary operator U and some (possibly infinite) real diag-
onal matrix D such that C = UDU†. Let D = D(+) − D(−), where D(+) and D(−) are 
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positive semi-definite. Let Q = UD(+) U† and S = UD(−) U†. Hence C = Q − S with 
Q and S semi-positive and simultaneously diagonalizable. By construction, 
D(+)D(−) = 0, so we have | | ( ) ( )C Q S U D U Q S= = = +− 2 2 † . It follows that
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In the case A A
0 1

0 1 1











+ = + =Tr[ ( ) ( )]s s , this implies the customary bound13

 
pErr Tr| ( ) ( )|.B ≥

1
2

1
2

0 1− −s s  (A.12)

Furthermore, MB(0) can be the projection onto the space spanned by eigen-
vectors of Q, and MB(1) can be the projection onto the space spanned by 
eigenvectors of S. Because these two projections are mutually orthogonal, 
we have for this choice of MB, |Tr[MB ( j)(Q − S)]| = Tr[MB ( j)(Q + S)], so (as 
discussed by Helstrom) this choice of MB achieves the optimum defined by 
the bound shown in Eq. A.12.

Equations A.12, A.2, A.6, and A.7 also imply for binary decisions the 
following:

Lemma: Given any two non-negative operators s(0) and s(1), all POVM’s MB 
satisfy

 
Tr[ ( ) ( )] {Tr[ ( ) ( )] Tr| ( ) (M j jB s s s s s≤ 1

2
0 1 0 1+ + − ))|}.

j∑  (A.13)

Note that for any self-adjoint matrix C

 
Tr| | | |,C jj

= λ∑  (A.14)

where {λj} is the set of the eigenvalues of C.

Appendix B trace Distance

To deal with trace distances in the infinite-dimensional spaces called for in 
modeling frequency dependence of quantum states, we need to venture into 
separable Hilbert spaces, that is, Hilbert spaces requiring a denumerably 
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infinite basis. Here I sketch the basics, most of which were worked out by 
von Neumann.23

Let B(H) denote the set of bounded operators on a separable Hilbert space 
H. I call A ∈ B(H) positive if (∀ |x〉 ∈ H) 〈x|A|x〉 ≥ 0 (this is what von Neumann 
calls definite). Let B+(H) ⊂ B(H) denote the subset of positive bounded opera-
tors. Let {ψn}∞n = 1 be any orthonormal basis of H. For a (finite-dimensional) 
square matrix, the trace is just the sum of the diagonal elements. We need 
traces of operators on infinite dimensional spaces; fortunately, however, all 
that we require is the special case dealt with in Chap. II, Sect. 11 of von Neu-
mann’s book,23 namely traces of bounded operators on a separable Hilbert 
space of the form A = BC, where B, C ∈ B+(H). (Of course one of these can be 
the identity operator.) Von Neumann shows how for operators BC one essen-
tially gets away with thinking of the operators as limiting cases of a sequence 
of operators with finite-dimensional ranges (Dunford and Schwartz,24 p. 515, 
proposition 32). If A is of this form, its trace is defined by

 
Tr( ) | |defA An n

n
=

=
〈 〉

∞∑ ψ ψ .
1  (B.1)

The value of Tr(A), whether finite or infinite, is independent of the choice of 
basis,23 and

 Tr(AB) = Tr(BA). (B.2)

For any bounded operator A, define | |A A A= † ; this |A| is positive. For any 
A, B ∈ B(H) define the trace distance between them by

 
D A B A B( , ) Tr| |.def=

1
2

−  (B.3)

Lemma: For A, A1, A2, U ∈ B(H) and U unitary, U A AU U A AU† † † †=  
which implies

 Tr|A| = Tr|UAU†|, (B.4)

 Tr|A1 − A2| = Tr|UA1U† − UA2U†|. (B.5)

Lemma: For A, B ∈ B+(H),

 Tr(BA) ≥ 0. (B.6)

PRooF:  Tr(BA) = Tr(B†1/2 AB1/2) ≥ 0. 

Lemma: For A, B ∈ B+(H),

 Tr(AB) ≤ Tr|AB|. (B.7)
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PRooF:  Although not all bounded operators on an infinite dimensional Hil-
bert space have a polar decomposition, there is some partial isometry U such 
that AB = U|AB| = U|AB|1/2|AB|1/2 (Dunford and Schwartz,24 p. 935). From 
the Cauchy-Schwarz inequality we then have

Tr( ) Tr( | | | | ) Tr(| | |/ / /AB U AB AB AB U U AB= 1 2 1 2 1 2≤ † || )Tr(| | | | )

Tr( | |)Tr| |

/ / /1 2 1 2 1 2AB AB

U U AB AB= † ≤ TTr| |.AB
 (B.8)

Because U is a partial isometry, U†Uis a projection (Dunford and Schwartz,24 
p. 1248), which with Eq. B.8 implies the lemma.  

Lemma: For A, B ∈ B+ (H),

 AB + BA = 0 ⇒ Tr|A − B| = Tr(A + B). (B.9)

PRooF:

AB BA A B A AB BA B A AB BA+ = = + = + +0 2 2 2⇒ Tr| | Tr Tr
def

− − − ++

= + = +

B

A B A B

2

Tr| | Tr( ).   

Lemma: For s E ∈ B+(HE) and sB (i) ∈ B+(HB),

 TrEB|sE ⊗ sB(i) − sE ⊗ sB( j)| = TrE (sE)TrB|sB(i) − sB( j)|. (B.10)

B.1	 Fidelity	of	Order	n

In the case Tr(A) = Tr(B), bounds for the trace distance D(A,B) in terms of 
measures of fidelity are known.14 I extend the definition to speak of fidelity of 
order n, analogous to Rényi entropy of various orders, by

 
F A B A B An

n n n n( , ) Tr[( ) ].
def / / / /= 4 2 4 1  (B.11)

What is usually called fidelity is F2; however good use has been made1 of 
F1(A, B) = Tr(A1/4 B1/2 A1/4) = Tr(A1/2 B1/2). From lemma (B7) it follows that

 
F A B A B B A A BA1

1 2 1 2 1 2 1 2 1 2 1( , ) Tr( ) Tr| | Tr/ / / / /= =≤ // ( , ).2
2( ) = F A B  (B.12)

Remark: It would be nice to find out the circumstances under which this 
generalizes to n ≤ µ ⇒ Fn (A, B) ≤ Fµ (A, B).

Remark: Quantum decision theory employs trace distance not only for oper-
ators of unit trace, but for positive operators generally. It is trivial to extend 
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the definition of fidelity by removing the requirement of unit trace for A and 
B; however, if this is done, fidelity of any order has an invariance under scale 
changes: for s real and positive and A, B ∈ B+(H),

 Fn (A, B) = Fn (sA, s−1B), (B.13)

with the implication that Fn (sA, s−1A) = Tr|A|, independent of s. In contrast, trace 
distance has no such invariance; rather we have D sA s A s s A( , ) ( ) Tr| |.− −−1 1

2
1 2=  

Because of its invariance under this scale transformation, fidelity is of doubt-
ful value in constructing distance measures over scaled density operators.
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16
Photon–The Minimum Dose 
of Electromagnetic Radiation

Tuomo Suntola
Suntola Consulting Ltd., Tampere University of Technology, Finland

A radio engineer can hardly think about smaller amount of electromagnetic 
radiation than given by a single oscillation cycle of a unit charge in a dipole. 
When solved from Maxwell’s equations for a dipole of one wavelength, the 
energy of the emitted radiation cycle obtains the form Eλ = 2/3 hf, where the 
Planck constant h can be expressed in terms of the unit charge, e, the vacuum 
permeability, µ0, the velocity of light, c, and a numerical factor as h = 1.1049⋅2π3 

e2 µ0c = 6.62607⋅10−34 [kgm2/s]. A point emitter like an atom can be regarded 
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238 The Nature of Light: What Is a Photon?

as a dipole in the fourth dimension. The length of such dipole is measured in 
the direction of the line element cdt, which in one oscillation cycle means the 
length of one wavelength. For a dipole in the fourth dimension, three space 
directions are in the normal plane which eliminates the factor 2/3 from the 
energy expression thus leading to Planck’s equation Eλ = hf for the radia-
tion emitted by a single electron transition in an atom. The expression of 
the Planck constant obtained from Maxwell’s equations leads to a purely 
numerical expression of the fine structure constant α = 1/(1.1049⋅4π 3 ) ≈ 1/137 
and shows that the Planck constant is directly proportional to the velocity of 
light. When applied to Balmer’s formula, the linkage of the Planck constant 
to the velocity of light shows that the frequency of an atomic oscillator is 
directly proportional to the velocity of light. This implies that the velocity of 
light is observed as constant in local measurements. Such an interpretation 
makes it possible to convert relativistic spacetime with variable time coordi-
nates into space with variable clock frequencies in universal time, and thus 
include relativistic phenomena in the framework of quantum mechanics.

16.1 Introduction

We are used to thinking that the emission of electromagnetic radiation 
described by Planck’s equation is different from the emission of radiation 
from a dipole according to Maxwell’s equations. Based on observations on 
black body radiation, the emission of electromagnetic radiation from a heated 
body, Max Planck in about 1900 concluded that the dose of electromagnetic 
radiation, a quantum, that can be emitted grows in a direct proportion to its 
frequency, expressed as E = hf. In this chapter, we will find out that emission 
of electromagnetic radiation from an electric dipole has basically the same 
property—once we solve for the energy of one cycle of radiation.

In explaining Philipp von Lenard’s experiments on the photoelectric effect, 
Albert Einstein in 1905 applied an opposite aspect of Planck’s postulate. To 
have electrons emitted from a solid surface, the energy quantum of incom-
ing radiation shall exceed the work function needed in releasing an elec-
tron. Einstein’s explanation was verified by the successful determination of 
Planck’s constant from the photoelectric effect.

The works of Planck and Einstein inspired Niels Bohr to combine particle 
and wave properties of an electron in his model for hydrogen atom. In Bohr’s 
model, discrete stationary energy states are characterized by standing waves 
with momentum equal to the momentum of electrons orbiting the nucleus in 
a classical Coulomb field.

Planck’s postulate and the explanation of the photoelectric effect using the 
concept of the quantum led towards a dualistic view of electromagnetic radi-
ation as a wavelike form of energy described in terms of Maxwell’s equations 
and also as a flow of particles like quanta. Such dualistic view was strength-
ened through the analysis of Compton scattering of radiation based on the 
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works of Arthur H. Compton and Peter Debye in the early 1920’s. An impor-
tant aspect was the momentum of a quantum which, as a zero rest mass par-
ticle in the framework of special relativity, could be identified as equal to the 
momentum of electromagnetic radiation according to Maxwell’s equations, 
i.e. E = c|p|. A complementary view of the dualism between particles and 
waves was established through the work of Louis de Broglie who general-
ized the concept of the wavelength equivalence, the de Broglie wavelength 
λdB = h/|p|, of mass particles with momentum p in space, an idea implicitly 
included in the Bohr hydrogen atom about ten years earlier. Schrödinger’s 
equation completed the framework of quantum mechanics in the late 1920’s.

Key conclusions leading to quantum mechanics have been drawn from 
phenomena related to atoms and small particles. Emission of electromag-
netic radiation from atoms as small point sources could not be quantitatively 
explained in the framework of Maxwell’s equations. When an atomic source 
is described as an electric dipole emitting electromagnetic radiation, the dis-
placement of the charge resulting in electric dipole momentum is considered 
as being of the order of atomic size, about 10−10 m, which is orders of magni-
tudes smaller than the wavelengths of radiation emitted. The situation, how-
ever, is radically changed if we consider a point source a dipole in the fourth 
dimension, in the direction of line element cdt, which in one oscillation cycle 
means the displacement of one wavelength—regardless of the emission fre-
quency from the source.

When solved from Maxwell’s equations, the energy of one cycle of elec-
tromagnetic radiation emitted from a dipole in the fourth dimension due 
to a single transition of a unit charge obtains the form of Planck’s equation 
E = hf. Such a result gives the quantum a clear meaning as the energy of one 
cycle of electromagnetic radiation generated by a single electron transition 
in a point source.

Interpretation of a point source as a dipole in the fourth dimension suggests 
a fourth dimension of metric nature. Displacement of a point source by one 
wavelength in a cycle requires motion of space at velocity c in the metric fourth  
dimension. Such an interpretation is consistent with spherically closed space 
expanding in a zero energy balance of motion and gravitation in the direction 
of the 4-radius. A consequence of the conservation of the zero energy balance 
in interactions in space is that all velocities in space become related to the 
velocity of space in the fourth dimension, and all gravitational states in space 
become related to the gravitational state of spherically closed space.

16.2 Oscillating Electromagnetic Dipole

16.2.1	 Electric	Dipole	in	3-Dimensional	Space;	the	Standard	Solution

Moving electric charges result in electromagnetic radiation through the 
buildup of changing electric and magnetic fields as described by Maxwell’s 
equations. The electric and magnetic fields produced by an oscillating 
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electric dipole at distance r (r/z0 > 2z0/λ) can be expressed as
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where θ is the angle between the dipole and the distance vectors and

 
Π0 0= Nez  (16.3)

is the peak value of the dipole momentum, where N is the number of unit 
charges, e, oscillating in a dipole of effective length z0. Both field vectors, �
ε and 

�
B and are perpendicular to the distance vector r. The Poynting vec-

tor, showing the direction of the energy flow, has the direction off r̂ (see 
Figure 16.1).

The energy density of radiation can be expressed as
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where E0 has been expressed in terms of µ 0 as E0 = 1/ µ 0c2. The average energy 
density of radiation is
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The average power radiating through a sphere with radius r around the radi-
ating dipole is
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FigurE	16.1
An electric dipole in the direction of the z-axis results in maximum radiation density in the 
normal plane of the dipole, θ = π/2.

θ ϕ
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By substituting equation 16.3 for Π0 in equation 16.6, the energy flow in one 
cycle can be expressed as
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(16.7)

In equation 16.7 the angular frequency ω has been converted to frequency  
f = ω /2π, and the length of the dipole z0 has been related to the wavelength 
λ = c/f.

Equation 16.7 means that the energy emitted by an electric dipole in a  
cycle is directly proportional to the frequency emitted. The factor 2/3 in 
equation 16.7 is the ratio of the average power emitted to all space directions 
to the maximum power emitted in the normal plane of the dipole. The factor 
2π3e2µ0c, has the dimensions of momentum-length, like Planck’s constant h, 
and has the numerical value of 2π3e2µ0c0

 is 5.997⋅10–34 = h/1.1049 [kgm2/s].

16.2.2	 Point	Source	as	an	Electric	Dipole	in	the	Fourth	Dimension

In one cycle of emission, a point source at rest in space moves a distance

 
z cdt

c
f4 = = = λ

 

(16.8)

in the fourth dimension characterized by line element i cdt in an imaginary 
direction perpendicular to space directions. Accordingly, emission to any 
space direction from a dipole in the fourth dimension appears like emission 
in the normal plane; the angle θ in equations 16.1 and 16.2 is constrained to 
the value π/2 for electric and magnetic fields in any space direction. This 
means that in the integrated energy of radiation of one cycle in equation 16.7, 
the factor 2/3 in the power density distribution is replaced by 1.

A quantum emitter, a hypothetical ideal dipole in the fourth dimension 
(z0 = z4 = λ), in which a single oscillation cycle of a unit charge (N = 1) results 
in the emission of one energy quantum in one cycle of radiation E0λ = hf, can 
be expressed as

 

E e c f f
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(16.9)

The numerical values e, µ0, h, and c equation 16.9 are based on CODATA 
1998 recommended values. The constant χλ obtains the numerical value

 χλ ≈ 1.104905316  (16.10)

χλ combines the effects of the local geometry of space on the local velocity 
of light and a possible geometrical factor related to a dipole in the fourth 
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dimension. Applying equation 16.9, Planck’s constant can be expressed as

 h e c= 2 3 2
0π χ µλ  (16.11)

which expresses Planck’s constant in terms of the dimensionless constant χλ  
the unit charge e, the vacuum permeability µo, and the velocity of light c. For 
a unified expression of energies we rewrite equation 16.9 as
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(16.12)

where h0 is defined as the intrinsic Planck’s constant with dimensions of 
[kgm] instead of [kgm2/s] of the traditionally defined Planck’s constant
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and m0λ is the mass equivalence of a quantum of radiation
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Applying the intrinsic Planck’s constant, the momentum of a quantum of 
radiation with wavelength λ can be expressed as
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h
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(16.15)

Equation 16.14 relates the wavelength to the mass equivalence of a quan-
tum of radiation
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As shown by equations 16.12 to 16.16, the intrinsic Planck’s constant is 
related to the wavelength of radiation rather than to the momentum of radia-
tion, which is how the traditional Planck’s constant is related.

16.2.3	 The	Fine	Structure	Constant

Application of the intrinsic Planck’s constant h0 to the traditional definition 
of the fine structure constant α gives the expression of the fine structure 
constant in the form
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which shows that the fine structure constant is not a function of the velocity 
of light. By applying equation 16.13 in equation 16.17, the fine structure con-
stant obtains the form
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7 297352533 10� �.

11
137  

(16.18)

which shows α as a purely mathematical, dimensionless constant without 
connections to any physical constants.

16.2.4	 unified	Expression	of	Electromagnetic	Energy

Equation 16.12 shows the energy of a cycle of electromagnetic radiation  
emitted by a single transition of a unit charge in a point source. The energy 
of a cycle of radiation emitted by a transition of N unit charges is
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h
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(16.19)

where mλ is the mass equivalence of the a cycle of radiation. By applying 
the vacuum permeability µ0 or the fine structure constant α, the Coulomb 
energy can be expressed as
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where
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has the dimension of mass [kg] and is referred to as the mass equivalence 
of an electromagnetic energy object. As illustrated by equations 16.19 and  
16.20, electromagnetic energy both as radiation and as Coulomb energy 
obtains a form identical to the expression of rest energy of a mass object.

16.2.5	 Energy	States	of	Hydrogen-Like	Atoms

Due to the fundamental nature of the fine structure constant, it is illustrative 
to express the energy states of atoms in terms of the fine structure constant 
rather than in terms of Rydberg’s constant R. The standard non-relativistic 
solution of energy states of electrons in a hydrogen-like atom is solved from 
Schrödinger’s equation as
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where me is the mass of an electron, e is the unit charge of the electron, Z is 
the number of protons in the atom, and n is a positive integer. By applying 
the fine structure constant defined in equation 16.17, equation 16.22 can be 
expressed in the form

 
E

Z
n

m cz n e, =





α2 2
2

2  
(16.23)

where me is the rest mass electron (corrected with the effect of the nucleus 
mass MN [1/(1 + me/MN)]), and α is the fine structure constant defined in 
equation 16.17. The expression given in equation 16.23 is of special impor-
tance when drawing conclusions from the effects of the novel interpretation 
of a quantum on the rest energy of an electron and the energy states and 
characteristic emission frequencies of atoms.

The successful interpretation of a point source as a dipole in the fourth 
dimension suggests the interpretation of space as three dimensional envi-
ronment moving at velocity c in a fourth dimension with metric nature. 
In such an interpretation the rest energy of mass appears as the energy of 
motion mass possesses due to the motion of space. Conservation of total 
energy in space means that all velocities in space become related to the veloc-
ity of space in the fourth dimension. As a further consequence, the local rest 
energy of mass appears a function of local motion and gravitation, which in 
equation 16.23 means that the energy states and the characteristic emission 
frequencies of atoms become functions of the local motion and gravitation. 
In fact, the effect of motion and gravitation on locally “available” rest energy 
converts Einsteinian spacetime with proper time and distance to dynamic 
space in absolute time and distance [1,2].

16.3 Space as Spherically Closed Surface of a 4-Sphere

16.3.1	 Momentum	of	Mass	Due	to	the	Motion	of	Space	
in	the	Fourth	Dimension

A fourth dimension of metric nature makes it possible to describe three-
dimensional space as a closed “surface” of a 4-sphere expanding at velocity 
c in a zero-energy balance with the gravitation of the structure in the direc-
tion of the 4-radius as described in the Dynamic Universe approach [1,2]. In 
such a concept, mass has the meaning of the substance for the expression of 
energy rather than a form of energy. Mass at rest in space has momentum 
p4 = mc4 due to the motion of space in the fourth dimension, and like for radi-
ation propagating at velocity c = c4 in space, the energy of motion becomes 
equal to E = c|p4| (see Figure 16.2).

The expansion velocity c4 of space in the direction of the R4 is determined 
by a zero energy balance between the energies of motion and gravitation of 
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the 4-sphere
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where G is the gravitational constant, c4 the velocity in the direction of the 
radius R4 of the 4-sphere, and M” = Ig⋅MΣ the mass equivalence of the total 
mass MΣ in space. The factor Ig = 0.776 comes from the integration of the 
gravitational energy of a 4-sphere. Conservation of energy in interactions in 
space requires that the maximum velocity obtainable in space is equal to the 
expansion velocity c4, which means that c0 = c4 is the velocity of light in hypo-
thetical homogeneous space. The velocity of light is not an independent physical 
constant but bound to the velocity of space in the direction of the 4-radius.

16.3.2	 The	Effect	of	Local	gravitation	and	Motion	
on	the	rest	Energy	of	an	Object

In the Dynamic Universe approach, the energy of mass due to the momen-
tum in the direction of the 4-radius of space is E0 = c0|p4|, which is the rest 
energy of mass at rest in hypothetical homogeneous space, the primary 
energy of mass in space. Conservation of the primary energy in interactions 
in space means that an increase of momentum in space is associated with a 
reduction of the momentum the mass object possesses in the fourth dimen-
sion. In a detailed analysis [1,2,5] the rest energy of mass object m in space 
can expressed as

 E = c0mc (16.25)

FigurE	16.2
Space as a spherically closed structure. The barycenter of the structure is in the center of the 
4-sphere. Integrated gravitational energy of mass m in spherically closed space can be expressed with 
the aid of the mass equivalence M”= 0.776 -MΣ of space, where MΣ is the total mass in space.

Σ ρπ

Σ

( ) = −

( ) = =
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where c0 is the velocity of light in hypothetical homogeneous space equal to 
the velocity of the expansion of space in the 4-radius of the structure, c is the 
local velocity of light which is reduced due to tilting of space close to local 
mass centers. Taking into account the system of n cascaded gravitational 
frames in space the local velocity of light can be expressed as

 
c c i
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= -
=
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(16.26)

Mass m in equation 16.25 is the rest mass “vailable” in the n:th local 
energy frame
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where m0 is the rest mass of the object at rest in hypothetical homogeneous 
space. Velocity βn-1(= vn-1/cn-1) means the velocity on the n:th frame (as an 
energy object) in the (n – 1):the frame and δi is the gravitational factor of the 
object in the i:th frame
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16.3.3	 Characteristic	Emission	and	Absorption	Frequencies	
and	Wavelengths	of	Atoms

Application of equations 16.25, 16.26, and 16.27 in equation 16.23 allows 
the expression of the Balmer’s formula for characteristic frequencies to be 
expressed as
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(16.29)

where f0(n1,n2) is the frequency of the transition for an atom at rest in hypo-
thetical homogeneous space
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As shown by the second form of equation 16.29, the characteristic fre-
quency is directly proportional to the local velocity of light, which means  
the velocity of light is observed as constant in local measurements with an 
atomic clock. The velocity of the expansion of space, c0 = c4, is a function of the 
time from singularity. Accordingly, the velocity of light and the frequency of 
atomic oscillators slow down equally with the expansion of space.
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Balmer’s formula for characteristic wavelengths obtains the form
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(16.31)

which shows that unlike the characteristic frequencies, the characteristic wave-
lengths of atoms are not a function of the velocity of light. By applying the Bohr 
radius a0(0), the characteristic wavelength of atoms can be expressed as
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(16.32)

which shows that the wavelength emitted is directly proportional to the 
Bohr radius of the atom. Equation 16.32 is just another form of Balmer’s 
formula, which does not require any assumptions tied to the nature of the 
fourth dimension or the motion of space. Equation 16.32 also means that, 
like the dimensions of an atom, the characteristic emission and absorption 
wavelengths of an atom are unchanged in the course of the expansion of 
space.

When applied in a single frame equation 16.29 can be expressed as
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which for the first order of β2 and δ is the same as the corresponding equa-
tion derived in the general relativity theory for an oscillator moving in a 
gravitational frame
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In a constant gravitational potential characterized by gravitational factor 
δA, equation 16.33 obtains the form

 f f fA Aβ δδ β β= - - = -0 0
2

0
21 1 1, ,( )  (16.35)

which shows the effect of motion on the frequency. Equation 16.35 is for-
mally identical to the corresponding result of special relativity. However,  
instead of relying on the concept of proper time and a velocity relative to 
an observer, equation 16.35 relies on the on the effect of the velocity on the 
characteristic frequency through the effect of a reduced rest energy of elec-
trons in equation 16.29. The velocity in equation 16.35 means velocity relative 
to the state of rest in the local energy system where the velocity has been 
obtained; in an accelerator it means the state of a non-accelerated object.
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16.3.4	 gravitational	Shift	of	Electromagnetic	radiation

As shown by equations 16.29, 16.33, and 16.35 the frequencies of atomic  
oscillators are functions of the gravitational potential. As shown by equation 
16.31 the wavelength of the radiation emitted by an atomic oscillator at dif-
ferent gravitational potentials is unchanged because of the equal changes in 
the frequency and the velocity of light.

The frequency of electromagnetic radiation passing from one gravitational 
potential to another, the number of cycles (or quanta) transmitted in a time 
interval is not subject to a change during the transmission. The wavelength 
of radiation sent from a different gravitational potential, however, is changed 
due to the difference in the velocity of light in different gravitational poten-
tials (see Figure 16.3).

16.3.5	 The	Doppler	Effect	of	Electromagnetic	radiation

Equation 16.30 allows the derivation of the Doppler effect of electromagnetic 
radiation by combining the effect of motion on the frequency and wavelength 
in equations 16.26 and 16.28 with a classical wave mechanical procedure. In 
a general form, the frequency transmitted from an oscillator A (δA,βA) to a 
receiver (reference oscillator) B(δA,βA) is expressed as
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FigurE	16.3
The velocity of light is lower close to a mass center, cB < cA, which results in a decrease of 
the wavelength of electromagnetic radiation transmitted from A to B. Accordingly, the signal 
received at B is blueshifted relative to the reference wavelength observed in radiation emitted 
by a similar transmitter in the δB-state. The frequency of the radiation, the number of quanta 
in a time interval, is unchanged.

λ λ

−δλ
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where βiA(r) is the component of the velocity of A in the direction of the dis-
tance vector rAi, and βjB(r) is the component of the velocity of B in the direction 
of the distance vector rAi,Bj in the i:th and j:th frame, respectively.

Conclusions

The solution given by Maxwell’s equations for the energy of a single oscilla-
tion cycle of a unit charge in a dipole in the fourth dimension gives a natural 
interpretation to the nature of a quantum as the minimum dose of electro-
magnetic radiation. The interpretation of a point source as a dipole in the 
fourth dimension becomes obvious if we give the fourth dimension a met-
ric meaning instead of considering it a time-like dimension of the Einstei-
nian spacetime. A fourth dimension of a metric nature makes it possible to 
describe three-dimensional space as a closed “surface” of a 4-sphere expand-
ing at velocity c in a zero-energy balance with the gravitation of the structure 
in the direction of the 4-radius [1,2].

Spherically closed dynamic space converts Einsteinian spacetime in dynamic 
coordinates to dynamic space in absolute coordinates. The dynamic perspec-
tive to space became quite natural since the observations of Edwin Hubble 
which were not available in early 1900’s when the spacetime concept was 
created. Also, many contemporary questions related to atomic clocks and 
GPS satellites are easier to tackle and understand on the basis of the dynamic 
approach studied in detail in the Dynamic Universe theory.

The Dynamic Universe theory actually introduces a paradigm shift com-
parable to that of Copernicus when he removed the center of universe from 
Earth to the Sun. In the present perspective, the universe is revealed to 
be a four dimensional entity which orders space to appear as the surface 
of a four dimensional sphere. This sphere, the three-dimensional space, is 
not held static by the famous cosmological constant, but it is expanding 
because of an overall zero energy balance between motion and gravita-
tion. Conservation of the total energy in space also links local motion and 
gravitation to the rest energy of objects allowing the build-up of localized 
energy structures and material objects. The same pattern makes the ticking 
frequency of atomic clocks a function of the gravitational state and motion 
of the clock.

In addition to the nature of quantum as the minimum dose of electromag-
netic radiation, Mach’s principle, the nature of inertia, and the rest energy 
of matter, this comprehensive framework gives precise predictions to recent 
observations on the redshift and magnitude of distant supernova explosions 
without a need to postulate dark energy or accelerating expansion of space. 
It also explains the Euclidean appearance of distant space and the apparent 
discrepancy between the ages of oldest stars obtained by radioactive dating 
and the age of expanding space, which has remained a mystery.
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Abstract

At	its	foundations,	Maxwell’s	theory	of	electrodynamics,	like	thermodynam-
ics,	is	a	topological	theory	independent	from	geometric	constraints	of	metric,	
scales,	or	gauge	symmetries.	One	of	the	most	interesting	features	of	electro-
magnetism	is	its	relationship	to	the	transport	of	momentum	and	energy	by	
means	of	photons.	This	article	utilizes	a	topological	perspective	to	discuss	
the	 features	and	concepts	associated	with	photon,	 including	spin,	helicity	
and	chirality.

Key words:	photon,	topological	torsion,	topological	spin,	polarization,	helic-
ity,	propagating	topological	singularities.

17.1 topological Perspective

At	its	foundations,	Maxwell’s	electrodynamics	is	a	topological	theory	inde-
pendent	 from	 the	 geometric	 constraints	 of	 metric	 scales	 or	 gauge	 sym-
metries.	The	 fundamental	partial	differential	equations	were	shown	 to	be	
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metric	free	by	Van	Dantzig14	in	the	1930’s.	In	the	first	half	of	the	20th	century	
the	dogma	of	quantum	mechanics	combined	with	relativity,	led	to	the	idea	
that	electromagnetic	radiation	was	composed	of	quanta	or	photons	carrying	
integer	spin	(angular	momentum),	L	=	n�,	energy	E	=	n�ω	momentum,	p	=	
n�/λ.	In	1932	Fock3	demonstrated	that	the	singular	solutions	to	the	Maxwell	
PDE’s	 satisfied	 the	 eikonal	 equation,	 and	 gave	 formal	 realization	 of	 what	
constituted	an	electromagnetic	signal	(a	definition	well	beyond	the	Einstein	
conjecture	that	“needle”	radiation	would	follow	geodesic	paths).

The	zero	sets	of	the	eikonal	solutions	represent	propagating	discontinui-
ties	(a	topological	defect	formed	by	limit	sets)	in	the	field	strengths.	The	finite	
propagation	speeds	were	4	fold	degenerate	(equal	to	C)	in	spaces	constrained	
by	the	geometric	symmetries	of	the	Lorentz	constitutive	equations.	In	gen-
eral,	the	propagation	speeds	of	the	singular	solutions	admit	different	speeds	
for	 different	 polarizations	 and	 for	 different	 directions	 of	 propagation;	 i.e.,	
the	4	fold	geometric	degeneracy	can	be	broken	and	the	speed	of	light	need	
not	be	the	same	in	the	outbound	and	inbound	directions,	say,	in	a	rotating	
expanding	plasma.9	Equivalence	classes	of	 inertial	 frames	of	reference	can	
be	defined	such	that	each	observer	in	the	equivalence	class	would	agree	that	
an	electromagnetic	signal	was	a	propagating	singularity.	Fock	demonstrated	
that	the	only	linear	transformations	that	preserved	the	signal	discontinuity	
were	the	Lorentz	transformations.	It	is	this	invariance	of	the	field	disconti-
nuity	that	gives	physical	stature	to	the	equivalence	class	of	reference	frames	
constructed	with	Lorentz	 transformations.	However,	 it	 is	now	known,	but	
not	widely	utilized	in	engineering	practice,	that	the	extended	(conformal	or	
Poincare)	Lorentz	 transformations	also	preserve	 the	concept	of	signal	dis-
continuity.	Moreover,	the	eikonal	solutions	can	be	identified	with	isotropic	
null	vectors,	defined	by	Cartan	as	spinors,	which	are	not	necessarily	single	
valued	with	respect	to	extended	Lorentz	transformations.

The	 topological	 theory	 of	 classical	 electromagnetism	 is	 constructed	 in	
terms	of	two	exterior	differential	systems,	which	have	a	correspondence	with	
thermodynamics	in	that	the	first	exterior	differential	system	deals	with	ther-
modynamic	intensities,	and	the	second	exterior	differential	system	deals	with	
thermodynamic	quantities	(or	differential	densities).	The	two	exterior	differ-
ential	systems,	F	−	dA	=	0,	and	J	−	dG	=	0,	act	as	topological	constraints	on	the	
variety	of	independent	variables,	say	{x,	y,	z,	t}.	These	two	fundamental	con-
straints	lead	algebraically	to	two	other	independent	topological	concepts	of	
topological	torsion,	A ˆ	F,	and	topological	spin,	A ˆ	G,	both	of	which	are	explic-
itly	dependent	upon	the	concept	of	potentials,	{A,	φ}.	The	exterior	derivative	
of	these	3-forms	creates	the	two	familiar	Poincare	deformation	invariants	as	
topological	limit	sets	of	an	electromagnetic	system,	valid	in	the	vacuum	or	
plasma	 state.	 Non-zero	 values	 of	 the	 Poincare	 invariants	 are	 the	 source	 of	
topological	change	and	irreversible	phenomena	in	non-equilibrium	thermo-
dynamics.	When	the	Poincare	invariants	vanish,	the	closed	integrals	of	A	ˆ	F	
and	A	ˆ	G	exhibit	topological	invariant	properties	similar	to	the	“quantized”	
chiral	and	spin	properties	of	a	photon.	The	“quantization”	result	 is	a	topo-
logical	result	(independent	from	any	microscopic	or	macroscopic	constraint)	

44249_C017.indd   252 6/24/08   12:06:36 PM



Propagating Topological Singularities: Photons 253

related	 to	 the	 integers,	 and	 similar	 to	 the	 obvious	 fact	 that	 the	 number	 of	
holes	in	a	surface	is	always	an	integer;	1.439	holes	does	not	make	sense.	In	
the	opinion	of	the	author,	the	new	3-forms	and	their	dynamics	(which	van-
ish	in	equilibrium	electrodynamic	systems)	will	lead	to	many	new	practical	
applications	which	will	utilize	non	equilibrium	thermodynamic	properties	of	
electromagnetic	systems.

17.2 Down With Dogma

This	chapter	may	startle	the	reader	with	what	might	appear	to	be	a	bit	of	her-
esy	relative	to	the	classical	teachings	of	electromagnetism,	which	currently	
are	presented	dogmatically	in	terms	of	a	geometrical	perspective.	The	ulti-
mate	topic	of	discussion	herein	is	the	photon.	The	perspective	of	this	chapter	
is	based	upon	topology,	not	geometry.

the first somewhat heretical claim is: Maxwell’s	theory	of	electromagne-
tism	is	a	topological	theory,	not	a	geometric	theory,	and	can	be	deduced	from	
logical	principles.

Although	admittedly	“discovered”	through	a	historical	series	of	geomet-
rically	dominated	or	 constrained	experiments,	 and	 then	summarized	and	
augmented	with	an	inspired	guess	by	J.	C.	Maxwell,	it	should	be	recognized	
that	the	PDE’s	of	electrodynamic	theory	can	be	deduced	from	mathematical	
logic,	without	the	use	of	geometric	constraints	of	metric,	size	and	shape,	or	
even	experiment.	For	example,	the	sequence	of	logical	steps	which	produce	
the	Maxwell	Faraday	partial	differential	equations	starts	with:

	 1.	 An	ordered	set	{1,	2,	3,	4	…},	followed	by
	 2.	 An	ordered	set	of	independent	variables	with	neighborhoods,

	 {ξ1,	ξ2,	ξ3,	ξ4…;	dξ1,	dξ2,	dξ3,	dξ4…},	 (17.1)

	 3.	 Upon	which	an	ordered	set	of	C2	functions	{Ak(ξ1,	ξ2,	ξ3,	ξ4	…)}	 is	
used	to	construct	a	C2	differentiable	1-form	of	Action,	A.	For	elec-
tromagnetism,	 the	 coefficients	 of	 the	 1-form	 play	 the	 role	 of	 the	
classic	vector	and	scalar	potentials:

	 A	=	Ak(ξ j)dξ k.	 (17.2)

	 4.	 An	 abstract	 topological	 neighborhood	 constraint	 is	 imposed	 in	
terms	of	an	exterior	differential	system,

	 Constraint	of	thermodynamic	Intensities	F	−	dA	=	0.	 (17.3)

	 The	2-form	F	=	dA	is	required	to	be	exact,	which	leads	to	the	classic	
electromagnetic	flux	conservation	law.	The	topological	constraint	
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implies	that	the	domain	of	support	of	the	2-form	F	(in	engineering	
language,	the	e	and	the	B	field	intensities)	cannot	be	compact	with-
out	a	boundary.	In	effect,	it	denies	the	existence	of	magnetic	mono-
poles.	 Relative	 to	 even	 dimensional	 spaces,	 a	 2-form	 of	 maximal	
rank	generates	a	Symplectic	manifold	as	the	domain	of	support	of	
the	field	intensities.

	 5.	 Exterior	differentiation	of	the	topological	constraint,	and	use	of	the	
Poincare	theorem	on	C2	differentiable	functions,	creates	an	ordered	
set	 of	 partial	 differential	 equations	 from	 the	 coefficients	 of	 the	
equations:

	 dF	=	ddA	=	0.	 (17.4)

	 The	first	four	equations	of	this	ordered	set	of	of	PDE’s	have	the	for-
mat	of	the	Maxwell	Faraday	partial	differential	equations,	which,	
by	 relabeling	 the	 partial	 derivatives16	of	 the	 abstract	 coefficients,	
Ak(ξ j),	are	equivalent	to	the	expressions,

	 Maxwell	Faraday	:	

	 div	B	=	0,	 (17.5)

	 curl	e	+	∂B/∂t	=	0.	 (17.6)

	 There	are	no	additional	terms,	and	no	other	field	functions,	no	mat-
ter	how	many	independent	variables	(≥4)	are	used	in	the	construc-
tion	of	 the	abstract	1-form	of	action.	 If	more	 than	4	 independent	
variables	(geometric	dimensions)	are	used,	the	new	“coordinates”	
add	new	PDE’s	that	couple	“new”	field	variables	to	the	e	and	B	field	
variables	of	the	first	four	(Maxwell)	equations,	but	do	not	alter	the	
format	of	the	first	four	PDE’s—the	Maxwell	Faraday	equations—in	
any	 way.	 The	 Maxwell	 Faraday	 equations	 are	 valid	 in	 a	 univer-
sal	sense,	nested	in	the	totality	of	the	ordered	set	of	variables.	No	
metric	ideas	were	used	in	this	logical	“deduction”	of	the	Maxwell	
Faraday	PDEs.	The	concept	of	Faraday	induction	is	universal	for	all	
thermodynamic	systems	that	can	be	encoded	by	a	1	form	of	action,	
A.	It	may	be	startling,	but	true,	that	hydrodynamics	and	mechan-
ics,	as	well	as	electromagnetics,	when	encoded	in	terms	of	a	1-form	
of	action,	are	governed	by	the	Faraday	induction	law.

From	a	thermodynamic	point	of	view,	the	2-form	F,	is	related	to	thermody-
namic	intensities	(objects	which	are	homogeneous	of	degree	0,	like	tempera-
ture	and	pressure).	However,	the	complete	Maxwell	system	utilizes	not	only	
an	exact	2-form,	F,	but	also	recognizes	that	there	exists	another	thermody-
namic	set	of	conjugate	variables,	related	to	quantities	or	excitations	(objects	
which	 are	 homogeneous	 of	 degree	 1,	 like	 entropy	 and	 volume).	 In	 short,	
topological	electromagnetism	presumes	that	there	exists	a	2-form	density	G,	
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which	 is	 closed	 but	 not	 exact.	 The	 non-exact	 2-form	 G	 can	 have	 domains	
of	support	which	are	compact	without	boundary,	while	the	exact	2-form	F	
cannot.	Exterior	differentiation	of	G	produces	a	3-form	of	charge—current	
density,	J,	equivalent	to	a	second	topological	constraint:

	 Constraint	of	thermodynamic	quantities	(densities)	J	−	dG	=	0.	 (17.7)

This	topological	constraint	leads	to	the	Maxwell	ampere	PDE’s,	and	as	J	is	
exact,	leads	to	the	conservation	of	charge.	With	appropriate	relabeling,	the	
Maxwell	ampere	equations	are:

	 Maxwell	ampere	:	

 div	D	=	ρ	 (17.8)

 curl	H	=	∂D/∂t	+	J.	 (17.9)

The	guess	of	a	∂D/∂t	term	introduced	by	Maxwell	is	automatic	in	the	topo-
logical	system.

Note	 that	differential	 form	densities,	 such	as	G	 and	 J,	 can	be	 integrated	
without	 metric.	 The	 two	 systems	 of	 PDE’s	 generated	 by	 exterior	 differen-
tiation	of	the	topological	constraints	are	diffeomorphically	invariant,	mean-
ing	they	are	functionally	well	defined	for	all	diffeomorphically	equivalent	
coordinate	systems,	be	they	Galilean,	Lorentz,	spherical,	or	anything	else	if	
the	mapping	functions	are	homeomorphically	equivalent	and	differentiable.	
However,	the	differential	form	constraints	are	not	constrained	to	diffeomor-
phic	(tensor)	equivalences.	The	topological	differential	form	statements,	and	
therefore	Maxwell	PDE’s,	 are	well	defined	 (via	 the	pullback	substitutions)	
with	 respect	 to	 submersions	 from	 higher	 dimensional	 spaces	 (think	 fiber	
bundles)	which	are	not	invertible,	but	are	differentiable.	The	bottom	line	is	
that	Lorentz	 (diffeomorphic)	 invariance	of	 the	PDE’s	 is	 trivial,	 as	 they	are	
tensor	equations.	So	the	what	makes	the	Lorentz	equations	so	dogmatically	
important?	The	answer	resides	with	the	fact	that	the	singular solutions of	the	
PDE’s,	not the equations,	have	a	linear	equivalence	class	generated	by	only	the	
Lorentz	transformations.

the second somewhat heretical claim is: An	electromagnetic	signal	is	a	
propagating	discontinuity	(a	propagating	topological	defect),	not	a	sinusoi-
dal	wave!

Actually	this	idea	was	developed	by	V.	Fock	about	1932,	where	he	demon-
strated	(following	Hadamard’s	ideas4	of	characteristics)	that	the	hyperbolic	
PDE’s	of	Maxwell	admitted	singular	solutions	upon	which	the	field	inten-
sities	were	not	uniquely	defined.	These	singular	point	sets	can	admit	zero	
field	intensities	on	one	side	and	finite	non	zero	field	intensities	on	the	other	
side	of	the	singular	solution	submanifold.	The	singular	point	sets	are	not	sta-
tionary	and	represent	propagating	discontinuities,	with	a	speed	 C = ±1/ εµ 	
in	simple	cases.	The	equivalence	class	of	 reference	systems	which	are	 lin-
early	related	and	preserve	 the	singular	solutions	have	a	common	fact:	 the		
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singularities	propagate	at	a	finite	constant	and	invariant	speed,	C.	The	sin-
gular	set	was	defined	by	Fock	in	terms	of	a	solution,	φ,	to	the	eikonal	equa-
tion,	which	is	a	non-linear	first	order	quadratic	PDE	equal	to	zero:

	 {	(∂φ/∂x)2		(∂φ/∂y)2		(∂φ/∂z)2		(∂φ/c∂t)2}	=	0.	 (17.10)

The	zero	set	of	the	singular	solution	set	defines	an	implicit	hypersurface	in	
space	time.	(Note	that	Majorana,	Weyl	and	Dirac	spinors	are	related	to	the	
differences	in	signs	and	there	solution	representations.)

More	importantly,	Fock	demonstrated	that	the	only	linear	transformation	
of	 coordinates	 that	 preserved	 the	 propagating	 field	 discontinuity	 was	 the	
Lorentz	transformation.	That	is,	if	two	observers	were	related	by	a	Lorentz	
transformation,	then	if	the	first	observer	claimed	to	see	a	propagating	discon-
tinuity	(signal),	then	so	would	the	(Lorentz	related)	second	observer	claim	to	
see	a	propagating	discontinuity	(signal)	and	each	would	say	the	propagation	
speed	was	the	same	constant	C.	The	importance	of	the	Lorentz	transforma-
tion	is	that	it	defines	an	equivalence	class	of	(“inertial”)	systems	(for	observ-
ers	that	use	electromagnetic	means	of	measurement)	that	preserve	the	idea	
of	a	propagating	discontinuity	(signal).	The	Maxwell	PDE’s	are	well	defined	
with	respect	to	all	diffeomorphic	observers,	but	the	singular	eikonal	solu-
tions	at	 constant	 speed	C	are	well	defined	only	with	 respect	 to	 the	 linear	
Lorentz	equivalent	observers.

It	should	be	noted	that	Fock	also	demonstrated	that	there	was	a	non-linear	
transformation	that	also	preserved	the	concept	of	a	propagating	discontinu-
ity.	It	is	the	fractional	projective	(Moebius)	transformation.	The	speed	of	dis-
continuity	propagation	is	not	a	constant,	and	can	range	from	zero	to	infinity.	
Hence	for	Moebius	related	observers,	the	speed	of	a	signal	is	not	the	constant	
value	C	of	the	Lorentz	equivalent	class.	Such	situations	are	also	related	to	the	
conformal	group.	This	mathematical	result	of	Fock	has	yet	to	be	exploited	in	
practical	electromagnetism.

The	connection	of	the	Fock–eikonal	idea	to	the	Einstein–null	geodesic	idea	
is	 that	 both	 are	 quadratic	 forms	 of	 a	 Minkowski	 signature.	 However,	 the	
Fock	concept	makes	a	direct	connection	to	electromagnetic	theory,	while	the	
Einstein	concept	does	not.

	 Null	geodesic	:	(d	-s)2	=	(dx)2	+	(dy)2	+	(dz)2	−	(dt)2	⇒	0,	 (17.11)

	 Eikonal	:	(∂φ/∂x)2	+	(∂φ/∂y)2	+	(∂φ/∂z)2	−	(∂φ/c∂t)2	⇒	0.	 (17.12)

Note	that	the	square	of	the	line	element	is	not	the	square	of	an	exact	differ-
ential	form;	d	-s	can	have	path	dependent	values.

The	eikonal	solutions	are	not	necessarily	solutions	to	the	wave	equation.	
However,	if	an	eikonal	solution	is	also	a	solution	to	the	wave	equation,	then	
any	function	of	the	eikonal	solution	is	also	a	solution	to	the	wave	equation.	
The	classic	example	is	given	by	the	(linear)	phase	function,

	 φ	=	kz	±	ωt,	 (17.13)

44249_C017.indd   256 6/24/08   12:06:39 PM



Propagating Topological Singularities: Photons 257

which	satisfies	both	the	eikonal	equation	and	the	wave	equation,	if	the	con-
stants	satisfy	the	equation,

	 ω/k	=	±	c.	 (17.14)

An	important	concept	is	that	if	an	eikonal	solution,	φ,	is	also	a	solution	to	the	
wave	equation,	then	any	function	of	the	eikonal,	F(φ)	is	also	a	solution	to	the	
wave	equation.	In	1914,	in	a	small	monograph	entitled	“Electrical	and	Opti-
cal	Wave	Motion,”	H.	Bateman	introduced	a	number	of	interesting	solutions	
to	Maxwell’s	equations	that	emulate	propagating	singular	strings	(not	plane	
waves).	Bateman	is	perhaps	more	famous	for	his	work	on	the	equations	that	
describe	the	decay	chains	of	radioactive	species.

However,	as	pointed	out	by	Whittaker,17	it	was	Bateman	who	determined	
in	1910	that	the	Maxwell	equations	were	invariant	with	respect	to	the	confor-
mal	group,	a	much	wider	group	than	the	Lorentz	transformations.	Bateman	
in	1910	also	recognized	the	relationship	of	his	work	to	the	tensor	calculus	of	
Ricci	and	Levi-Civita,	several	years	before	the	Einstein	development	of	gen-
eral	relativity.	Bateman1	discusses	various	forms	of	 transformations	which	
lead	 to	 forming	 one	 wave	 function	 from	 another,	 including	 the	 Moebius	
transformation.	He	even	describes	methods	 for	constructing	a	wave	 func-
tion	from	a	solution	to	the	diffusion	equation.	Bateman	mentions	that	Stokes	
and	Wiechert	thought	of	x-rays	as	“pulses	traveling	through	the	aether,	the	
energy	 being	 confined	 within	 a	 thin	 shell”	 (of	 discontinuities).	 However,	
there	are	solutions	to	the	eikonal	equation	that	are	not	solutions	to	the	wave	
equation.	This	difference	distinguishes	a	“signal”	from	a	“wave”.

the third somewhat heretical claim is: The	concept	of	spinor	solutions	to	
Maxwell’s	equations	is	a	topological	idea	that	does	not	depend	upon	micro-
physical	scales.

The	impact	of	quantum	mechanics,	starting	with	Planck’s	concept	of	the	
“quantized”	oscillator	energy	enabling	the	thermodynamic	deduction	of	
the	blackbody	radiation	distribution	law,	the	Einstein	model	for	explain-
ing	the	photoelectric	effect,	the	Bohr	atom	description	of	the	emission	of	
light	 carrying	 off	 integer	 units	 of	 angular	 momentum	 and	 energy,	 the	
Compton	 analysis	 of	 the	 distribution	 peaks	 in	 the	 scattering	 of	 electro-
magnetic	radiation	by	electrons,	the	deBroglie	conjecture	that	energy	and	
momentum	were	related	to	a	“wave”	analysis	involving	Planck’s	constant,	
frequency	and	reciprocal	wavelength,	and	Dirac’s	description	of	the	rela-
tivistic	hydrogen	atom,	all	have	led	to	the	idea	that	the	“bundle”	of	energy	
and	 momentum	 now	 known	 as	 the	 Photon	 has	 a	 deep	 relationship	 to	
microphysics,	and	would	appear	to	be	associated	with	what	Cartan	called	
spinors.	 The	 philosophical	 problem	 is	 that	 these	 bundles	 of	 energy	 and	
momentum,	these	photons,	can	have	extent	and	coherent	interactions	that	
are	many	orders	of	magnitude	greater	than	the	dimensions	of	the	atoms	
and	 molecules,	 from	 which	 they	 supposedly	 originate.	 A	 fundamental	
question	 is	how	do	 the	quantal	properties	of	 the	photon	emerge	 from	a	
topological	perspective?
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First	consider	the	concept	of	spinors.	Without	the	use	of	micro	scales,	the	
idea	of	spinor	solutions	to	Maxwell’s	electrodynamics	comes	from	the	topo-
logical	perspective	that	the	2-form	of	field	excitations,	F	=	dA,	can	be	repre-
sented	 by	 an	 anti-symmetric	 matrix.	 Then,	 depending	 on	 the	 rank	 of	 the	
matrix	[F]	(in	say	4D)	the	eigenvectors	either	have	zero	eigenvalues,	or	com-
plex	eigenvalues.	In	every	case,	if	e	is	an	eigenvector	with	eigenvalue	γ	such	
that

	 [ ] | | ,F � e e〉 〉= γ 	 (17.15)

then,

	 〈 〉 〈 〈e e e e| [ ] | | |.� � �F = γ 	 (17.16)

Due	to	antisymmetry	of	 [ ],F 	it	follows	that

	 〈 〉e e| [ ] | .� �F = 0 	 (17.17)

Hence,	it	must	be	true	that

	 γ 〈 〉e e| | .� = 0 	 (17.18)

For	division	algebras	there	are	two	choices:	either	γ	=	0,	or	 〈 〉e e| | .� = 0 	The	
implication	is	that	for	non	zero	eigenvalues	γ,	the	quadratic	form	must	vanish:

	 〈 〉e e| | ( ) ( ) ( ) ( ) .� = + + + =e e e e1 2 2 2 3 2 4 2 0 	 (17.19)

(This	concept	can	be	extended	to	a	diagonal	unit	matrix	of	any	signature.)	
The	null	quadratic	form	is	equal	to	the	sum	of	squares	of	the	components,	
if	the	eigenvalue	is	not	zero.	Either	the	eigenvector	has	zero	components,	or	
the	eigenvector	of	the	antisymmetric	matrix	is	a	complex	vector	which	has	
been	defined	as	a	“null	isotropic	vector”	in	the	theory	of	differential	geom-
etry.	 The	 null	 isotropic	 eigenvector	 direction	 fields	 are	 similar	 to	 vectors,	
but	have	complex	components	and	non-zero	complex	eigenvalues.	Such	null	
isotropic	vectors	define	spinors.2	They	have	metric	properties	in	the	sense	of	
a	quadratic	form	(that	has	zero	value),	but	not	the	unique	affine	properties	
(see	p.	3,2)	of	tensors.	Spinors	generate	harmonic	forms	and	also	are	related	to	
conjugate	pairs	of	minimal	surfaces.	The	bottom	line	is	that	spinors	are	nor-
mal	consequences	of	antisymmetric	matrices,	and	as	topological	artifacts	are	
not	restricted	to	physical	microscopic	or	quantum	constraints.	According	to	
the	topological	thermodynamic	arguments,	they	should	appear	at	all	scales.	
Note	that	the	1-form	of	thermodynamic	work,	W	=	i(V)dA,15	can	be	expanded	
in	terms	of	a	basis	of	spinors,	and	the	extremal	field,	if	it	exists.
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As	 an	 example,	 consider	 the	 1-form	 of	 action	 and	 its	 associated	 Pfaff	
sequence	given	by	the	expressions

 A	=	ydx	−	xdy	+	sdz	−	zds,	 (17.20)

 F	=	dA	=	2dyˆdx	+	2dsˆdz,	 (17.21)

 AˆF	=	2{xdyˆdzˆds	−	ydxˆdzˆds	+	zdxˆdyˆds	−	sdxˆdyˆdz,	 (17.22)

 FˆF	=	8dxˆdyˆdzˆds,	 	 (17.23)

Note	that	the	4	×	4	antisymmetric	matrix	is	of	the	form

	

[ ] ,F =
−

−



















0 1 0 0
1 0 0 0

0 0 0 1
0 0 1 0 	

(17.24)

with	eigenvalues	and	eigenvectors,

	 Eigenvectors	=	[0,	0,	1,	i],	[1,	i,	0,	0]	with	eigenvalue	=	i,	 (17.25)

	 Eigenvectors	=	[0,	0,	1,	−i],	[1,	−i,	0,	0]	with	eigenvalue	=	−i,	 (17.26)

Each	eigenvector	is	null	isotropic	such	that	the	sum	of	squares	of	the	coef-
ficients	is	zero.	This	example	is	a	simple	example	generated	by	the	1-form,	
A,	whose	coefficients	 form	the	adjoint	field	 to	 the	 three	exact	differentials	
generated	by	the	Hopf	map	(a	submersion	from	4D	to	3D).

The	fundamental	idea	is	that	spinors	are	the	natural	format	of	propagating	
singularities	generated	from	the	eikonal	equation.	Topologically	then,	pho-
tons	are	represented	by	spinors	that	generate	propagating	discontinuities.	It	
should	also	be	noted	that	spinors	are	natural	generators	of	conjugate	pairs	of	
minimal	surfaces.

the fourth somewhat heretical claim is: The	concept	of	photon	quantiza-
tion	is	a	topological	idea	that	does	not	depend	upon	microphysical	scales.

From	the	topological	formulation	given	above,	in	terms	of	exterior	differ-
ential	forms,	{A,	F,	G,	J}	the	question	arises	as	to	how	discrete	(quantum)	fea-
tures	of	the	photon	enter	into	the	topological	theory.	From	thermodynamic	
arguments,	if	the	Maxwell	equations	are	uniquely	integrable,	then	the	maxi-
mum	topological	dimension	of	the	1-form	of	action	is	2.	That	is,	there	exist	
two	functions	on	the	geometrical	domain	of	4D	which	generate	all	of	the	dif-
ferential	topology	associated	with	the	field	intensities.	Such	is	the	domain	of	
an	isolated,	or	equilibrium,	thermodynamic	system.	Exterior	differential	3-
forms	do	not	exist	on	domains	of	isolated	topology;	the	topological	structure	
consists	 of	 a	 single	 connected	 component.	 On	 non-equilibrium	 domains,	
the	 topological	 dimension	 can	 be	 3	 or	 4.	 Such	 domains	 support	 exterior		
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differential	3-forms	and	4-forms	on	multiple	components	of	the	topological	
structure.	The	question	is	how	do	you	formulate	the	possible	multiple	com-
ponent	 topological	 structures	 of	 non-equilibrium	 electrodynamic	 system?	
The	answer	is	in	terms	of	closed,	but	not	exact,	exterior	differential	3-forms	
which	are	homogeneous	of	degree	zero.

By	inspection,	from	the	set	of	exterior	forms	{A,	F,	G,	J}	it	is	possible	to	con-
struct	two	important	3-forms,	that	are	related	to	4	component	“currents”	on	a	
4D	domain	of	{x,	y,	z,	t}.	The	3-forms	are	written	in	terms	of	engineering	vari-
ables	in	the	following	equations.	The	objects	are	zero	in	isolated	equilibrium	
systems.	They	are	(topological)	artifacts	of	non-equilibrium	electromagnetic	
systems:

	 Topological	torsion	=	AˆF	units	h/e	 (17.27)

 t4	=	[e	×	A	+	Bφ,	A	�	B]	 (17.28)

	 Topological	spin	=	AˆG,	units	h	 (17.29)

 s4	=	[A	×	H	+	Dφ,	A	�	D].	 (17.30)

These	topological	objects	are	universally	defined	for	non	equilibrium	elec-
tromagnetic	systems,	yet	their	dynamics	and	properties	have	been	little	uti-
lized.	These	3-forms	can	have	non-zero	exterior	differentials	(which	are	exact	
exterior	differential	4-forms)	related	to	the	historical	Poincare	invariants	of	
the	electromagnetic	field:

	 Poincare	II	d(A	ˆF)	=	F	ˆF	=	2(e	�	B)dxˆ	dyˆ	dzˆ	dt	 (17.31)

	 Poincare	I	d(A	ˆG)	=	F	ˆG	−	AˆJ	=	{B	�	H	−	D	�	e}	−	{A	�	J	−	ρφ}.	 (17.32)

The	closed	integrals	of	these	4-forms	are	topological	properties	that	are	evo-
lutionary	invariants	of	all	processes	that	can	be	represented	(to	within	a	fac-
tor)	by	vector	fields,	V4:

	
Poincare II invariant V4

L F F
D

( )
ˆ

ρ
= 0

4�∫ 	
(17.33)

	
Poincare I invariant V4L F G A J

D
( ) { ˆ ˆ }ρ −

4�∫∫ = 0
	

(17.34)

Even	 more	 importantly,	 when	 and	 where	 the	 exterior	 derivatives	 of	 each	
3-form	 vanish,	 then	 by	 deRham’s	 topological	 theorems,	 the	 closed	 cyclic	
integrals	of	 each	3-form	will	have	values	 that	have	 rational	 integer	 ratios;	
i.e.,	 the	 closed	cyclic	 integrals	are	 integers	 times	 some	universal	 constant.	
The	 cyclic	 integrals	 are	 “quantized”	 relative	 to	 the	 physical	 constant,	 h/e,	
for	topological	torsion,	and	to	the	physical	constant,	h,	for	topological	spin.	
These	concepts	have	not	made	any	use	of	geometric	ideas	of	size	and	shape,	
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yet	yield	“quantum”	numbers.	The	do	not	depend	upon	geometric	scales,	nor	
any	explicit	use	of	quantum	theory.

In	 terms	 of	 topological	 thermodynamics,	 the	 manifolds	 upon	 which	
d(AˆF)	=	F ˆF =	0	are	non-equilibrium	domains	of	Pfaff	topological	dimension	
3.	These	submanifolds	of	space	time	can	emerge	(as	if	by	a	condensation	pro-
cess)	 from	dissipative	thermodynamic	systems	of	Pfaff	 topological	dimen-
sion	4	(d(AˆF)	=	F ˆF ≠	0).	Further	note	that	the	ratios	of	these	two	topological	
quantum	numbers	yields	the	Hall	impedance,	ZHall	=	h/e2	(to	within	a	ratio-
nal	fraction),	indicating	the	fact	that	the	emergence	of	multiple	component	
topological	systems	can	have	topological	coherence.8

the fifth somewhat heretical claim is: Long	 lived	 propagating	 states	
can	occur	in	non	equilibrium	electrodynamic	systems,	and	the	photon	is	an	
example	of	such	a	soliton.

The	non-equilibrium	electrodynamic	system	consists	of	systems	where	the	
Pfaff	topological	dimension	is	greater	than	2.	For	a	4D	space	time	set	of	inde-
pendent	variables,	the	possibilities	are	that	the	domain	of	interest	is	of	Pfaff	
dimension	3	or	Pfaff	dimension	4.	Pfaff	dimension	3	domains	can	emerge	from	
Pfaff	topological	dimension	4	domains	by	means	of	thermodynamic	irrevers-
ible	processes.	What	is	remarkable	is	that	thermodynamic	domains	of	Pfaff	
topological	dimension	3	admit	evolutionary	processes	that	can	be	described	
by	 a	 unique	 extremal	 Hamiltonian	 field.	 Such	 submanifold	 domains	 then	
can	evolve	as	soliton	structures	maintaining	a	topological	coherence	and	a	
long	life	time.	The	submanifold	structures	of	Pfaff	topological	dimension	3	
do	 not	 depend	 upon	 geometric	 scales,	 yet	 they	 are	 precisely	 the	 domains	
required	 such	 that	 the	 3-forms	 of	 topological	 torsion	 and	 topological	 spin	
have	zero	divergence.	They	are	sets	that	have	the	properties	required	for	the	
“quantized”	topological	properties	of	spin	quanta	and	flux	quanta.

Such	unique	Hamiltonian	fields	exist	for	all	odd	Pfaff	topological	dimen-
sional	systems	greater	than	2.	Such	manifolds	belong	to	the	class	of	contact	
manifolds.	All	even	Pfaff	topological	manifolds	belong	to	the	class	of	sym-
plectic	manifolds,	and	do	NOT	admit	such	extremal	Hamiltonian	processes.	
In	fact,	it	appears	that	the	class	of	thermodynamically	irreversible	processes	
is	 an	 artifact	 of	 Pfaff	 topological	 dimension	 4.	 The	 important	 idea	 is	 that	
non	equilibrium	electromagnetic	systems	involve	the	3-forms	of	topological	
torsion,	AˆF,	 and	 topological	Spin,	AˆG,	whose	 closed	 homogeneous	 forms	
furnish	the	quantum	numbers	associated	with	photons.10,13

17.3 Can Photons Detect Vacuum Chirality?

From	the	disciplines	of	astronomy,	general	relativity,	and	quantum	mechan-
ics	 comes	 an	 increased	 interest	 in	 possible	 chiral	 phenomena	 that	 could	
be	associated	with	 the	vacuum	state.	Yet	 the	 classic	 literature	of	 electro-
magnetism	does	not	seem	to	address	such	a	chiral	effect.	The	conventional	
Lorentz	 vacuum	 state	 for	 classical	 electromagnetism	 is	 defined	 in	 terms	
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of	 solutions	 to	 the	 Maxwell	 Faraday	 equations	 for	 the	 intensities,	 e	 and	
B,	and	the	Maxwell	ampere	equations	for	the	excitations,	D	and	H,	which	
produce	no	charge	densities	or	current	densities,	and	satisfy	the	constitu-
tive	equations	of	constraint,	D	=	ε0e	and	H	=	B/µ0.	Such	solutions	for	the	
field	intensities	satisfy	not	only	both	Maxwell	equations,	but	also	the	vector	
wave	equation	with	a	propagation	speed	of	 c = 1/ ε µ0 0 . 	The	permittivity,	
ε0,	and	the	permeability,	µ0,	of	the	Lorentz	vacuum	domain	are	presumed	
to	be	isotropic	and	homogeneous	constants.

It	is	remarkable	that	a	chiral	constitutive	relation	of	the	form	D	=	ε0e	+	[γ]	
�	B	and	H	=	B/µ0	−	 [γ‡]�	e	will	also	satisfy	both	Maxwell	equations,	with-
out	generating	real	charge	densities	and	real	current	densities.	The	assump-
tion	 of	 a	 simple	 complex	 scalar	 form	 for	 chiral	 constitutive	 matrix,	 [γ]	 =	
(g	+	iγ),	leads	to	two	general	cases.	In	one	case,	the	only	detectable	difference	
between	the	chiral	vacuum	and	the	Lorentz	vacuum	is	 to	be	found	in	the	
value	for	radiation	impedance,	Z,	a	value	which	depends	on	the	chiral	coef-
ficients	g	and	γ,	as	well	as	the	ratio	 µ ε0 0/ , 	through	the	determinant	of	the	
constitutive	matrix.	In	the	other	case,	the	propagation	phase	velocities	of	left	
handed	and	right	handed	helical	waves	can	be	slightly	different	leading	to	
a	reactive	impedance	contribution	to	the	classic	radiation	impedance	of	the	
Lorentz	vacuum.

The	Lorentz	vacuum	will	be	defined	as	the	case	where	γ	=	0,	γ†	=	0,	and	the	
chiral	vacuum	will	be	defined	as	the	case	when	γ	≠	0,	γ†	≠	0.

Substitution	of	the	Lorentz	vacuum	constraints

 D	=	ε0e	H	=	B/µ0.	 (17.35)

into	the	Maxwell	ampere	equation	yields

 grad	div	e	−	curl	curl	e	−	εµ∂2e/∂t2	 (17.36)

In	other	words	a	necessary	condition	for	the	Lorentz	vacuum	is	that	the	fields	
satisfy	the	vector	wave	equation	(with	div	e =	0).

Following	 Bateman,	 form	 the	 inner	 3D	 productof	 the	 Maxwell	 faraday	
equation	with	H	=	B/µ,	and	the	 inner	product	of	 the	source	 free	Maxwell	
ampere	equation	with	e.	Use	the	constitutive	definitions	for	the	Lorentz	vac-
uum	where	H	=	B/µ	and	D	=	εe. Subtract	the	second	resultant	from	the	first,	
(assuming	γ	=	0),	to	produce	the	famous	Poynting	equation,

 div	(e	×	H)	+	H	�	∂B/∂t	+	e �	∂D/∂t	⇒	 (17.37)

 div	(e	×	H)	+	∂(1/2B2/µ	+	1/2εe2)/∂t	=	0.	 (17.38)

The	 result	 is	 an	 equation	 of	 continuity	 in	 terms	 of	 the	 field	 variables.	 By	
comparison	to	a	“fluid”,	this	“equation	of	continuity”	yields	a	field	energy	
density,	ρe,	and	an	energy	current	density,	ρev,	given	by	the	expressions:

	 ρec2v	=	(e	×	H)	=	(D	×	B)c2	 and	 ρec2	=	(1/2B2/µ	+	1/2εe2).	 (17.39)
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It	is	important	to	note	that	the	energy	flux,	(e	×	H),	and	the	momentum	flux,	
(D	×	B),	are	in	the	same	direction	and	propagate	with	the	same	speed.

It	should	be	remembered	that	these	equations	can	be	complex.	The	energy	
current	density	and	the	energy	density	can	be	formed	from	complex	num-
bers.	Bateman	finds	the	extraordinary	result,	equivalent	to	the	expression,

	 ρe
2	(1/µε	−	v	�	v)	=	ρe

2	(c2	−	v	�	v)	 (17.40)

	 ≡	(1/c2){[(1/2)(D	�	e)	−	(1/2)(B	�	H)]2	 (17.41)

	 +	(e	�	B/Zfreespace)2}.	 (17.42)

under	 the	assumption	 that	εµc2	=	1.	The	 factor	 (µ/ε)	 is	 the	square	of	 the	
radiation	impedance	of	free	space,	 Z freespace = µ ε/ . 	It	is	apparent	that	the	
first	 term	on	the	right	 is	 the	first	Poincare	 (conformal)	 invariant	equiva-
lent	 to	 the	Lagrange	energy	density	of	 the	field	 (the	difference	between	
the	deformation	and	the	kinetic	energy	densities).	The	second	term	is	the	
second	Poincare	invariant	of	the	field,	and	is	to	be	associated	with	topo-
logical	parity	and	thermodynamic	irreversibility.11	Bateman	remarks	that	
“the	rate	at	which	energy	flows	through	the	field	is	less	that	the	velocity	of	
light”,	unless	the	two	Poincare	invariants	on	the	RHS	vanish.	The	impor-
tance	of	the	null	Poincare	invariants	becomes	obvious,	as	they	furnish	the	
requirement	that	the	field	energy	propagates	with	the	speed	of	light.	It	is	
important	 to	remember	 that	 these	equations	can	 involve	complex	vector	
fields.

In	 general,	 for	 the	 Lorentz	 vacuum,	 the	 energy	 density	 of	 the	 field	 is	
defined	as

 Ham =	(1/2)(D	�	e)	+	(1/2)(B	�	H)	=	1/2B2/µ	+	1/2ε e2	 (17.43)

while	the	field	Lagrangian	is	defined	classically	as

 Lag	=	(1/2)(D	�	e)	−	(1/2)(B	�	H)	=	1/2ε e2	−	1/2B2/µ.	 (17.44)

The	development	above	describes	classic	results	valid	for	a	Lorentz	vacuum,	
but	now	the	question	arises	as	to	how	these	results	change	for	a	chiral	vac-
uum,	defined	as	a	vacuum	for	which	the	constitutive	matrices	represented	
by	[γ]	are	not	zero,	but	for	which	there	are	no	real	charge	densities	or	cur-
rent	densities.	The	objective	of	this	article	is	to	assume	that	[γ]	is	a	complex	
domain	constant,	not	zero,	and	then	to	determine	what	are	the	consequences	
of	such	an	assumption.	Such	an	assumption,	which	if	applicable	to	the	vac-
uum,	would	imply	that	the	chiral	vacuum,	and	therefore	the	universe	itself,	
may	not	have	a	center	of	symmetry.	The	chiral	adjective	is	appropriate,	for	
a	pure	imaginary	[γ]	replicates	certain	features	of	media	which	are	optically	
active.	The	classic	example	of	an	optically	active	media	is	a	solution	of	right	
handed	helical	molecules,	such	as	sugar,	in	water.	The	phenomena	has	prac-
tical	use	 in	 the	wine	 industry	and	has	been	used	 to	permit	 the	grower	 to	
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determine	the	sugar	content	of	his	grapes.	(This	is	the	basis	of	the	word	brix	
often	found	on	French	wine	labels.)

Once	a	constitutive	matrix	is	assumed	it	is	possible	to	compute	the	charac-
teristics	of	the	combined	Maxwell	Faraday	and	Maxwell	ampere	partial	dif-
ferential	system.	These	surfaces,	independent	from	any	gauge	assumptions,	
define	point	sets	upon	which	the	solutions	to	the	partial	differential	system	
are	not	unique.	The	characteristic	point	sets,	 in	general,	 form	non-station-
ary	Kummer–Fresnel	quartic	surfaces,	of	which	the	constitutive	equations	of	
the	chiral	vacuum	generate	a	special	case.16	The	theory	for	such	surfaces	has	
been	worked	out	in	detail,	and	the	references	below	contain	links	to	Maple	
programs	 that	 will	 generate	 such	 surfaces	 for	 arbitrary	 constitutive	 equa-
tions.	There	is	an	added	importance	to	the	recognition	that	the	characteristic	
surfaces	are	Kummer	surfaces,	for	then	a	connection	between	classical	elec-
tromagnetism	and	Clifford	algebras	can	be	made,	with	the	possibility	that	
classical	solutions	to	Maxwell’s	equations	can	involve	spinors.	Examples	of	
such	quaternionic	solutions	that	indicate	that	the	phase	velocity	of	propaga-
tion	 in	 the	 inbound	and	outbound	directions	 are	not	 the	 same	have	been	
published.9

Along	these	lines,	it	 is	of	interest	to	note	that,	in	1914,	Bateman1	realized	
that	a	complex	3-dimensional	vector,	M B e= ± i εµ 	could	be	used	to	express	
both	the	Maxwell	Faraday	and	the	Maxwell	ampere	equations	for	the	Lorentz	
vacuum	as	one	combined	set	of	complex	vector	equations.	Bateman	deter-
mined	that	it	is	possible	to	find	a	conjugate	pair	of	solutions	M	and	M′	that	
satisfy	the	complex	equation

 M	�	M′	=	0.	 (17.45)

Each	solution	satisfies	the	equation

	 M M B e e B I I� �= − ± ±( ) ( ) ,2 2
1 2εµ εµ2 2i i= 	 (17.46)

where	I1	and	I2	are	the	Poincare	conformal	invariants	of	the	field,	M.
If	the	complex	solution	vector	satisfies	the	complex	equation	of	constraint,

	
M M B e e B� �= − + =( ) ( ) ,2 2εµ εµ2 0i

	 (17.47)

then	such	a	vector	not	only	satisfies	both	the	Maxwell	Faraday	and	the	Max-
well	ampere	(source	free)	equations	for	a	Lorentz	vacuum,	but	also	propa-
gates	the	field	energy	with	the	speed	of	light.	Such	solutions	were	defined	
by	Bateman	as	self	conjugate	solutions.	 (Translate	 to	self	dual	solutions	 in	
modern	day	language.)	The	self	dual	equation	of	constraint	also	leads	to	the		
Clifford	 algebras,	 and	 therefore	 indicates	 that	 the	 Bateman	 solutions	 can	
have	spinor	representations,	as	well	as	complex	number	representations.

The	Bateman	self	conjugate	condition	requires	that	the	(complex)	magnetic	
energy	density	be	the	same	as	the	(complex)	electric	energy	density,	and	the	
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(complex)	electric	field	be	orthogonal	to	the	(complex)	magnetic	field,	e	�	B	=	
0.	Both	of	 these	Poincare	conformal	 invariants	must	be	zero	 to	satisfy	 the	
Bateman	self	duality	condition.	It	is	the	self	dual	solutions,	these	self	conju-
gate	solutions,	that	satisfy	the	eikonal	expression,	and	therefore,	as	Bateman	
points	out,	can	represent	propagating	electromagnetic	discontinuities.5	The	
Poincare	 invariants	 are	 additive,	 such	 that	 it	 is	 conceivable	 to	 construct	 a	
self-conjugate	solution	from	two	or	more	non-self	conjugate	solutions,	each	
of	which	has	different	Poincare	invariants,	but	which	are	equal	to	zero	under	
addition.

Bateman	apparently	did	not	notice	that	the	complex	constraint	equation	of	
self	duality	on	M	is	precisely	the	conditions	that	the	complex	position	vector	
generated	by	M	defines	a	minimal	surface.6	Moreover,	Bateman	did	not	notice	
that	most	of	his	results	are	to	be	obtained	also	for	a	chiral	vacuum.

17.3.1	 Details	of	Chiral	Vacuum

Use	the	(complex)	chiral	vacuum	constitutive	equations	in	the	format	of	Post,7

 D	=	ε0e	+	[γ]	�	B	 	 H	=	−[γ†]	�	e	+	B/µ0	,	 (17.48)

along	with	the	Maxwell	Faraday	equations	and	the	Maxwell	ampere	equa-
tions,	and	replicate	the	steps	of	the	preceding	section.	For	simplicity,	assume	
that	the	matrix

	 [ ] ( ) / [ ]γ γ µ ε= +g −1 1 	 (17.49)

and

	 [ ] ( ) / [ ]†γ α β γ µ ε= ⋅ − − ⋅g 1 1 	
(17.50)

where	α,	β	=	±1.	Note	that	if	α	=	+1,	β	=	+1,	then	[γ†]	is	the	hermitean	conjugate	
of	[γ].	If	α	=	1,	β	=	−1,	then	the	imaginary	part	of	[γ]	is	anti-hermitean.	The	
Fresnel–Kummer	wave	surface	equation	for	the	characteristic	of	the	Maxwell	
equations	may	be	written	as	the	polynomial,

	 {R4	+	1	−	[2	−	g2(1	−	α)2	+	γ2	(1	+	β)2]R2}	−	i2{gγ(1	−	α)(1	+	β)}	=	0,	 (17.51)

where	R2	=	nx
2	+	ny

2	+	nz
2	=	n	�	n	represents	the	norm	of	the	projectivized	wave	

vector	 (index	 of	 refraction	 vector),	 n	=	 k/ω.	 Solutions	 of	 the	 characteristic	
polynomial	yield	the	phase	velocities	of	propagation	in	terms	of	the	magni-
tude	of	the	reciprocal	index	of	refraction	vector,	n.	The	phase	velocity	solu-
tions	are	isotropic	and	homogeneous	constants,	determined	by	the	root	of	
the	characteristic	polynomial.	The	phase	velocity	is	complex	unless	α	=	+1,	
or	the	numeric	factors	are	zero,	e.g.,	g	=	0	or	γ	=	0.	For	this	reason,	the	case	of	
α	=	−1	is	ignored	in	this	article.
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If	the	hermitean	conjugate	constraints	are	used,	α	=	1,	and	β	=	1,	then	the	
phase	velocity	is	determined	from	the	formula	for	the	(homogeneous,	isotro-
pic)	index	of	refraction,

	 n = ± ± +2γ γ 1. 	
(17.52)

For	finite	γ	any	g,	there	is	a	time-like	dispersion	of	two	helical	waves.	These	
chiral	waves	have	phase	velocities	a	bit	greater	and	a	bit	less	that	the	velocity	
of	 light	 c = 1/εµ , 	 as	 determined	 by	 the	 chiral	 factor	 γ,	 and	 these	 phase	
velocities	are	independent	of	the	chiral	factor	g.

If	the	constraints	α	=	1,	and	β	=	−1	are	used,	then	the	phase	velocities	are	
those	of	the	Lorentz	vacuum,	(n	=	1),	for	any	value	of	chiral	factors,	g	and/or	
γ.	The	fundamental	result	is	that	the	chiral	vacuum	and	the	Lorentz	vacuum	
are	almost	indistinguishable.

For	the	case	α	=	1,	and	β	=	1,	the	determinant	of	the	constitutive	matrix	is	
real	and	equal	to

 det	[Constitutive]	=	−(ε/µ	+	g2	+	γ2)3,	 (17.53)

a	 value	 which	 is	 proportional	 to	 the	 reciprocal	 of	 the	 free	 space	 imped-
ance	cubed.	For	γ	=	0,	 the	only	difference	between	the	chiral	vacuum	and	
the	 Lorentz	 vacuum	 would	 be	 in	 the	 value	 of	 the	 free	 space	 impedance,	
Z u g= +1 2/( / ).ε 	If	γ	≠	0,	then	there	could	exist	a	slight	dispersion	(in	time)	
between	left	handed	and	right	handed	polarization	states.

For	the	case	α	=	1,	and	β	=	−1,	the	determinant	of	the	constitutive	tensor	is	
more	complicated.	The	determinant	has	complex	values	(implying	dissipa-
tion)	unless	either	γ	=	0,	or	g	=	0.	In	each	non-dissipative	case,

	 Z u g Z u g n= + = = = =1 0 1 0 12 2/( / ) , /( / ) , .ε γ ε γfor for− 	(17.54)

Reality	constraints	imply	that	all	cases	of	interest	to	this	article	are	such	that	
α	=	 1.	 Substitution	 of	 the	 constitutive	 equations	 into	 the	 Maxwell	 ampere	
equation	yields

 J	=	curl	H	−	∂D/∂t	=	{curlB	−	εµ∂e/∂t}/µ	 (17.55)

	 + − − + − ⋅ −g curlE B t curlE B t( / ) ( / )∂ ∂ ∂ ∂1γ β 	 (17.56)

	 ρ ε γ= = + −div div g divD e B+( )( )1 	 (17.57)

The	point	of	 this	exercise	 is	 to	note	that	 in	virtue	of	 the	Maxwell	Faraday	
equation,	 the	 chiral	 vacuum	 constitutive	 relations	 produce	 no	 real	 charge	
currents	 or	 charge	 densities	 if	β	=	 −1,	 independent	 of	 the	 choice	 of	 chiral	
coefficients.	The	field	intensities	satisfy	the	vector	wave	equation	with	phase	
velocities	that	are	those	of	the	Lorentz	vacuum.
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If	β	=	+1	then	only	an	imaginary	current	density	is	created	for	non-zero	γ.	
It	is	then	possible	to	compute	the	reactive	power,	J	�	e,	and	therefor	a	reac-
tive	 impedance	 that	depends	upon	 γ.	 (It	 is	 tempting	 to	 identify	 the	 chiral	
coefficient	with	the	reciprocal	Hall	impedance,	γ	=	e2/h).	The	field	intensities	
then	satisfy	a	wave	equation	with	a	phase	velocity	that	depends	upon	γ.

In	no	case	do	the	chiral	vacuum	constitutive	equations	yield	a	free	charge	
density,	if	dive	=	0	and	divB	=	0.	This	result	is	valid	if	the	field	intensities	are	
derived	from	a	set	of	potentials.	A	second	point	is	that	the	chiral	factors	of	
the	type,	g,	do	not	have	any	effect	on	the	Lorentz	vacuum	except	to	modify	
the	radiation	impedance,	Z.

Similar	 substitutions	 of	 the	 chiral	 constitutive	 equations	 lead	 to	 the	
Poynting	equation	in	the	form:

	

div / div( ) / ( ) ( / /e H H B e D e H B33 33+ + +� �∂ ∂ ∂ ∂ ∂t t = 1 2 2 µ ++

− − − + }

1 2

1 1 1

2/ )/

{( ) ( ) / .

ε

α β γ

e

e B

∂

∂ ∂

t

g t= � 	
(17.58)

If	the	RHS	of	the	equation	above	vanishes,	then	the	Poynting	theorem	of	equa-
tion	17.39	is	retrieved	without	change	in	form.	For	the	choice	α	=	+1,	β	=	−1,		
again	there	are	no	differences	between	the	chiral	vacuum	and	the	Lorentz	
vacuum,	for	any	value	of	the	chiral	factors.	For	the	choice	α	=	+1,	β	=	+1,	the	
equation	implies	a	chiral	(imaginary	or	reactive)	component	to	the	Poynting	
equation,	 related	 to	 the	 time-like	 dispersion	 of	 the	 left	 handed	 and	 right		
handed	helical	waves.	This	term	vanishes	for	γ	=	0,	and	is	independent	from	g.

The	next	step	is	to	evaluate	the	expressions	for	the	total	field	Hamiltonian	
energy	density	and	the	Lagrange	density	of	the	chiral	vacuum.	The	expres-
sion	for	the	Hamiltonian	energy	density	becomes

	

Ham = +( / )( ) ( / )( )

/ / / {(

1 2 1 2

1 2 1 22 2

D e B H

B e

� �

= + +µ ε αα β γ− + − +1 1 1 2) ( ) } /g e B� 	
(17.59)

while	the	field	Lagrangian	is	becomes:

	

Lag

2 2

=

= +

( / )( ) ( / )( )

/ / / {(

1 2 1 2

1 2 1 2

D e B H

e B

� �−

−ε µ αα β γ+ +1 1 1 2) ( ) } /g − − e B� 	
(17.60)

These	results	indicate	that	there	are	slight	modifications	to	the	energy	density	
formulas,	modifications	that	are	dependent	upon	the	second	Poincare	invari-
ant.	However,	 for	systems	where	 the	field	 intensities	are	deducible	 from	a	
1-form	of	potentials,	and	the	1-form	is	of	Pfaff	dimension	3	or	less,	then	e	�	B	
vanishes,	and	all	computations	of	Hamiltonian	or	Lagrangian	energy	densi-
ties	are	identical	for	the	Lorentz	vacuum,	or	for	the	chiral	vacuum.	It	is	only	
for	cases	where	 the	1-form	of	potentials	 is	of	Pfaff	dimension	4,	 such	 that	
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e	�	B	≠	0	that	the	chiral	factors	can	make	a	difference	in	the	expressions	for	
Hamiltonian	or	Lagrangian	energy	density.

Again	study	α	=	1.	Then	the	choice	β	=	−1,	implies	that	the	Hamiltonian	
energy	 density	 is	 the	 same	 as	 the	 Lorentz	 vacuum,	 but	 the	 Lagrangian	
depends	upon	the	chiral	factors.	The	choice	β	=	+1,	implies	that	the	Lagrang-
ian	depends	upon	the	chiral	factor	g	and	the	Hamiltonian	depends	upon	the	
chiral	factor	γ.	All	chiral	effeects	on	the	energy	densities	disappear	if	F ˆF	=	−2	
(e	�	B)dx ˆ dy ˆ dz ˆ dt	=	0.

These	 are	 rather	 startling	 results	 for	 they	 demonstrate	 that	 the	 Lorentz	
vacuum	 and	 the	 chiral	 vacuum	 can	 be	 formally	 indistinguishable,	 except	
for	the	impedance	of	free	space	(which	is	related	to	the	determinant	of	the	
constitutive	tensor	and	therefore	to	the	chiral	coefficients).

summary

From	a	topological	and	thermodynamic	perspective	of	the	electromagnetic	
field,	there	appears	to	be	a	common	thread	among	eikonal	solutions,	spinors,	
propagating	 topological	 discontinuities	 or	 defects,	 minimal	 surfaces,	 and	
topological	quantization.	All	of	 these	properties	suggest	 that	 the	common	
topological	thread	is	that	which	is	usually	perceived	as	the	photon.	A	topo-
logical	perspective	of	electromagnetism	not	only	include	features	attributed	
to	the	photon,	but	also	points	out	that	non	equilibrium	thermodynamic	con-
cepts	 can	 be	 formulated	 to	 produce	 interesting	 experiments	 and	 practical	
devices.	For	example,	 the	 fact	 the	 irreversible	dissipation	occurs	when	the	
field	intensities	have	a	collinear	component	(e	�	B	≠	0)	could	be	used	to	influ-
ence	condensation.	Stable	long	lived	states	in	a	plasma	should	be	designed	
about	the	constraints	that	(e	�	B	=	0)	which	yield	non	equilibrium	dynamical	
systems	described	by	Hamiltonian	processes.	Each	of	these	ideas	involve	the	
concepts	of	topological	torsion	and	topological	spin,	and	hence	the	quantal	
properties	of	the	photon.
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Abstract

It	has	been	observed	that	every	photon	is,	 in	a	sense,	virtual—being	emit-
ted	and	then	sooner	or	later	absorbed.	As	the	motif	of	a	quantum	radiation	
state,	 the	photon	shares	 these	characteristics	of	any	virtual	 state:	 that	 it	 is	
not	directly	observable;	and	that	it	can	signify	only	one	of	a	number	of	inde-
terminable	 intermediates,	 between	 matter	 states	 that	 are	 directly	 measur-
able.	Nonetheless,	other	traits	of	real	and	virtual	behavior	are	usually	quite	
clearly	differentiable.	How	“real”,	then,	is	the	photon?	To	address	this	and	
related	questions	it	is	helpful	to	look	in	detail	at	the	quantum	description	of	
light	emission	and	absorption.	A	straightforward	analysis	of	 the	dynamic	
electric	field,	based	on	quantum	electrodynamics,	reveals	not	only	the	entan-
glement	of	energy	transfer	mechanisms	usually	regarded	as	“radiative”	and	
“radiationless”;	 it	also	gives	significant	physical	 insights	 into	several	other	
electromagnetic	topics.	These	include:	the	propagating	and	non-propagating	
character	in	electromagnetic	fields;	near-zone	and	wave-zone	effects;	trans-
verse	and	longitudinal	character;	 the	effects	of	retardation,	manifestations	
of	quantum	uncertainty	and	issues	of	photon	spin.	As	a	result	it	is	possible	

44249_C018.indd   271 6/24/08   3:07:30 PM



272 The Nature of Light: What Is a Photon?

to	gain	a	clearer	perspective	on	when,	or	whether,	the	terms	“real”	and	“vir-
tual”	are	helpful	descriptors	of	the	photon.

Key words: virtual	photon,	photonics,	quantum	electrodynamics,	resonance	
energy	transfer,	retardation,	photon	spin.

18.1 Introduction

It	is	no	longer	so	straightforward	to	explain	what	is	meant	by	a	“photon”.1	
Although	 the	 term	 belongs	 to	 a	 concept	 first	 formulated	 a	 hundred	 years	
ago,	this	book	eloquently	bears	witness	to	the	present	truth	of	this	concise	
understatement.	In	recent	literature,	there	is	further	disconcerting	evidence	
in	the	number	adjectival	qualifiers	that	can	be	found	attached	to	the	term,	as	
for	example	in	“superluminal”,2	“electric”,3	“magnetic”,4	“ballistic”,5	“trans-
verse”,6	and	“longitudinal”,7	photons.	“Real”	and	“virtual”	photons	are	the	
subject	of	the	present	discourse.	Based	on	the	elementary	definition	that	a	
virtual	photon	is	one	not	directly	observed,	it	has	been	correctly	commented	
that	every	photon	is,	in	a	sense,	virtual—being	emitted	and	then	sooner	or	
later	absorbed.8	As	the	defining	motif	of	a	quantum	radiation	state,	the	pho-
ton	exhibits	the	characteristic	indeterminacy	of	any	quantum	virtual	state,	
signifying	its	role	as	intermediary	between	states	of	matter	that	are	directly	
measurable.

Nonetheless,	 it	 is	 usually	 considered	 that	 traits	 of	 virtual	 behavior	 are	
distinctive	and	unambiguous.	To	address	the	question	of	what	it	means	to	
categorize	a	photon	as	“real”	or	“virtual”	in	an	optical	context,	this	chapter	
revisits	the	detailed	quantum	description	of	a	photon	history	comprising	cre-
ation	and	propagation.	The	photophysics	exemplifies	an	interplay	of	quantum	
theory,	electromagnetism	and	the	principles	of	retardation;	analysis	based	
on	quantum	electrodynamics	(QED)	not	only	confronts	key	issues	of	photon	
character;	it	also	elucidates	a	number	of	related	matters	such	as	the	entangle-
ment	of	“radiative”	and	“radiationless”	mechanisms	for	energy	transfer,	two	
distinct	senses	of	photon	transversality,	and	photon	spin	issues.

18.2 QeD Formulation

The	 photon	 has	 a	 character	 that,	 inter alia,	 reflects	 the	 electromagnetic	
gauge.	In	the	Coulomb	gauge	the	radiation	field	is	ascribed	an	unequivo-
cally	transverse	character,9	in	the	sense	that	its	electric	and	magnetic	fields	
are	 orthogonally	 disposed	 with	 respect	 to	 the	 wave-vector.	 As	 will	 be	
shown,	this	transversality	condition	of	electromagnetic	fields	is	not	neces-
sarily	transferable	to	a	disposition	with	respect	to	the	interpreted	direction	
of	 electromagnetic	 energy	 transduction.	To	engage	 in	a	detailed	 study	of	
these	features	it	is	appropriate	to	fully	develop	the	theory	of	energy	transfer	
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within	the	framework	of	quantum	electrodynamics,	which	treats	both	fields	
and	matter	on	the	same	quantum	basis.	The	system	Hamiltonian	comprises	
unperturbed	operators	for	the	radiation	and	for	two	material	components,	
a	source/donor	A	and	a	detector/acceptor	B	differentiated	by	a	label	ξ,	and	
also	two	corresponding	light-matter	interaction	terms;

	
H H H H=

= =rad centreA,B intA,B
.+ +∑ ∑ξ ξ

ξ ξ( ) ( )
	

(18.1)

The	first	two	components	of	equation	18.1	determine	a	basis	in	terms	of	which	
states	of	the	system	can	be	described,	i.e.,	a	direct	product	of	eigenstates	of	
the	radiation	field	Hamiltonian	and	the	Hamiltonian	operators	for	the	two	
components	of	matter.	The	third,	radiation	field-matter	interaction,	summa-
tion	term	can	be	expressed	either	in	minimal	coupling	form	(expressed	in	
terms	of	coupling	with	the	vector	potential	of	the	radiation	field)	or	the	gen-
erally	more	familiar	multipolar	formulation	directly	cast	in	terms	of	electric	
and	magnetic	fields.

These	two	options	lead	to	identical	results	for	real	processes,	that	is	those	
subject	to	overall	energy	conservation;10,11	for	convenience	the	following	the-
ory	is	to	be	developed	in	multipolar	form.	[Note,	in	its	complete	form	the	multi-
polar	interaction	Hamiltonian	can	itself	be	partitioned	as:	(i)	a	linear	coupling	
of	the	electric	polarization	field	(accommodating	all	electric	multipoles)	with	
the	transverse	electric	field	of	the	radiation;	(ii)	a	linear	coupling	of	the	mag-
netization	field	(all	magnetic	multipoles)	with	the	magnetic	radiation	field;	(iii)	
a	quadratic	coupling	of	the	diamagnetization	field	with	the	magnetic	radia-
tion	field.	It	may	be	observed	that,	although	the	following	analysis	focuses	on	
electric	polarization	coupling,	the	same	principles	concerning	the	identity	and	
transversality	 characteristics	 of	 real	 and	 virtual	 photons	 apply	 to	 each	 and	
every	multipolar	term.12]	In	equation	18.1,	the	absence	of	any	terms	with	ξ′	≠	
ξ	 signifies	 that	 the	 transduction	of	energy	between	A	and	B	 is	not	effected	
by	direct	instantaneous	(longitudinal)	interactions,	but	only	through	coupling	
with	the	quantum	radiation	field—a	feature	that	is	in	marked	contrast	to	most	
classical	descriptions.	In	the	lowest	order,	electric-dipole	term	in	the	multipole	
expansion,	each	Hint(ξ)	operator	is	given	by;

	
Hint .( ) ( ) ( )ξ µ ξ

ξ ξ= −∑ ⋅ ⊥e R
	

(18.2)

where	 the	 electric-dipole	 moment	 operator,	 µ(ξ),	 operates	 on	 matter	 states	
and	the	transverse	electric	field	operator,	e⊥(Rξ)	on	radiation	states.	The	lat-
ter	operator	is	expressible	in	a	plane-wave	mode	expansion	summed	over	all	
wave-vectors,	p,	and	polarizations,	λ;
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(18.3)
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Here	 e(λ)	 (p)	 is	 the	 polarization	 unit	 vector	 (plane	 or	 circular,	 but	 always	
orthogonal	 to	 p)	 and	 e p( ) ( )λ 	 is	 its	 complex	 conjugate;	 V	 is	 an	 arbitrary	
quantization	volume	and	a†(λ)	(p),	a(λ)	(p)	respectively	are	photon	creation	and	
annihilation	 operators	 for	 the	 mode	 (p,λ).	 Accordingly,	 each	 action	 of	 Hint	
signifies	photon	creation	or	annihilation.

Consider	 an	 energy	 transfer	 process	 for	 which	 the	 initial	 state	 |i〉	 of	 the	
system	may	be	written	|Aα;	B0;	0〉	and	the	final	state	|f〉	as	|A0;	Bβ;	0〉.	Here	
the	superscript	0	signifies	 the	ground	energy	 level,	with	α	and	β	denoting	
the	appropriate	excited	levels	for	the	source	and	detector,	respectively.	Over-
all	conservation	of	energy	demands	that	EA

α0	≡	EA
α	−	EA

0	=	EB
β0	≡	EB

β	−	EB
0	≡	

�ck	where	the	last	equality	serves	to	introduce	a	convenient	metric	k.	Energy	
transfer	is	mediated	by	coupling	to	the	vacuum	radiation	field,	invoking	(a	
minimum	of)	one	a†(λ)	 (p)	and	also	one	a(λ)	 (p)	operator,	whose	two	distinct	
time-orderings	correspond	to:	(a)	the	creation	of	a	virtual	photon	at	A	and	its	
subsequent	annihilation	at	B;	(b)	vice-versa.	Both	pathways	have	to	be	consid-
ered,	in	order	to	take	account	of	the	non-energy	conserving	route	allowed	by	
the	Uncertainty	Principle	at	very	short	times;	the	virtual	photon	can	be	under-
stood	as	“borrowing”	energy	 from	the	vacuum,	consistent	with	an	energy	
uncertainty	�/t,	where	t	is	the	photon	time-of-flight—here	determined	by	the	
displacement	 of	 the	 detector	 from	 the	 source.	 This	 principle	 also	 indicates	
a	temporary	relaxation	of	exact	energy	conservation	in	the	isolated	photon	
creation	and	annihilation	events.	When	the	whole	system	enters	its	final	state,	
i.e.	after	 the	virtual	photon	is	annihilated,	energy	conservation	is	restored.	
With	two	virtual	photon-matter	interactions	and	Hint(ξ)	acting	as	a	perturba-
tion,	the	quantum	amplitude,	 M fi

e-e , 	for	energy	transfer	is	calculated	from	the	
second	term	of	an	expansion	in	time-dependent	perturbation	theory;

	
M

f H r r H i
E E

f H
fi

a a

i ra

e-e int int i| | | | |
= +
〈 〉〈 〉 〈

( )−
nnt int| | |

.
r r H i

E E
b b

i rb

〉〈 〉
( )−

	
(18.4)

The	 ensuing	 calculation	 leads	 into	 some	 relatively	 straightforward	 vector	
analysis	and	contour	integration;	the	major	didactic	issues	and	also	some	of	
the	mathematical	intricacies	have	both	been	the	subject	of	recent	reviews.13,14	
Using	 the	 convention	 of	 summation	 over	 repeated	 Cartesian	 indices,	 the	
result	for	the	transfer	quantum	amplitude	emerges	as	follows:

	
M V kfi i ij j

e-e A B ,= µ µα β0 0( ) ( )( , )R
	

(18.5)

Here	 R	 =	 RB	 −	 RA	 is	 the	 source-detector	 displacement	 vector,	 the	 source	
transition	dipole	moment	is	µ0α(A)	≡	〈A0|µ(A)|Aα〉,	and	for	the	detector	µβ0(B)	≡	
〈Bβ|µ(B)|B0〉;	also	Vij	(k,	R)	is	the	retarded	resonance	electric	dipole—electric	
dipole	coupling	tensor,	expressible	as;

	
V k

e
R

R R kRij

ikR

ij i j ij( , ) {( ˆ ˆ ) ( )(R =
4

3
0

3πε
δ δ− − i −− − −3 2ˆ ˆ ) ( ) ( ˆ ˆ )}R R kR R Ri j ij i jδ .

	
(18.6)
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18.3 Retarded electric Fields and Photon transversality

The	 quantum	 amplitude	 equation	 18.5	 can	 legitimately	 be	 interpreted	 as	
the	dynamic	dipolar	interaction	of	the	detector	with	a	retarded	electric	field	
eR(B),	generated	by	the	source.	From	equation	18.5	it	follows	that	this	field	
has	Cartesian	components	given	by;

	
e V kj i ijR

AB .( ) ( , )( )= −µ α0 R
	

(18.7)

Notwithstanding	its	quantum	electrodynamical	derivation	outlined	above,	
the	 result	 has	 an	 identical	 form15,16	 to	 that	 which,	 when	 cast	 in	 SI	 units,	
emerges	from	classical	retarded	electrodynamics;17

e R R R RR = × × + ⋅k
e

R

ikR
2 0

0

0 0

4
3( ˆ ) ˆ [ ˆ ( ˆ ) ]µ µ − µα α α

πε
11

4 40
3

0
2πε πεR

k
R

e kR− i
.i





 	

(18.8)

Previous	analyses	have	mostly	focused	on	the	striking	variation	 in	range-
dependence	 exhibited	 within	 the	 results.	 Both	 in	 equations	 18.6	 and	 18.8		
the	first	 term,	proportional	 to	R−3,	 is	dominant	 in	 the	short-range	or	near-
zone	region	(kR	<<	1),	whereas	the	third	term,	proportional	to	R−1,	dominates	
in	the	long-range	or	wave-zone	(kR	>>	1).	Consequently	short-range	energy	
transfer	is	characterized	by	a	(Fermi	Rule)	rate	that	runs	with	R−6,	familiarly	
known	as	“radiationless”	(Förster)	resonance	energy	transfer,18	whereas	the	
long-range	transfer	rate	carries	the	R−2	dependence	that	is	best	known	as	the	
inverse square law.

These	 two	 cases	 are	 asymptotic	 limits	 of	 a	 completely	 general	 rate	 law	
illustrated	in	Fig.	18.1.	The	Uncertainty	Principle	again	affords	a	simple	way	
of	 understanding	 the	 exhibited	 behavior.	 In	 terms	 of	 a	 transit	 time,	 t,	 for	
the	 energy	 transfer	 we	 have;	�−1	 ∆E ∆t	≡	 c∆k	 ∆t	≡	 ∆k	 ∆R	 ~	 1.	 It	 is	 because	
energy	is	transferred	that	the	propagating	electric	field	does	not	display	the	
same	inverse	power	dependence	on	the	separation	R	for	all	times.	For	energy	
transfer	over	very	short	times,	associated	with	short-range	transfer	distances	
kR	<<	1,	the	energy	cannot	be	localized	in	either	A	or	B	and	the	result	essen-
tially	reflects	the	R−3	form	of	a	static	dipolar	field.	However	at	distances	where	
kR	>>	1,	corresponding	to	relatively	large	times,	the	propagating	character	of	
the	energy	becomes	more	evident,	and	leads	to	the	characteristic	radiative	
R−1	behavior.

Despite	 the	 fact	 that	 the	virtual	photon	 formulation	 leading	 to	equation	
18.6	 is	 cast	 in	 terms	 of	 electromagnetic	 fields	 that	 are	 purely	 transverse	
with	respect	to	the	photon	propagation	direction	 p̂ ,	the	field	equation	18.8	
contains	elements	that	are	manifestly	non-transverse	against	 ˆ .R 	To	exhibit	
this	explicitly,	the	given	expression	can	be	decomposed	into	terms	that	are		
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transverse	(⊥)	and	longitudinal	(||)	with	respect	to	 ˆ ;R
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One	immediate	conclusion	to	be	drawn	from	the	prominence	of	the	longi-
tudinal	component	in	the	short-range	region	is	the	fact	that	photons	with	p	
not	parallel	 to	 R̂ 	are	 involved	in	the	energy	transfer—which	is	consistent	
with	the	position-momentum	Uncertainty	Principle.	By	contrast	the	absence	
of	an	overall	R−1	term	in	equation	18.10,	compared	to	equation	18.9,	signifies	
that	the	component	of	the	field	that	is	longitudinal	with	respect	to	 R̂ 	is	not	
sustained	 in	 the	 wave-zone	 kR	>>	 1	 (equivalently	 R � �, 	 where	 � = 2π/k	
designates	 the	wavelength	regime	of	 the	energy	being	transferred).	Physi-
cally,	 this	 relates	 to	 the	 fact	 that	with	 increasing	distance	 the	propagating	
field	loses	its	near-field	character	and	is	increasingly	dominated	by	its	trans-
verse	component,	conforming	ever	more	closely	to	what	is	expected	of	“real”	
photon	transmission.

Slope-6

Slope-2

Real photon behaviour

Virtual photon
behaviour

ln A´

lnR

A´ = + +3
R6

K2

R4
K4

R2

FigURE 18.1
Logarithmic	plot	of	the	rate	of	dipole–dipole	energy	transduction	against	distance,	with	short-	
and	long-range	asymptotes.	The	formula	for	the	dimensionless	function	A′	(insert)	determines	
the	rate	for	an	isotropically	oriented	system;	for	details	see	ref.	19.
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18.4 Quantum Pathways

It	 is	 of	 passing	 interest	 to	 note	 the	 results	 of	 a	 recent	 analysis	 which,	 for	
the	 first	 time,	 allowed	 the	 identification	 of	 contributions	 to	 the	 propagat-
ing	field	equation	18.8	separated	on	another	basis,	reflecting	terms	arising	
through	either	one	of	 the	two	alternative	quantum	pathways	discussed	in	
Sect.	 2.	 These	 signify	 (a)	 the	 physically	 intuitive	 propagation	 of	 a	 virtual	
photon	from	A	to	B;	(b)	the	counterintuitive	case	of	virtual	photon	propaga-
tion	from	B	to	A.	In	the	short-range,	kR	<<	1,	both	such	contributions	to	the	
field	unequivocally	exhibit	R−3	dependence;	both	play	a	 significant	 role	 in	
the	mechanism	for	energy	transfer,	as	 is	once	again	consistent	with	quan-
tum	 mechanical	 uncertainty.	 However	 in	 the	 long-range	 (which	 features	
only	terms	transverse	to	 R̂),	contributions	of	type	(a)	carry	an	R−1	radiative	
dependence,	 whereas	 those	 arising	 from	 type	 (b)	 unexpectedly	 fall	 off	 as	
R−4.	Although	it	was	anticipated	that	the	“reverse	propagation”	terms	would	
dwindle	in	importance	compared	to	type	(a),	as	distance	increases	and	the	
photon	acquires	an	increasingly	real	character,	it	was	not	previously	recog-
nized	that	the	rate	of	diminution	actually	increases	with	distance.20

18.5 spin and Photon Angular Momentum

While	a	number	of	issues	associated	with	the	interplay	of	transversality	and	
angular	 momentum	 have	 been	 explored	 in	 the	 general	 context	 of	 sponta-
neous	 emission,21	 the	 developing	 technology	 of	 spintronics22	 invites	 a	 con-
sideration	 of	 energy	 transduction	 between	 quantum	 dots.	 In	 determining	
the	 transverse	field	produced	by	an	electric	dipole	spin	 transition,	 it	 tran-
spires	that	noteworthy	features	arise	in	the	case	of	a	source	whose	transition	
moment	 is	 spin-aligned	 with	 respect	 to	 ˆ ,R 	 i.e.,	 whose	 complex	 transition	
moments	 lie	 in	 a	 plane	 orthogonal	 to	 the	 transfer	 direction	 and	 therefore	
expressible	as:

	
µ µα

( ) [ˆ ˆ]± ±0

2
= i ji .

	
(18.11)

Here,	the	corresponding	result	for	the	electric	field,	from	equation	18.9,	is:
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As	is	readily	shown,	the	complex	vector	in	equation	18.12	that	is	designated	
by	the	terms	in	square	brackets	corresponds	to	a	circularly	polarized	photon	
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of	left/right	helicity,	signifying	retention	of	±1	units	of	spin	angular	momen-
tum.23	This	feature	has	the	potential	for	considerable	importance	in	connec-
tion	with	energy	migration	down	a	column	of	quantum	dots,	oriented	in	a	
common	direction.24	Even	though,	in	the	technically	most	significant	near-
zone	region,	the	coupling	cannot	be	ascribed	to	real	photon	propagation—
and	the	power	law	on	distance	also	changes	between	near-zone	and	far-zone	
displacements—the	fundamental	symmetry	properties	are	the	same	in	each	
regime	and	angular	momentum	is	therefore	conserved.

Finally,	 it	 is	 of	 interest	 to	 make	 an	 observation	 prompted	 by	 the	 rise	 to	
prominence	of	the	technology	of	twisted	laser	beams—beams	with	a	helical	
wavefront	that	convey	what	has	become	termed	orbital	angular	momentum.25	
The	connotations	of	the	term	“photon”	in	such	a	context	have	been	the	sub-
ject	of	much	recent	work,	particularly	in	connection	with	Laguerre-Gaussian	
modes,	and	it	has	been	shown	that	the	photons	in	such	beams	convey	multi-
ples	of	the	usual	spin,	the	integer	multiplier	corresponding	to	the	topological	
charge.	Intriguingly,	there	have	also	been	recent	cases	of	non-integer	vortex	
production.26	Here,	there	is	an	obvious	issue	to	be	addressed	concerning	a	
rapprochement	with	the	bosonic	character	of	quantized	radiation	states;	the	
validity	of	the	photon	concept	in	the	case	of	such	beams	therefore	remains	
to	be	established.	 In	processes	where	photon	emission	and	absorption	are	
together	encapsulated	within	a	theory	of	energy	transduction,	it	is	legitimate	
to	use	any	complete	basis	set	for	the	photon	of	de facto	virtual	character	and	
there	is	nothing	to	be	gained	(or	lost)	by	employing	vortex	modes.

Conclusion

Based	on	a	consideration	of	the	“life”	of	a	photon	as	it	propagates	from	its	
source	 of	 creation	 towards	 the	 site	of	 its	 annihilation	at	 a	detector,	 a	 case	
can	be	made	that	every	such	photon	in	principle	exhibits	both	virtual	and	
“real”	traits.	In	the	short-range	limit	significant	retardation	is	absent	and	the	
virtual	 nature	 of	 the	 photon	 in	 a	 sense	 justifies	 the	 widely	 adopted	 term	
“radiationless”	as	a	descriptor	of	the	energy	transfer.	The	effect	of	increas-
ing	transfer	distance	is	to	diminish	the	virtual	character	of	the	coupling;	the	
energy	transfer	exhibits	an	increasingly	“radiative”,	propagating	behaviour—	
though	a	partly	virtual	character	always	remains;	the	coupling	photons	are	
never	fully real.	Thus	the	radiative	and	radiationless	mechanisms	for	energy	
transduction,	traditionally	viewed	as	separate,	are	accommodated	within	a	
single	theoretical	construct,	and	it	is	significant	that	they	never	compete.

Further	 analysis	 reveals	 hitherto	 unsuspected	 features	 in	 the	 asymp-
totic	 behaviour	 of	 the	 quantum	 pathways	 for	 resonance	 energy	 transfer.	
The	 results	 formally	 vindicate	 the	 accommodation	 of	 both	 source-creator	
and	detector-creator	pathways	in	the	near-zone,	and	the	domination	of	the	
source-creator	pathway	 in	 the	wave-zone.	Physically,	 this	behavior	 is	 con-
sistent	with	a	rapid	diminution	in	significance	of	the	pathway	in	which	the	
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virtual	photon	propagates	from	the	detector	“back”	to	the	source,	consistent	
with	a	diminishing	virtual	character	for	the	coupling	photon.	Finally,	a	con-
sideration	of	the	angular	momentum	aspects	of	the	photon	field	shows	that	
the	possibility	for	retention	of	angular	momentum,	associated	with	circular	
photon	polarizations,	can	apply	even	in	the	near-zone.	The	result	offers	new	
possibilities	for	implementation	in	spintronic	devices.
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19
The Photon and its Measurability

Edward Henry Dowdye, Jr.

Abstract

Abstractly, the photon is looked at in Euclidean Space Geometry, this time 
strictly under the electrodynamics of Galilean Transformations of Velocities 
c′ = c ± v, where the velocity c refers to that velocity with which the photon is 
emitted from its moving primary source which moves with velocity v rela-
tive to the laboratory frame. A non-interfering hypothetical observer, not of 
the real world, would note from the laboratory frame that the interference 
free photon moves with velocity c′. Since any measurement by a real world 
observer involves interference, the window, lens or mirror of the observers 
measuring apparatus gives rise to a secondary photon that is in term re-emit-
ted with the very same velocity c relative to its secondary source, namely, the 
window, lens or mirror of the observers measuring apparatus. This chap-
ter will demonstrate that the problems in modern physics, involving both 
electromagnetism and gravitation, have their pure classical solutions under 
the electrodynamics of Galilean Transformations of Velocities, while abiding 
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strictly by the rules of Galilean Transformations and employing the classical 
assumptions of the rectilinear behavior of both the photon and the graviton 
in Euclidean Space.

Key words: Euclidean space, Galilean transformation, rectilinear, primary 
emission, secondary emission, extinction, extinction shift.

19.1 Introduction

Emission theorists such as Sir Isaac Newton (1642–1727), Pierre Simon de 
Laplace (1749–1827), Jean-Baptiste Biot (1774–1862), Sir David Brewster (1781–
1868) and Walter Ritz (1878–1909) never completed the very important fun-
damentals, the pure classical ideas based on the correct principles of optics 
that seemed to be on the correct path then! Many emission theories have 
come and gone in the past century. This principle of the non-measurability 
of the interference-free photon by the interfering observer, denoted here as 
the extinction shift principle is an emission theory, but unlike earlier emission 
theories, a clear distinction is made between that which can be measured 
and that which can only be calculated.

The undisturbed, not measurable nature of the photon is considered. It is seen 
immediately that no requirements of a medium or ether is necessary to 
explain the apparent phenomenon of the photon in this emission theory. No 
distortions of the standard coordinate system of space and time are required 
to formulate the explanations of the significant fractions of the velocity of 
light phenomena. The mathematical illustrations require only the correct 
use of Galilean transformations of velocities applied to the emissions and 
re-emissions of photons and the exchange of gravitons in Euclidean space 
geometry alone. This time only the Galilean transformations of velocities 
along with the principle of the rectilinear motion of the photon and of the 
graviton successfully accomplish the mathematically equivalence of relativ-
ity using pure classical tools.

19.2 Measurability of Photon

A purely classical treatment of the transit-time effects of electromagnetism 
and gravitation, using solely Galilean transformations of velocities c′ = c ± v in 
Euclidean space, leads directly to exact solutions of the important set of prob-
lems responsible for the success and fame of both general and special relativ-
ity. [1]. In this emission theory, the Galilean transformations are applied to the 
undisturbed “free” propagating waves of a theoretically ideal vacuum. An 
ideal vacuum may be defined as that space which is void of interference, thus 
permitting an undisturbed motion of a primary wave, whose motion is exactly 
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the velocity c relative to its most direct source that is moving with the veloc-
ity v relative to the reference frame. The inter-atomic space of a solid or deep 
interstellar space may approach such an ideal vacuum. It is mathematically 
illustrated that the solutions require absolutely no assumptions of a medium-
dependent velocity or a luminiferous ether. The theoretical assumptions of dis-
tortion of space and dilation of time are unnecessary and are not considered 
at all in Euclidean space. The mathematical illustrations predict that a direct 
measurement or observation on a primary photon or wave by an interfering 
observer is impossible with contemporary technical means and methods.[1]

It follows that, as a consequence of Galilean transformations of velocities 
applied to undisturbed waves in Euclidean space, neither the primary wavelength 
nor the velocity of the primary photon or wave packet is measurable! The 
primary wave will be extinguished by all attempts to measure it and will 
be replaced by a re-emitted secondary wave. Under the correctly applied 
Galilean transformations in Euclidean space, it follows also that only the fre-
quency of the secondary wave, propagating with velocity c in the frame of 
reference of the interference, is observed. An extinction or annihilation of 
the most primary wave emitted from a moving source actually takes place. 
The extinguished primary wave is replaced by a secondary wave as a conse-
quence of direct interference by any attempts to measure it, and is re-emitted 
by the secondary source with an extinction-shifted wavelength. The second-
ary source here is a window, a lens or a mirror of the measuring apparatus. 
For this reason this effect is designated the extinction shift principle.

As a direct consequence of these emission effects, a resting observer mea-
sures a transverse relative time shift, mathematically equivalent to the time 
dilation of relativity. Similarly, it is easily shown that the wave equations are 
invariant under the electrodynamics of Galilean transformations in Euclid-
ean space. Applying the very same rules of this emission theory to Galilean 
transformations of velocities of gravitation, important problems of general 
relativity are solved. The very same principal axioms of the extinction shift 
principle used for applying the Galilean transformation of velocities, this 
time to the emission and re-emission (exchange) of the gravitons in Euclid-
ean space, were used to calculate the perihelion rotation effect of the planet 
Mercury, the PSR1913+16 binary neutron pulsar star system, the so-called 
solar light-bending effect and the gravitational redshift effect. The principle 
leads directly to the derivations of the equations of general relativity, but for 
pure classical reasons only. The solutions mathematically illustrate that the 
motion of both the photon and the graviton describe a rectilinear path, a fun-
damental principle of optics that has been practically forgotten in modern 
physics. [3] It is mathematically demonstrated that this very same emission 
theory is applicable to both gravitation and electromagnetism.

In this principle the undisturbed nature of a not-yet-measured or interfer-
ence-free primary wave and the obvious consequence of the measurement 
of a primary wave, are considered. The mathematical illustrations imply that 
the undisturbed wavelength of a primary wave remains unchanged, and is 
independent of reference frames! Its velocity of motion is exactly c, relative 
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to its most primary source alone. A most significant finding of this emis-
sion theory is that neither the wavelength nor the velocity of a primary 
undisturbed wave or photon is measurable. As a direct consequence of this 
principle, any knowledge of the velocity of motion of a single photon is also 
denied to all ordinary observers in the real material world. Knowledge of 
the velocity of a photon, a wave packet or a wavelet would require more 
than one direct measurement of at least two distinct positions and the corre-
sponding times of detection at those positions. Since the very first detection 
of a photon requires direct interference with it, the undisturbed flight of the 
most primary photon is interrupted upon measurement. It is extinction shifted 
as depicted in Figure 19.1.

The primary photon or wave is extinguished, as is illustrated, by the mea-
suring apparatus and its true wavelength is thereby extinction shifted! A naive 
observer would claim incorrectly that the velocity of the wave is always c. 
It is for this very reason that the experimental efforts of this past century 
were incorrectly interpreted as having observed a constancy in the velocity 
of light. The experiments were simply misinterpreted. The successful deriva-
tion of the equations of Relativity using assumptions of this extinction shift 
principle is in itself a direct mathematical physics proof that the phenomena 
taking place in the laboratories of nature are purely classical ones, describ-
able only in the framework of Euclidean space geometry.

19.2.1	 Constancy	of	Velocity	of	Light

The parameter c is the velocity of light constant, which has been measured 
very accurately to be about 299,792,458 meters per second in vacuum. There 
are additionally many issues pertaining to whether this constant has had 
different values at earlier times and/or in different regions of the universe. 
But the constant c is not the issue here at all. The real issue here is the con-
stancy of the velocity of light in all frames of reference! The primary question 
remains: Does the true velocity of electromagnetic waves and gravitation in a 

Ideal Vacuum Medium

Observer

Extinguished
wave

from secondary source

Anomalous velocity
wave

from primary source

CC´

Measuring instrument

Figure	19.1
An interfering observer attempts to measure a previously undisturbed primary wave emitted 
from a primary source of a different frame of reference other than that of the observer.
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given frame of reference depend on the motion of its primary source of a dif-
ferent frame of reference? Does the Galilean transformation of velocities

 c′ = c ± v (19.1)

apply to both electromagnetism and gravitation? The question is whether 
this equation, named after the famous Italian scientist and mathematician, 
Galileo Galilei (1564–1642), [2] is applicable to the physics of the photon and 
the graviton. Galileo, perhaps the most famous early astronomer, is consid-
ered one of the founders of modern science; far ahead of his time in many 
ways. The above questions have been answered in the affirmative by the 
mathematical proof of this emission theory. The mathematical illustrations 
and proofs, along with the cited observational evidence, show that the veloc-
ity of light is not constant in all frames of reference.

19.2.2	 rectilinear	Motions	of	Photons	and	gravitons

The rectilinear path of the photons and gravitons [3] is a fundamental basis 
of this emission theory. As a direct consequence of Galilean transformations 
in Euclidean space, the principle of emission and re-emission suggests that 
any undisturbed photon or graviton simply cannot change its path. It cannot 
deviate as long as its path is undisturbed. A primary photon moving along an 
undisturbed path will give rise to a secondary photon at the point of interfer-
ence, thereby terminating the undisturbed path. The undisturbed phenom-
enon of rectilinear motion is hitherto not treated in modern physics texts.

As opposed to any light-bending effect or a warped space, as assumed in rel-
ativity, alternatively, altering the path of re-emitted photons is accomplished 
via electrodynamics of reemission in Euclidean space, as a direct conse-
quence of relative phase and conservation of energy. The path of the new 
photon is characteristic of the interfering medium. [3] The primary photon 
upon extinction or interference no longer exists. In any refracting medium, 
the photon is subjected to processes of re-emission, i.e., from primary to 
secondary, from secondary to tertiary, on out to many n-ary re-emissions, 
each segment denoting infinitesimally short rectilinear (straight-line) paths 
along which the re-emitted photon or exchanged graviton moves.

19.2.3	 Definition	of	extinction	Shift

As opposed to a Doppler shift, a re-emission at the point of interference of a 
primary not-yet-interfered-with photon or wave takes place. In Figure 19.2, 
an undisturbed primary wave moves independent of reference frames, 
from primary to secondary source frame, until which time it is re-emitted 
(extinction shifted) upon interference at the window. As illustrated, from left 
to right, the primary wave emitted from an approaching source on the left 
has the primary undisturbed wavelength of λc + v with velocity c + v rela-
tive to the depicted fixed interference. The primary wave is extinguished 
at the point of interference, immediately re-emitting a new secondary wave 
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with an extinction shifted wavelength of λc at the velocity c relative to the 
interfering secondary source (the fixed interference), and with the relative 
frequency of the primary wave as would be noted in the frame of reference 
of the interference.

For the case of the approaching source as depicted above, the new re- 
emitted secondary wave will have a shorter wavelength of

 λc < λc+v (19.2)

and will move with the velocity c relative to the point of interference, the new 
secondary source. The primary and secondary waves have exactly the same 
frequency v as would be noted in the frame of reference of the interference, 
i.e., the velocity-to-wavelength ratio of the primary wave equals the velocity- 
to-wavelength ratio of the secondary wave. For the approaching primary 
source always:

 

c v
v

c

c v
Before

Interference c
After

Inter

+
λ λ+

= =| |
fference

 (19.3)

For the case of the receding source, the new re-emitted secondary wave will 
have a longer wavelength of

 λc > λc−v (19.4)

and will move with the velocity c relative to the point of interference, the new 
secondary source. For the receding primary source always

 

c v
v

c

c v
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Interference c
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Inter

−
λ λ−

| |= =
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 (19.5)
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Figure	19.2
Reference-frame independent primary wave is re-emitted as a secondary wave whose wave-
length is consequently extinction shifted.
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The point that has been missed in previous emission theories is that the 
ordinary real world observer can measure neither the undisturbed velocity 
c ± v nor the undisturbed wavelength λc ± v of the primary undisturbed wave. The 
measuring instrument can only discern the frequency ν of interference as is 
perceived in the frame of reference of the interference. Thus, any observer in 
the frame of reference of the interference would count the same number of 
waves passing a fixed point per unit time before and after the interference. 
Hence, the number of primary waves entering the interference equals the 
number of secondary waves leaving the interference.

As a consequence of the mathematical illustrations [1], it is thereby demon-
strated that any wavelength of a primary undisturbed wave cannot be Dop-
pler shifted, but rather re-emitted as an extinction shifted secondary wave, 
requiring absolutely no relativistic corrections whatsoever. And there is no 
direct observation or measurement on the primary wave! Solving equation 
19.3 for λc we have, for the above illustrated approaching source

 

λ λ
−

c c v

v
c

= ++

1

1




  (19.6)

Solving equation 19.5 for a receding source (if the source were to move in the 
opposite direction) we have:

 

λ λ −−

−

c c v

v
c

=
1

1




  (19.7)

Thus, any primary wave along with its previously undisturbed wavelength 
is extinguished at the interference and replaced with a new secondary wave 
with a shifted, i.e., extinction-shifted wavelength, moving with velocity c in 
the frame of reference of the interference. It follows that any observation on 
the primary by the real-world observer is strictly denied. Expanding equa-
tions 19.6 and 19.7, one gets second order and higher order terms, the math-
ematically equivalence of the relativistically corrected Doppler shift. [3] [10] 
It is also important note that, unlike earlier emission theories, the principal 
axioms of the extinction shift principle make a clear distinction between the 
measurable and the calculable. [1]

19.3 Mathematical Illustrations

19.3.1	 invariance	of	Wave	equation

 

∂
∂
+ ∂
∂
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2 2

2

2

1
0
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x y z c t

 (19.8)
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The invariance of the wave equation is mathematically illustrated under 
direct application of Galilean transformations of velocities using the prin-
cipal axioms of the extinction shift principle. [1] The rules of emissions and 
re-emissions in Euclidean space geometry are strictly adhered to. Assume:

 1. All undisturbed primary waves, i.e., Φ = Φ0 sin 2π ( )νt x+ 1
λ are emitted 

at velocity c relative to their most primary sources and upon any inter-
ference are then re-emitted at the same velocity c in the frame of refer-
ence of the interference. The undisturbed primary wave propagates 
with velocity c in all frames of reference other than that of the most pri-
mary source. The re-emitted secondary wave Φ′ = Φ′0 sin 2π ( )′ ′ + ′′ν t x1

λ  
noted with relative frequency n′and extinction shifted wavelength λ′, 
propagates with velocity c relative to its secondary source.

 2. The undisturbed (not measurable) wavelength λ, void of interfer-
ence, remains unchanged in all frames of reference.

 3. The laws governing emission and re-emission do not change with 
the frame of reference.

As a consequence of these rules, the apparent equations of motion, due to mea-
surement or extinction of the primary wave, will be the same for all observers, 
regardless of the frame of reference, since the velocity of the re-emitted wave 
is always exactly c in the frame of reference of the interference only; a velocity 
of c′ ≠ c in all others frames of reference. Only the observed frequency and the 
extinction shifted wavelength will depend on the frame of reference. From the 
principal axioms of the extinction shift principle (see Appendix IV of Refer-
ence [1]), all interfering observers will measure a frequency and a wavelength, 
the product of which is always c. In the frame of reference of the primary 
source, the velocity of the wave is ν λ = c relative to the primary source only, 
For any approaching source, the observable is always

 

′ ′ = +














 +


















−

ν ν υ υλ λ1 1
1

c c
== =νλ c.  (19.9)

For any receding source, the observable is always.

 

′ ′ = −














 −


















−

ν ν υ υλ λ1 1
1

c c
== =νλ c.  (19.10)

A hypothetical, non-interfering observer, however, would note that the veloc-
ity of an undisturbed wave moving, say along the x direction, would depend 
on the reference frame, strictly obeying Galilean transformations of veloci-
ties and that the undisturbed wavelength, not measurable by any interfering 
observer, would remain unchanged.
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The hypothetical observer, who abides strictly by the principal axioms of 
the extinction shift principle, while correctly applying these rules to Galilean 
transformation in Euclidean space geometry, would correctly predict that 
all interfering observers would always note ν′λ′ = νλ = c. By differentiating 
the equation Φ′ = Φ′0 sin 2π ( )′ ′ + ′′ν t x1

λ
 twice after t′ and x′, the interfering 

observer arrives at

 

∂ ′
∂ ′

= − ′ ′ = ′ ′ ∂ ′
∂ ′

2

2
2 2 2 2

2

2
2

Φ Φ Φ
t x

( )π ν ν λ  (19.11)

Thus, the interfering observer, regardless of his frame of reference, derives 
the very same wave equation
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,  (19.12)

for quantities differing only in ν′ and λ′, but not in ν′λ′ = νλ = c.
The wave equation is found to be totally invariant under Galilean transfor-

mations of velocities, using the correctly formulated principle axioms of the 
extinction shift principle applied to emissions and re-emissions in Euclidean 
space geometry.

19.3.2	 Transverse	relative	Time	Shift

Let a source move with constant velocity v in a direction transversely relative 
to a stationary observer as indicated in Figure 19.3. Assume the source has a 
lifetime of τ0 seconds and emits two bursts of signals, an initial one at birth  
(t = 0) and a final one at death (t = 3). The resting observer is placed at a distance 
D from the nearest point on the path of the moving source. Let the initial burst 
serve as time reference and be emitted such that it is received at the observer’s 
measuring apparatus when the source is positioned such that a line extended 
from the observer to the source is at right angle to the path of the source (dot-
ted line). It is herewith mathematically illustrated that the difference in the 
times of arrival of the initial and final waves is actually τ′ > τ0; a transverse 
relative time shift, the inverse of a transverse relative frequency shift.

As a consequence of Galilean transformations and the rectilinear path of 
all constituent parts of a wave front, a simultaneous detection by a single 
observer of both the initial and the final signal burst is not possible! The initial 
wave front will arrive at the speed ′ = +c c v2 2  for the distance D D v

c
2 2 2

2+  
and have the radius D = τ0c. The final wave is emitted at distance t0v past the 
point of emission of the initial wave. The final wave front is received at the 
observer delayed by t ′ seconds, during which time the center of the spheri-
cal wave front moves the distance t ′ v past the (t = 3) point to the (t = 9) point, 
while its radius increases to the length of t ′c. It follows from geometry that 
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(τ′c)2 = (τ0c)2 + (τ′v)2. Solving for τ′ we get

 ′ =
−
0τ
τ

1 2

2
v
c

 (19.13)

Thus, a particle of lifetime τ0 and velocity v will appear to any fixed observer 
to move the distance τ′v in time τ′.

This effect is therefore a transverse relative time shift, not a time dilation. 
[1] It should be noted that a procedure similar to that above derives a velocity 
dependent effective mass

 

m
m

eff v
c

=
−

0

1 2

2
 (19.14)

which is the mathematical equivalent of the relativistic mass.

19.3.3	 Perihelion	rotation	effect

We shall calculate the planet Mercury perihelion rotation effect using solely 
Galilean transformations of velocities applied to the transit time effect that 

C´ = C + V 

c´ =   c2 + v2 – 2cvCosφ 

v2

c21 – 
τ´ = τ0(τ´C)2 = (τ0C)2

 + (τ´V)2
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Figure	19.3
Transverse relative time shift as opposed to time dilation assumed by relativity.
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is due to the exchange of gravitons between the mass bodies, each mov-
ing with a given velocity relative to the gravitational field set up by the 
other. The table lists important astrophysical parameters necessary for this 
calculation.

A one-way transit time effect for a gravitational interaction between mass 
particles separated by a distance r may be given as τrec

r
crec
=  when they 

recede from one another. For an approaching case, the transit time may be 
given by τapp

r
capp
= .  Based on the table, the receding mass particles see a Gali-

lean transformed velocity of the gravitational field set up by the other mass 
of velocity ′ = − +c crec

v
c

v
c( cos ) /1 22

2
1 2φ . This translates to an effective distance 

of r c rrec rec
v
c

v
c= = − + −τ φ( cos ) ./1 22

2
1 2  The mean orbital velocity of the planet 

Mercury is v KmMercury = 48 96. /sec  and v

c
Mercury = ⋅ −1 632 10 4. .  From the Table, for 

the calculation of c′ we equate 2vc′ cos φ ≈ 2vc cos φ and thus 2 v
c′  cos φ ≈ 2 v

c  
cos φ, since ′c

c  ≈ 1. We will see later on that the terms in v
c

 cos φ will cancel 
due to sign change and the practical symmetry of the elliptical orbit!

Herewith, for both the receding and approaching cases, the angle φ is only 
slightly greater than π2  radians, causing the value of cos φ to take on negative 
values. For the receding case, the effective path for gravitational influence is 
therefore

 

r r
v
c

v
c

r rrec rec≈ + −






>1
1
2

2

2
cos .φ where  (19.15)

TabLe	19.1

Effective Path Length, Resulting Effective Force, and Velocity Transformations 
from the Geometry (Figure 19.4) for Receding and Approaching Cases. Important 
Astrophysical Parameters used to Calculate Perihelion Rotation Effect under 
Galilean Transformations of Velocities in Euclidean Space are Listed

 
Velocity Dependent Parameters 

(Receding and Approaching Cases)
Astrophysical and Prbital Parameters 

(for Planet Mercury)
 

rrec = effective length (receding) GM = 1.3271544 ⋅ 1020m3/s2

rapp = effective length (approaching)    a = 57.9 ⋅ 109m
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GM

r
m
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= 2

   e = 0.205633

Fapp
GM

r
m

app
= 2

   r = a(1 − e2)/(1 + e cos ν)
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Similarly, for the approaching case, the effective path for gravitational influ-
ence is

 

r r
v
c

v
c

r rapp app≈ − +
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2

2
cos .φ where  (19.16)

From the table of orbital parameters, the angular velocity ω = GM
r3  can be 

modified to reflect the receding case, giving
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Similarly, for the approaching case,
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Since the means orbiting velocity of the planet Mercury is such that v
c  << 1, 

then we have ω φrec
GM
r

v
c

v
c≈ − +3

2

21 3
4

3
2[ cos ]  for the receding case.

Expressing the angular velocity ω as a function of velocity v, we have

 

d
dv
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v
c crecω φ= − +
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3
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wherefrom ∆ = − + ∆ω ω φrec
v
c c v( cos )3

2
3
2

1
2 where ω = GM

r3 .
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Similarly, for the approaching case,

 

∆ ∆ + = + − − −
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A net change in angular velocity of the planet Mercury for a complete orbit 
may be given as ∆ω = ∆ωrec − ∆ωapp which results in a function of a second 
order in υc only!

 

∆ = −





− +














ω ω 3

2
3
2

2

2

2

2

v
c
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 (19.22)

We note immediately that, under Galilean transformations of velocities, the 
first order terms in v

c cosφ cancel as a consequence of sign changes during 
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the approach and receding portions of the orbit! From Figure 19.4 the resul-
tant velocity c′ of the gravitational field of gravitons from the solar mass M, 
as seen from the Mercury mass m, has practically the same angle φ history 
relative to the velocity v of Mercury’s orbit, since v

c  << 1. Hence, practically 
the same angular history for φ is swept for 0 <ν < π and π < ν < 2π. The sec-
ond order terms in v

c  accumulate, as is expected, since a required net energy 
for the planetary orbit must be zero. Thus, the perihelion must shift! The net 
change in the angular velocity is calculated using the table of astrophysical 
and orbital parameters for Mercury and simply by setting v = 2

π as follows:

 

∆ = ⋅ =
−

∆ = ⋅ −ω ω ω ω3
3
1

7 04814 10
2

2 2 2
14v

c
GM

a e c( )
; . radd/sec  (19.23)

Expressing this result in radians per period, we have

∆ =
−

= ⋅ −ω π
ω

π2 6
1

5 019568 10
2 2

7GM
a e c( )

. rad/period = 42.988 arcsec/century (19.24)

This result verifies that gravitation as well as light behaves strictly accord-
ing to Galilean transformation of velocities in Euclidean space with the very 
same velocity c, relative to the primary source only, as that of the velocity 
of light. This principle of the graviton exchange has a direct analogy to the 
principles of the emission and re-emission of the photon according to the 

m

m

GM

rapp

rrec

c c´

c´
c

v

v

φ

�

φ

Figure	19.4
Direct application of extinction shift principle calculates the perihelion rotation effect due a 
transit time effect for an exchange of gravitons between orbiting mass bodies according to 
Galilean transformations in Euclidean space. The velocity c′ is that of the gravitons of the field 
of M relative to m in the depicted sections of its elliptical orbit. For simplicity of problem solu-
tion, the angle φ is chosen to separate the velocity vectors for v and c′ for the receding case, v 
and c for the approaching case.
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principal axioms of the extinction shift principle, the same principle used to 
arrives at the perihelion rotation results of the PSR1913+16 binary neutron 
pulsar star system, calculated in detail in Reference [1], arriving at the pre-
cise numerical result obtained by relativity, first published in Reference [11], 
a result claimed by relativity in 1990 for its fame and validation.

19.4 observational Evidence

The past century of experiments in optics along with convincing observa-
tional evidence lend support the above demonstrated emission theory, sum-
marized in detail in Reference [1]. The principal axioms that serve as the 
rules for applying the Galilean transformations were mathematically illustrated 
on the past century of velocity of light experiments, to include the Beckmann 
and Mandics Lloyd mirror experiment [4] in 1965 and the Babcock and Bergman 
rotating mirror experiment [5] repeated by Beckmann and Mandics [6] in 
1964. Rotz [7], and James and Sternberg [8] performed variations of this 
experiment. One of the most important experiments was performed by 
Albert A. Michelson [9] and involved two mirrors rotated about a common 
center inside of an optical loop. The principal axioms serve as the maps to 
help explain the experimental outcomes, the details of which are given in 
Reference [1] in the Appendix pp. 23A–32A. Additionally, along with the 
planet Mercury perihelion rotation effect calculated here, the calculation of 
the perihelion rotation effect of the PSR1913+16 binary pulsar system, first 
calculated by Taylor et al. (1978) using general relativity and published in 
Reference [11], is mathematically illustrated with the very same technique of 
this emission theory and published in detail in Reference [1].

summary and Conclusions

The obvious consequence of the measurement and the undisturbed nature 
of the not physically measurable phenomenon are herein considered. Signifi-
cant findings include:

 1. The non-measurability of the wavelength or velocity of a primary 
wave or a primary photon from a frame of reference other than that 
of the most primary source.

 2. The primary, not-yet-interfered-with undisturbed wavelength 
remains unchanged and is independent of reference frames.

 3. The extinction shift principle correctly predicts the outcome of 
important astrophysical phenomena taking place in the laboratories 
of nature for both electromagnetism and gravitation by applying 
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the very same rules of Galilean transformations of velocities in 
Euclidean space alone.

 4. These pure classical treatments lead directly to the solutions of 
famous problems responsible for the success and fame of general 
and special relativity. [1]

Appendix: Principal Axioms of Extinction shift Principle

There are various combinations of light paths that need to be considered for 
theoretically interpreting the results pertaining to electromagnetic emissions. 
The experiment always pertains to a source primary emitter, an interference, 
one or more secondary sources of emission or re-emitters and an observer or a 
detector. The principal axioms pertain to the various combinations of the state 
of the source, the interference and the observer and the direct application of 
the Galilean transformations to derive the observed frequencies, wavelengths 
and velocities in Euclidean space. For instance, one experiment may involve 
a fixed source, a fixed interfering window and a moving observer. Another 
experiment may involve a moving source, a fixed interfering window and a 
moving observer. Still another experiment may involve a fixed source, a mov-
ing interfering window and a fixed observer, and so on.

Similarly, for the case of gravitation, a given primary mass particle may be 
considered as the source of a primary field that perturbs a secondary mass 
particle that is the direct source of a secondary field. The secondary field 
set up by this secondary mass conveys indirect information on the primary 
mass particle via its secondary field to yet a third tertiary mass or some sen-
sor mass under influence of the fields.

The same Galilean transformation of velocities applied to gravitation to 
solve problems in astrophysics and correctly predict the outcomes of nul-
lified experiments in optics provides grounds for the correctness of this 
extinction shift principle! See Appendix IV of Reference [1].
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Abstract

For	 large	 bulk	 disordered	 media,	 light	 transport	 is	 generally	 successfully	
described	by	a	diffusion	process.	This	picture	assumes	that	any	interference	
is	washed	out	under	configuration	average.	However,	it	is	now	known	that,	
under	 certain	 circumstances,	 some	 interference	 effects	 survive	 the	 disor-
der	average	and	 in	 turn	 lead	to	wave	 localizations	effects.	 In	 this	chapter,		

44249_C020.indd   297 6/24/08   12:10:56 PM



298 The Nature of Light: What Is a Photon?

we	investigate	coherence	of	a	monochromatic	laser	light	propagating	in	an	
optically	thick	sample	of	laser-cooled	strontium	atoms.	For	this	purpose,	we	
use	the	coherent	backscattering	effect	as	an	interferometric	tool.	At	low	laser	
probe	beam	intensities,	phase	coherence	is	fully	preserved	and	the	interfer-
ence	contrast	is	maximal.	At	higher	intensities,	saturation	effects	start	to	set	
in	and	the	interference	contrast	is	reduced.

20.1 Introduction

One	 of	 the	 fascinating	 properties	 of	 photons,	 like	 all	 quantum	 objects,	 is	
interference.	 In	 the	 well-known	 two-slits	 experiment,	 the	 photon	 experi-
ences	the	two	slits	at	the	same	time,	i.e., takes	two	different	paths	to	reach	
the	detector.	The	detection	probability	P is	obtained	from	the	superposition	
principle	which	states	that	P	=	|A1	exp	(iϕ1)	+	A2	exp	(iϕ2)|2	where	An	exp	(iϕn)	
is	the	quantum	mechanical	amplitude	to	go	through	slit	n while	the	other	
is	closed.	Interference	effects	are	then	encoded	in	the	phase-difference	ϕ = 
ϕ2 −	ϕ1.	As	a	result,	depending	on	the	ϕ value,	the	two	paths	may	interfere	
constructively	 or	 destructively	 and	 correspondingly	 lead	 to	 an	 increased	
or	 decreased	 detection	 probability	 and	 thus	 to	 interference	 fringes.	 These	
quantum	interferences	are	very	sensitive	to	any	phase-breaking	mechanisms	
destroying	coherence.

The	 same	 principles	 apply	 for	 monochromatic	 light	 shining	 and	 being	
scattered	off	an	optically	thick	disordered	sample.	For	a	given	configuration	
of	scatterers,	the	scattered	light	exhibit	a	well-known	speckle	pattern.	This	
pattern	originates	from	the	coherent	superposition	of	all	possible	quantum	
amplitudes	Ap	exp	(iϕp)	associated	to	each	possible	scattering	path	p inside	
the	 medium.	 The	 detection	 probability	 is	 thus	 now	 P	=	 |Σp	 Ap	 exp	 (iϕp)|2.	
Averaging	 now	 over	 all	 possible	 scatterers	 configurations,	 one	 may	 think	
that	all	interference	terms	of	the	form	Σp≠q	ApAq	exp	i(ϕp	−	ϕq)	will	be	washed	
out.	This	is	true	unless paths	p and	q are	geometrically the same but	travelled in 
opposite directions.	We	then	say	that	we	face	pairs	of	reversed paths.	In	this	case,		
disorder	average	cannot	break	the	two-wave interference	associated	to	these	
pairs	 of	 scattering	 paths.	 This	 is	 the	 basic	 surviving	 interference	 effect	 at	
the	heart	of	the	coherent	back	scattering	(CBS)	phenomenon.	Collecting	light	
retro-reflected	off	the	sample,	the	average	detection	signal	exhibits	a	narrow	
angular	 cone	 around	 exact	 backscattering.	 The	 angular	 width	 of	 the	 CBS	
cone	typically	scales	as	(kℓ)−1 where	k is	the	light	wave	vector	and	ℓ	the	light	
scattering	mean	free	path	inside	the	sample.	This	CBS	cone	is	a	hall	mark	
of	interference	effects	in	multiple	scattering	[1–3]	even	if	other	interference	
effects	which	survive	disorder-average	also	exist:	weak	localization	effects	
(interference	 corrections	 to	 the	 Boltzmann	 diffusion	 constant),	 universal	
conductance	fluctuations	[2,4,5],	etc.

Technically	 speaking,	 the	 semi-classical	 picture	 developed	 so	 far	 to	
explain	 interference	 effects	 in	 multiple	 scattering	 is	 valid	 in	 the	 (weak	
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localization)	 regime	 kℓ	 >>	 1.	 When	 disorder	 is	 so	 strong	 that	 the	 onset	
kℓ	 ≈	 1	 is	 reached	 (Ioffe-Regel	 criterion),	 then	 a	 disorder-induced	 “metal-
insulator”	 transition	 occurs.	 Optical	 states	 in	 the	 bulk	 are	 exponentially	
localized	 and	 transport	 is	 inhibited.	 This	 is	 the	 celebrated	 Anderson	 sce-
nario	(strong	localization	phenomenon)	valid	for	any	kind	of	 linear	waves	
[6,	7].	For	infra-red	optical	light,	only	one	experimental	observation	[8]	has	
been	reported	so	far	but	further	investigation	is	still	required	due	to	possible	
residual	absorption	[9,	10].

The	 CBS	 effect	 can	 be	 used	 as	 a	 powerful	 interferometric	 tool	 to	 study	
possible	phase-breaking	mechanisms	at	work	while	the	light	wave	interacts	
with	a	random	medium.	As	a	(multi)	two-wave	interferometer,	the	CBS	inter-
ferometer	 shares	 many	 similarities	 with	 other,	 more	 common,	 two-wave	
interferometers	like	the	two-slit	set-up.	However	it	has	also	some	particular	
and	unusual	properties:	it	is	an	automatically	self-aligned,	zero	path-length	
set-up.	This	interferometer	is	thus	very	robust.	The	CBS	enhancement	factor	
α,	defined	as	the	ratio	between	the	intensity	collected	at	exact	backscattering	
and	the	intensity	collected	far	off	exact	backscattering,	is	a	measure	of	the	
degree	of	coherence	of	 light	leaving	the	medium.	When	coherence	is	fully	
preserved,	α takes	 its	maximal	value	 in	the	so-called	parallel	polarization	
channels	and	is	exactly	2	for	spherically	symmetric	scatterers	in	the	helicity-	
preserving	polarization	channel	h||h.	In	this	case,	any	phase-breaking	mech-
anism	inducing	a	coherence	loss	between	the	interfering	multiple	scattering	
reversed	paths	is	expected	to	yield	an	enhancement	factor	smaller	than	2	in	
the	h||h	channel.

This	makes	the	CBS	interferometer	an	unique	tool	to	study	decoherence	
effects	in	multiple	scattering.	As	an	example,	we	may	cite	the	decoherence	
induced	 by	 a	 Zeeman-degenerate	 internal	 structure	 (for	 experiment	 see	
[11,12]	and	[13]	for	theory)	and	also	the	corresponding	surprising	restoration	
of	interference	by	applying	an	external	magnetic	field	[14].

In	 this	 chapter	we	present	a	 collection	of	CBS	experiments	done	with	a	
cold	strontium	(88Sr)	atomic	cloud	as	an	optically	thick	disordered	medium.	
Using	an	atomic	gas	 to	 investigate	wave	 transport	phenomena	offers	 sub-
stantial	advantages	with	respect	to	classical	Mie	or	Rayleigh	scatterers.	First,	
as	 point-dipole	 scatterers,	 the	 maximum	 light	 scattering	 cross-section	σ	=	
6π/k2	 is	 far	 larger	 than	the	square	of	 the	geometrical	size	 itself.	Scattering	
is	thus	very	efficient.	Second,	as	atoms	are	extremely	resonants	scatterers,	a	
slight	detuning	of	the	incoming	light	with	respect	to	the	internal	atomic	res-
onance	(by	few	linewidths	Γ)	can	change	by	several	orders	of	magnitude	the	
light	scattering	efficiency.	Third,	atoms	of	a	given	species	are	perfect	mono-
disperse	scatterers.	The	major	drawback	is	the	large	transport	time	 τ*Γ−1	
(≈	5	ns	for	strontium)	[15]	which	imposes	a	Doppler	broadening	much	smaller	
than	Γ	 [16].	Cooling	atoms	 in	a	Magneto-Optical	Trap	(MOT)	circumvents	
this	difficulty.

The	strontium	MOT	and	its	main	characteristics	will	be	given	in	section	
II.	Then	in	section	III,	we	will	describe	the	results	obtained	in	two	different	
regimes:	the	elastic	scattering	regime	obtained	at	 low	laser	intensities	and	
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the	inelastic	scattering	regime	obtained	at	high	laser	intensities.	In	the	first	
case,	coherence	is	fully	preserved	while	in	the	second	case	it	is	altered	due	to	
vacuum-induced	dipole	fluctuations.

20.2 Cold Atomic Cloud

20.2.1	 MOT	Set-Up

The	cold	strontium	cloud	is	produced	in	a	magneto-optical	trap	(MOT)	set-
up.	The	cooling	transition	is	the	optical	dipole	transition	line	1S0	−	1P1	at	λ	=	
461	nm.	This	transition	thus	connects	a	Jg	=	0	ground	state	to	a	Je	=	1	excited	
state.	The	excited-state	natural	 linewidth	 is	Γ/2π	=	 32	MHz	 and	 the	corre-
sponding	saturation	intensity	is	Is	=	42.5	mW/cm2.

First	an	effusive	strontium	beam	is	extracted	from	an	oven	operating	at	
500°C.	Then	a	27	cm	 long	Zeeman	slower	reduces	 the	strontium	longitu-
dinal	velocity	within	the	velocity	capture	range	of	the	MOT,	i.e., ~ 50 m/s 
(Fig.	20.1a).	The	Zeeman	slower,	MOT,	and	probe	laser	beams	all	operate	at	
461	 nm and	 are	 generated	 from	 the	 same	 frequency-doubled	 source	
detailed	 in	 [17].	Briefly,	a	single-mode	grating	stabilized	diode	 laser	and	
a	 tapered	 amplifier	 are	 used	 in	 a	 master-slave	 configuration	 to	 produce	
500	mW of	light	at	922	nm.	This	infrared	light	is	then	frequency-doubled	in	
a	semi-monolithic	standing-wave	cavity	with	an	intracavity	KNbO3	non-
linear	crystal.	The	cavity	is	maintained	at	resonance	with	the	infrared	light	
thanks	to	a	feedback	loop.	The	second	harmonic	exits	the	cavity	through	
a	dichroic	mirror	providing	150	mW of	tunable	single-mode	light,	which	is	
then	frequency	locked	on	the	461	nm strontium	line	in	a	heat	pipe	(Fig.	20.1b).	
	We	use	acousto-optic	modulators	for	subsequent	amplitude	and	frequency	
variations.	 The	 MOT	 is	 made	 of	 six	 independent	 trapping	 beams.	 Each	
beam	is	carrying	an	intensity	of	5.2	mW/cm2	and	each	beam	waist	is	8	mm.	
The	trapping	beams	are	red-detuned	by	δ	=	−Γ	with	respect	to	the	atomic	
resonance	line.	Two	anti-Helmoltz	coils	generate	a	70	G/cm magnetic	field	
gradient	to	trap	the	atoms.

20.2.2	 MOT	Parameters

20.2.2.1	 Trapped	Population

The	461	nm	transition	used	for	cooling	is	not	a	closed	transition.	Hence,	atoms	
in	the	1P1 state	can	radiatively	decay	to	the 1D2 state	and	then	to	the	triplet 
3P1 and 3P2 states	(see	Fig.	20.2).	Atoms	ending	in	the	long-lived	3P2	state	are	
then	lost.	The	maximum	optical	pumping	loss	rate	(obtained	at	large	laser	
intensities)	is	1300	s−1 whereas	the	loading	atomic	flux	in	our	experiment	is	
about	109	s−1. Hence	pumping	losses	can	reduce	the	number	of	trapped	atoms	
down	to	typically	106	atoms	but	do	not	prevent	by	themselves	the	formation	
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of	the	cold	atomic	cloud.	In	Fig.	20.3,	the	MOT	lifetime	is	shown	as	a	function	
of	the	saturation	parameter	s

	
s

s
=

+
0
2 21 4δ /Γ 	

(20.1)

where	 s0	=	 I/Is	 is	 the	 on-resonance	 saturation	 parameter	 (I being	 the	 total	
MOT	laser	intensity)	and	δ	is	the	laser	detuning.	The	plain	curve	is	obtained	
by	considering	optical	pumping	as	the	only	loss	mechanism	with	no	adjust-
able	 parameters.	 We	 see	 that	 the	 overall	 experimental	 behavior	 is	 well	
reproduced	by	 this	 simple	model.	We	 think	 that	 the	small	mismatch	may	
come	from	systematic	errors	 in	the	measurements	of	 the	laser	 intensity	or	
detuning.

In	principle,	atoms	should	be	efficiently	shielded	from	these	optical	pump-
ing	losses	by	adding	two	additional	lasers	on	resonance	with	the	3P2	→	3S1 
line	at	707	nm	and	with	the	3P2	→	3S1	line	at	679	nm. Using	only	the	707	nm 
laser,	atoms	are	pumped	to	the	3P0	metastable	state.	The	relative	maximum	

(a)

Oven Zeeman
slower MOT

MOT Beam
(δ = –Г, I = 70 mW)

Zeeman slower beam
(δ = –8Г, I = 40 mW)

Atomic beam
Repumping Beams

(b)

Optical
amplificator

Diode laser in
extended cavity

Perrot-Fabry cavity
with doubling cristal

Feedback loop
for frequency

Dichroïc
mirors

Detector

Detector

AOM

AOM

AOM

Feedback loop
for the intensity

to MOT
To the Zeeman slower

Sr Heatpipe

λ = 922 nm

λ = 461 nm

λ/2

FigURE	20.1
MOT	(a)	and	Laser	(b)	set-ups.	For	more	details	see	text.
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Energy	diagram	of	88Sr	atom.
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FigURE	20.3
Measured	MOT	decay	rate	as	a	function	of	the	saturation	parameter	s of	the	MOT	beams	(full	
circles)	and	its	comparison	to	a	theoretical	model	based	on	optical	pumping	losses	(plain	line).	
The	dashed	line	corresponds	to	the	maximum	decay	rate	obtained	at	s >> 1.The	experiment	
was	done	at	δ	=	−1.4Γ.
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gain	G of	the	trapped	population	should	then	be:

	
G

S P
S P

=
Γ
Γ

3 1
3

1

3 1
3

0

→
→ 	

(20.2)

It	corresponds	to	the	ratio	between	the	inverse	decay	probability	of	the	3S1 
state	 to	 the	 3P0 and	the	 inverse	decay	probability	of	 the	 3S1	state	 to	 the	 3P1	
state.	From	Fig.	20.2,	we	get	G =	3.	Hence	the	maximum	gain	of	the	trapped	
population	should	be	1	+	G	=	4.	However	the	measured	gain	is	only	around	
2.5,	i.e. lower	than	the	expected	value.	We	think	that	this	discrepancy	is	due	
to	the	MOT	magnetic	field	gradient	which	expels	the	atoms	pumped	in	the	
anti-trapping	Zeeman	states	of	the	1D2	and	3P2	levels.

By	using	the	two	pumping	lasers,	the	number	of	trapped	atoms	is	increased	
up	 to	about	N	≈	 108.	 In	 this	configuration,	 the	MOT	 lifetime	 is	essentially	
dominated	by	inelastic	cold	collisions,	residual	optical	pumping	and	hot	col-
lisions	with	the	uncooled	strontium	atoms	of	the	atomic	beam.	Operating	at	
low	laser	intensity,	the	number	of	trapped	atoms	is	substantially	decreased	
and	the	hot	collision	loss	channel	becomes	the	dominant	one.	In	this	case	the	
MOT	lifetime	is	found	to	be	0.5	s.

20.2.2.2	 Size	and	Density

The	MOT	size	is	obtained	by	fluorescence	imaging	on	a	CCD	camera.	The	
MOT	shape	 is	 roughly	Gaussian	with	a	rms radius	of	a	 fraction	of	mm.	 In	
Fig.	20.4a,	the	MOT	rms volume	V is	plotted	as	a	function	of	the	number	N 
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FigURE	20.4
(a)	rms MOT	volume	V as	a	function	of	the	trapped	population	N for	two	different	on-resonance	
MOT	saturation	parameters.	When	s0	=	0.13,	V is	independent	of	N while	it	increases	with	N when	
s0	=	0.45.	(b)	MOT	spatial	density	versus the	on-resonance	MOT	saturation	parameter	s0.	For	s0	
small,	N is	reduced	and	accordingly	n.	For	s0	large,	V increases	faster	than	N and	n is	decreased.	
The	maximum	density	is	roughly	n	≈	4	×	109	atoms/cm3.	Both	experiments	were	performed	at	
δ	=	−0.9Γ.
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of	 trapped	atoms.	We	have	observed	 two	different	behaviors:	at	 low	 laser	
intensities,	the	MOT	volume	is	roughly	independent	of	N while	it	increases	
with	N at	higher	laser	intensities.

This	phenomenon	is	well	known	[18]	and	comes	from	multiple	scattering	
of	light	in	the	cold	cloud.	Indeed	if	a	scattered	photon	is	re-scattered	again	
in	the	MOT	before	leaving	it,	it	induces	a	repulsive	force	between	atoms	and	
the	MOT	cloud	inflates.	If	the	scattering	event	is	elastic,	the	repulsive	force	
is	 compensated	 by	 the	 attractive	 force	 due	 to	 shadowing	 (trapping	 beam	
attenuations).	At	higher	intensities	(see	section	III	C),	the	scattering	becomes	
mostly	inelastic,	and	the	repulsive	force	dominates.	The	volume	of	the	MOT	
cloud	is	then	determined	by	balancing	the	trapping	and	the	repulsive	forces.	
This	situation	is	well	evidenced	by	the	plot	at	s0	=	0.45	in	Fig.	20.4a.

Knowing	the	MOT	volume	V and	the	number	N of	atoms,	we	can	deduce	the	
MOT	density	n	=	N/V.	In	Fig.	20.4b,	the	MOT	density	n is	plotted	as	a	function	
of	the	on-resonance	saturation	parameter	s0.	At	low	s0,	n is	reduced	because	
the	trapping	force	is	small	and	N decreases.	At	higher	s0,	n is	reduced	because	
the	multiple	scattering	repulsive	force	sets	in	and	V is	increased	faster	than	
N.	The	maximal	density	is	about	n	≈	4	×	109	atoms/cm3	and	is	obtained	at	
s0	≈	0.15.

20.2.2.3	 Optical	Thickness

An	important	parameter	for	localization	experiments	is	the	optical	thickness	
b of	the	cold	cloud.	This	quantity	is	defined	by	the	exponential	attenuation	of	
a	light	beam	propagating	through	the	MOT	(Lambert-Beer	law):

 It	=	I0	e−b	 (20.3)

where	It is	the	transmitted	intensity	and	I0	the	initial	intensity.	Noting	by	L 
the	MOT	rms diameter,	 then	b	=	L/ℓex	where	ℓex	 is	known	as	the	extinction	
length.	When	the	only	attenuation	mechanism	is	depletion	by	scattering,	the	
extinction	length	reduces	to	the	scattering	mean	free	path	ℓ:

	
 =

1
nσ 	

(20.4)

where	n is	the	atomic	density	and	σ	the	light	scattering	cross-section
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(20.5)

Multiple	scattering	is	said	to	set	in	when	 b 1. 	For	b	>>	1,	 light	transport	
in	 the	 bulk	 is	 successfully	 described	 by	 a	 diffusion	 process.	 In	 our	 case,	
the	 optical	 depth	 at	 resonance	 is	 b	≈	 3:	 it	 is	 enough	 to	 evidence	 multiple	
scattering	 effects	 but	 not	 enough	 to	 reach	 the	 diffusive	 transport	 regime.	
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The	light	scattering	mean	free	path	is	ℓ	=	L/b	≈	0.4	mm,	giving	kℓ	≈	104	(k	=	2π/λ	
is	the	incoming	light	wavevector).	Our	MOT	cloud	is	thus	far	from	achieving	
the	Anderson	localization	threshold	kℓ	≈	1	where	strong	localization	of	light	
is	expected	to	occur.	However,	as	we	will	see	in	the	next	sections,	even	in	
this	weak	localization	regime	where	kℓ	>>	1,	interference	effects	influencing	
transport	in	multiple	scattering	can	be	evidenced.

20.2.2.4	 Temperature	and	Phase-Space	Density

Since	the	optical	cooling	dipole	transition	involves	a	Jg	=	0	ground	state,	only	
Doppler	cooling	is	present.	Hence	the	lowest	expected	temperature	is	about	
0.5	mK much	higher	 than	standard	 temperatures	 in	MOTs	operating	with	
alkaline	atoms	where	Sisyphus-type	mechanisms	are	also	present.

We	 have	 however	 measured	 here	 temperatures	 larger	 than	 the	 Doppler	
predictions.	As	an	example,	Fig.	20.5	shows	the	measured	velocity	disper-
sion	σν in	a	1D	optical	molasses	as	a	function	of	the	on-resonance	saturation	
parameter	s0	(for	more	details	see	[19]).	The	dotted	curve	corresponds	to	the	
Doppler	 theory	prediction	and	 is	completely	off	 the	experimental	data.	 In	
fact,	Doppler	cooling	proves	very	sensitive	to	heating	induced	by	transverse	
spatial	 intensity	fluctuations.	The	plain	curve	in	Fig.	20.5	 is	 the	result	of	a	
Monte-Carlo	simulation	taking	into	account	these	intensity	fluctuations.	As	
one	can	see,	a	perfect	agreement	with	experimental	data	is	then	recovered.

In	the	MOT,	the	typical	measured	temperature	is	about	5	mK (σν ≈ 1 m/s) 
Even	 if	 the	 situation	 is	 more	 complex	 here	 than	 in	 pure	 1D	 molasses,	 we	
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FigURE	20.5
Measured	velocity	dispersion	σν	as	a	function	of	the	on-resonance	saturation	parameter	s0	at	
δ	=	−Γ/2.	The	experimental	data	(open	circles)	are	compared	to	the	bare	Doppler	prediction	
(dotted	line)	and	to	the	Monte-Carlo	simulation	(solid	line)	taking	into	account	transverse	spa-
tial	intensity	fluctuations.	While	the	Doppler	theory	is	completely	off,	very	good	agreement	is	
found	with	our	theoretical	model	(see	text).
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306 The Nature of Light: What Is a Photon?

think	that	heating	due	to	spatial	intensity	fluctuations	still	exist	and	explain	
the	high	temperatures	found	in	our	experiment	[19]	but	also	in	other	earth-
alkaline	MOTs	[20–23].	Note	however	that	we	still	have	kσν/Γ	≈	5%	<<	1	so	
that	Doppler	broadening	is	completely	negligible.

Figure	20.6	displays	the	Strong	Localization	and	the	Bose-Einstein	thresh-
olds	 in	 the	 temperature	and	density	plane.	The	BEC	threshold	occurs	at	a	
phase-space	density	 n Bdλ3 2 7 . . 	The	strong	localization	threshold	occurs	at	
kℓ	≈	 1	 which	 fixes,	 at	 resonance,	 the	 density	 onset	 for	 localization	 at	 n*	≈	
k3/6π.	For	the	strontium	MOT	operating	at	λ	=	461	nm,	the	obtained	phase-
space	density	is	 n Bdλ3 125 10 × − , 	thus	far	from	the	BEC	onset.	The	achieved	
spatial	density	is	n	≈	4	×	109	atoms/cm3	still	far	from	the	density	onset	n*	≈	
1.5	×	1014	atoms/cm3	at	λ	=	461	nm.

20.3 Coherent Back scattering

In	this	section	we	present	results	on	CBS	experiments.	Section	20.3.2	con-
centrates	on	light	scattering	at	low	saturation	parameter	s.	In	this	case,	the	
excited-state	 population	 can	 be	 safely	 ignored	 and	 the	 atomic	 dipole	 can	
be	successfully	described	by	a	classical	damped	dipole	 (elastically-bound	
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FigURE	20.6
Strong	localization	and	Bose-Einstein	thresholds	in	the	temperature	and	density	plane	in	Log-
Log	units.	The	BEC	threshold	occurs	at	a	phase-space	density	 n Bdλ3 2 7 . 	which	gives	T	~	n−2/3.	
The	strong	localization	threshold	occurs	at	kℓ	≈	1	which	fixes,	at	resonance,	the	density	onset	
for	localization	at	n*	≈	k3/6π	giving	n*	≈	2	×	1014 atoms/cm3	at	λ	=	461	nm.	For	the	strontium	MOT	
operating	at	λ	=	461	nm,	the	phase-space	density	is	 n Bdλ3 125 10 . − .	By	cooling	strontium	atoms	
with	the	spin-forbidden	transition	at	λ	=	689	nm,	the	phase-space	density	can	be	increased	by	
a	factor	about	107	while	the	spatial	density	is	increased	by	a	factor	about	10.	For	λ	=	689	nm,	the	
density	onset	for	strong	localization	is	now	n	≈	4	×	1013	atoms/cm3.
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electron	model)	[24].	Light	scattering	by	this	classical	dipole	is	then	purely	
elastic.	This	regime	is	achieved	either	when	s0	<<	1	or	by	suffciently	detun-
ing	the	light	frequency	to	impose	s	<<	1.

Section	20.3.3	shows	the	results	obtained	when	the	probe	beam	satura-
tion	parameter	s is	increased.	In	this	case,	the	excited-state	population	is	no	
more	negligible	and	several	related	effects	start	to	play	a	significant	role.	
The	first	one	is	vacuum-induced	fluctuations	of	the	driven	atomic	dipole.	
The	scattered	light	spectrum	then	exhibits	a	broad	inelastic	component	giv-
ing	rise	to	the	well-known	Mollow	triplet	at	strong	fields	[25,26].	The	total	
inelastic	rate	is	Γinel	=	Γtot	s	(1	+	s)−1	whereas	the	elastic	one	is	Γel	=	Γtot	(1	+	s)−1	
where	Γtot	=	Γ/2	s(1	+	s)−1	is	the	total	scattering	rate	(see	Fig.	20.7).	The	inelas-
tic	 component	 thus	 dominates	 over	 the	 elastic	 one	 as	 soon	 as	 s	>	 1.	 The	
correlation	time	τφ	of	the	scattered	field	is	then	reduced	down	to	the	order	
of	 the	 excited-state	 lifetime	 τe	=	Γ−1. These	 uncontrolled	 field	 phase	 fluc-
tuations	during	the	multiple	scattering	events	are	consequently	expected	
to	yield	a	decoherence	mechanism.	This	decoherence	will	be	effective	as	
soon	 as	 τφ	 is	 comparable	 or	 shorter	 than	 the	 light	 transport	 time	 τ*.	 For	
resonant	 scatterers	 like	 atoms,	 τ*	 ≥	Γ−1	 [15]	 and	 we	 see	 that,	 for	 inelastic	
scattering,	 τ τφ* .	Theoretical	investigations	based	on	a	simple	toy-model	
[27,28]	have	shown	that	the	inelastic	spectrum	introduces	phase-shifts	and	
amplitude	imbalance	between	the	CBS	interfering	paths	leading	to	a	CBS	
enhancement	factor	reduction.	However,	even	in	the	limit	s	→	∞,	the	CBS	
enhancement	factor	α achieves	a	finite	value	α	≈	1.05	[28].	This	 is	a	clear	
indication	that	decoherence	induced	by	the	inelastic	spectrum	is	not	suf-
ficiently	strong	to	fully	erase	the	CBS	interference	effect.	In	the	experiment,		
we	have	indeed	observed	a	CBS	reduction	(see	section	20.3.3).	However,	our	
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FigURE	20.7
Light	scattering	rates	of	a	two-level	atom	(in	units	of	Γ)	as	a	function	of	the	saturation	parameter	s.	
The	dotted	line	represents	the	elastic	scattering	rate	Γel	=	Γtot/(1	+	s),	the	dashed	line	the	inelastic	
one	Γinel	=	Γtot	s/(1	+	s).	The	plain	line	is	the	total	scattering	rate	Γtot	=	Γel	+	Γinel	=	s/2(1	+ s).
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308 The Nature of Light: What Is a Photon?

data	cannot	be	directly	compared	to	the	prediction	of	[27,28]	who	consid-
ered	just	two	atoms	alone	in	vacuum.

A	 second	 effect	 is	 field-induced	 nonlinearities.	 Since	 the	 excited-state	
population	 is	 no	 longer	 negligible,	 the	 scattering	 efficiency,	 related	 to	 the	
groundstate	 population,	 is	 reduced.	 This	 nonlinear	 effect	 is	 embodied	 in	
the	scattering	cross-section	which	now	becomes	σNL = σ(1	+	s)−1.	Equivalently,	
the	atomic	susceptibility	χ also	shows	up	a	dependence	on	 the	 local	satu-
ration	parameter	s. In	turn,	light	propagation	properties	are	also	modified:	
generation	of	a	nonlinear	refractive	index	for	the	effective	medium	(e.g. Kerr	
effect),	four-wave	mixing,	filamentation,	etc [29].	For	classical	scatterers,	theo-
retical	studies	investigating	the	impact	of	χ(2) [30]	and	χ(3)	[31]	nonlinearities	
do	not	predict	any	CBS	enhancement	factor	reduction.	This	seems	to	be	sup-
ported	by	experimental	work	on	CBS	in	gain	medium	[32].

20.3.1	 Experimental	Procedure	and	Data	Processing

The	detailed	experimental	procedure	needed	to	observe	light	CBS	on	a	cold	
atomic	cloud	has	been	published	elsewhere	[11].	For	the	present	experiment,	
the	signal	is	obtained	using	a	collimated	resonant	probe	laser	beam	with	a	
waist	of	2	mm.	The	scattered	light	is	collected	in	the	backward	direction	by	
placing	a	CCD	camera	in	the	focal	plane	of	an	achromatic	doublet.	The	angu-
lar	resolution	of	our	apparatus	is	about	0.1	mrad, roughly	twice	the	CCD	pixel	
angular	resolution.	To	shield	the	(weak)	CBS	signal	from	the	(intense)	MOT	
fluorescence	 signal,	 a	 time-sequenced	 experiment	 is	 developed.	 The	 MOT	
trapping	beams	and	the	magnetic	field	gradient	are	switched	off	during	the	
CBS	acquisition	sequence.

The	probe	pulse	duration	is	adjusted	accordingly	(typically	from	5	to	70µs) 
to	keep	the	maximum	number	of	scattered	photons	per	atom	below	400.	In	
this	way,	mechanical	effects	can	be	neglected	since	400	kvrec	≈	Γ/3,	where	vrec 
is	the	atomic	recoil	velocity	associated	with	the	absorption	of	a	single	photon.	
Once	the	CBS	signal	has	been	recorded,	the	MOT	is	switched	on	again	and	
strontium	atoms	are	thus	recaptured.	The	whole	sequence	is	then	repeated	
as	long	as	necessary	(few	minutes)	to	get	a	good	CBS	signal-to-noise	ratio.	
The	CBS	images	are	finally	obtained	by	subtracting	the	background	image	
taken	 without	 any	 cold	 atoms.	 This	 background	 image	 is	 recorded	 in	 the	
absence	of	 the	magnetic	gradient	during	all	 the	acquisition	time.	We	have	
thus	checked	that	the	fluorescence	signal	from	the	residual	strontium	atoms	
was	indeed	negligible.

The	 CBS	 parameters	 (enhancement	 factor	 and	 cone	 width)	 are	 obtained	
using	a	two	dimensional	fitting	procedure.	In	the	helicity	polarization	chan-
nels,	the	CBS	cone	is	isotropic	[33].	Thus	the	signal-to-noise	ratio	can	be	sig-
nificantly	improved	by	first	pinpointing	the	center	of	the	CBS	cone	and	then	
performing	a	polar	average	of	 the	 image	 (see	Fig.	20.8).	The	obtained	CBS	
cone	is	then	fitted	by	a	Monte-Carlo	simulation	[33]	performed	in	the	elas-
tic	scattering	regime	and	using	the	“partial	photon”	trick	[34,35]	to	extract	
the	 scattering	 contributions	 at	 different	 scattering	 orders.	 The	 amplitude	
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of	 a	 multiple	 scattering	 path	 is	 computed	 as	 a	 function	 of	 the	 initial	 and	
final	polarizations	and	of	the	geometrical	positions	of	the	various	scatterers	
which	are	 spatially	distributed	 with	a	Gaussian	of	 rms size	L.	The	 spatial	
variations	of	the	scattering	mean	free	path	during	the	photon	propagation	
are	thus	faithfully	taken	into	account	in	our	numerical	procedure.

At	 low	saturation	parameter,	 the	Monte-Carlo	 calculation	 is	 in	excellent	
agreement	with	our	experimental	data	(see	Fig.	20.8a).	At	higher	saturations,	
the	experimental	cone	shape	does	not	change	significantly.	Hence	we	still	
use	the	same	Monte-Carlo	calculation,	performed	at	low	saturation	param-
eter,	to	fit	the	CBS	cone	even	at	larger	s (see	Fig.	20.8b).

In	the	fitting	procedure,	we	have	also	taken	into	account	the	finite	angular	
resolution	of	our	detection	set-up	and	of	the	residual	divergence	of	the	CBS	
probe	laser.	Thus,	prior	to	the	fitting	procedure,	the	Monte-Carlo	calculation	
is	convolved	by	an	appropriate	Gaussian	function.	This	allows	us	to	remove	
a	systematic	error	of	about	10%	on	the	enhancement	factor	value.

20.3.2	 Elastic	Regime

For	 Jg =	 0	groundstate	atoms,	 it	 can	be	 shown	 that	 the	multiple	 scattering	
interference	 contrast	 is	 maximal	 in	 the	 polarization	 preserving	 channels	
(h||h and	lin||lin channels).	This	is	the	case	for	strontium.	Accordingly,	the	
enhancement	 factor	 (peak	 to	 background	 signal	 ratio)	 takes	 its	 maximal	
value	2	in	the	helicity-preserving	polarization	channel	h||h where	the	sin-
gle	scattering	signal	 is	rejected	[13].	 In	all	other	polarization	channels,	 the	
enhancement	factor	is	smaller	than	2.

Using	a	resonant	probe	beam	with	 s0 1� ,	the	experimental	enhancement	
factor	is	found	to	be	α =	1.95	± 0.03	at	b	≈	3	in	the	helicity	preserving	channel	
(h||h). With	the	same	probe	beam	but	now	detuned	at	Γ/2	from	the	resonance,	
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FigURE	20.8
Plot	of	the	experimental	CBS	cone	as	a	function	of	the	backscattering	angle	in	the	h||h	helicity-	
preserving	polarization	channel	(open	circles).	Both	curves	are	obtained	at	δ	=	0(a)	s0	=	0.05	
(elastic	regime)	and	(b)	s0	=	0.71	(saturated	regime).	The	solid	line	corresponds	to	the	Monte-
Carlo	simulation	of	the	CBS	cone	(elastic	regime)	in	the	h||h	polarization	channel	(see	text).
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310 The Nature of Light: What Is a Photon?

we	found	α =	1.92	± 0.04	at	b	≈	1.5.	These	values	are	very	close	to	the	maximal	
expected	value	of	2.	We	think	that	the	small	discrepancy	is	most	probably	due	
to	contamination	of	the	h||h polarization	channel	by	residual	single	scatter-
ing	signal	(for	more	details	see	[36]).	This	happens	preferentially	at	low	opti-
cal	thicknesses	where	single	scattering	has	the	largest	contribution	to	the	total	
backscattered	signal.	For	this	reason,	the	enhancement	factor	is	more	reduced	
for	δ	= Γ/2 than	for	δ = 0. As	expected,	in	the	 h h⊥ ,  lin||lin and	 lin lin⊥ 	polar-
ization	channels,	the	enhancement	factor	is	much	smaller	than	2.	The	results	
are	in	very	good	agreement	with	the	Monte-Carlo	calculations.

20.3.3	 Saturated	Regime

20.3.3.1	 Probe	Beam	Transmission

Beyond	the	complexity	of	the	situation	under	consideration	(multiple	scatter-
ing	with	nonlinear	and	inelastic	scatterers),	one	has	to	deal	also	with	nonuni-
form	scattering	properties.	Indeed,	even	in	an	homogeneous	slab	geometry,	
the	local	intensity	is	not	constant,	as	the	incident	coherent	beam	is	attenu-
ated	 when	 penetrating	 into	 the	 medium.	 Hence	 the	 atoms	 located	 deeper	
inside	the	medium	will	not	be	saturated	in	the	same	way	as	the	atoms	on	the	
front	part	of	the	sample.	Thus	the	saturation,	and	hence	the	scattering	cross-	
section,	 will	 not	 be	 constant	 along	 a	 given	 multiple	 scattering	 path.	 The	
importance	of	the	spatial	variation	of	the	saturation	parameter	can	be	esti-
mated	by	 looking	at	 the	attenuation	of	 the	coherent	beam.	 In	Fig.	20.9,	we	
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FigURE	20.9
Resonant	 (δ	=	0)	coherent	 transmission	T along	a	diameter	of	 the	cold	strontium	could	as	a	
function	of	the	incident	saturation	parameter	s.	The	solid	line	corresponds	to	the	theoretical	
nonlinear	 Lambert-Beer	 prediction	 (see	 text).	 The	 agreement	 with	 the	 experimental	 data	 is	
good	up	to	s	=	1.2.
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report	the	measured	transmission	and	we	compare	it	with	the	Lambert-Beer	
theoretical	 prediction	 taking	 into	 account	 the	 nonlinear	 reduction	 of	 the	
cross-section.	If	one	assumes	that	the	local	atomic	saturation	is	dominated	
by	the	incident	field	and	not	by	the	scattered	field,	the	optical	transmission	
T(z)	=	s(I)/s,	with	s the	incident	saturation	parameter,	is	obtained	by	solving	
the	following	equation:

	
( )1+ =sT

dT
T

dz−
 	

(20.6)

The	 factor	 (1	+	 sT)	 features	 the	 nonlinear	 reduction	 of	 the	 scattering	 effi-
ciency.	When	sT	>>	1,	(1	+	sT)	≈	sT	and	dT	=	−dz/sℓ	leading	to	a	linear decrease	
of	the	transmission	with	z

	
T z

z
z

z s( ) = =1−
*

; * 
	

(20.7)

When	sT	<<	1,	(1	+	sT)	≈	1	and	dT/T	=	−dz/ℓ	leading	to	the	normal	Lambert-
Beer	law	and	to	its	exponential attenuation

 T(z)	=	exp	(−z/ℓ)	 (20.8)

Starting	with	 s	>>	 1,	 the	 cross-over	between	 the	 two	 regimes	 sT	>>	 1	and	
sT	<<	1	occurs	around	z*.	Noting	by	b	=	L/ℓ	the	low-saturation	optical	thickness,	
one	immediately	sees	that	the	medium	is	fully	saturated	once	s	≥	b.	For	s	≤	b,	
the	medium	can	be	roughly	described	as	composed	of	a	first	saturated	slice	
of	 approximate	 width	 z*	 followed	 by	 a	 remaining	 non-saturated	 slice	 of	
width	L	−	z*.

The	good	agreement	between	the	measured	transmission	and	our	simple	
nonlinear	Lambert-Beer	model	equation	20.6	proves	that	saturation	plays	a	
role	in	our	experimental	conditions	(since	otherwise	the	transmission	would	
not	depend	on	s)	and	that	the	local	atomic	saturation	is	indeed	dominated	by	
the	incident	field.

20.3.3.2	 Enhancement	Factor

Figure	20.10a	shows	the	dependence	of	the	CBS	enhancement	factor	as	a	func-
tion	of	the	incident	saturation	parameter	s	when	δ	=	0.	For	each	value	of	s,	the	
total	number	of	cold	atoms	in	the	cloud	is	adjusted	in	order	to	maintain	the	
coherent	transmission	T	as	constant	as	possible	(T	≈	0.085	in	the	experiment).	
The	most	striking	feature	is	the	rapid	quasi-linear	decrease	of	the	enhancement	
factor	as	s	is	increased.	The	slope	derived	from	a	rms-procedure	is	(δα/δs)	≈	−0.6.	
The	 single	 scattering	 contribution	 has	 been	 numerically	 estimated	 to	
increase	by	less	than	10%	when	the	saturation	parameter	is	increased	up	to	
s	 =	 0.8.	 As	 the	 helicity-preserving	 polarization	 channel	 is	 not	 perfectly	
isolated	 from	 the	 single	 scattering	 signal,	 this	 increase	 induces	 a	 spuri-
ous	reduction	of	the	enhancement	factor.	We	have	estimated	it	to	be	of	the	
order	of	1%,	thus	completely	negligible	compared	to	the	observed	reduction.	
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We	can	then	faithfully	claim	that	the	observed	CBS	reduction	comes	solely	
from	saturation	effects	in	the	multiple	scattering	signal.

In	order	to	see	how	the	atomic	resonance	modifies	the	coherence	properties	
probed	by	CBS,	we	have	performed	another	experiment	at	δ	=	Γ/2.	The	same	
experimental	procedure	has	been	used	with	a	transmission	now	roughly	fixed	
at	T	=	0.19.	As	shown	in	Fig.	20.10b,	a	different	general	behavior	is	observed.	
First,	at	low	intensity,	the	linear	decreasing	is	faster	since	(δα/δs)	≈	−1.8.	Sec-
ond,	for	larger	saturation	parameters	(0.3	<	s	<	0.8)	the	decrease	is	then	slowed	
down.	The	two	sets	of	data	in	Fig.	20.10a	and	20.10b	are	obtained	with	a	differ-
ent	transmission	value,	but	other	studies	have	shown	that	the	enhancement	
factor	does	not	sensitively	depend	on	the	exact	transmission	value	[37].	Bear-
ing	this	fact	in	mind,	we	are	led	to	the	conclusion	that	s is	not	the	only	relevant	
parameter	in	our	experiment.	This	can	be	understood	since	the	exact	shape		
of	the	in	elastic	spectrum	also	depends	on	the	detuning	δ.	In	particular,	for	
the	detuned	case,	part	of	the	in	elastic	spectrum	will	overlap	the	atomic	reso-
nance.	This	resonant	 in	elastic	 light	will	 thus	be	scattered	again	more	effi-
ciently	then	the	off-resonant	elastic	part.	This	effect	is	e.g., responsible	for	an	
increase	of	the	MOT	volume	in	the	multiple	scattering	regime	as	we	discussed	
in	section	20.2.	Finally	in	our	experiment,	 the	ratio	between	the	amount	of	
inelastic	and	elastic	multiply	scattered	light	changes	with	the	detuning.	We	
can	then	conclude	that	the	CBS	reduction	is	due	to	the	in	elastic	spectrum.

Conclusion and Perspectives

In	this	chapter,	we	have	investigated	phase	coherence	properties	of	a	mono-
chromatic	light	wave	propagating	in	an	optically	thick	disordered	sample	of	
laser-cooled	strontium	atoms.	For	this	purpose,	we	have	used	the	coherent	
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FigURE	20.10
CBS	enhancement	factor	as	a	function	of	the	incident	saturation	parameter	s.	(a)	δ	=	0	and(b)	
δ	=	Γ/2.	The	coherent	transmission	value	is	kept	fixed	at	T	=	0.085	for	(a)	and	at	T	=	0.19	for(b).
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backscattering	effect	as	a	self-aligned	zero	path-length	interferometric	tool.	
The	CBS	interference	contrast	is	maximal	when	the	phase	coherence	is	fully	
preserved	during	transport	and	is	reduced	as	soon	as	phase-breaking	mecha-
nisms	set	in.

Concerning	 light	 scattering	 properties,	 strontium	 atoms	 behave	 as	
spherically-symmetric	 resonant	 point-dipole	 scatterers.	 We	 have	 seen	
that,	when	the	incoming	light	is	weakly	saturating	the	atomic	internal	res-
onance,	coherence	is	fully	preserved	and	CBS	achieves	its	maximal	con-
trast,	2,	in	the	helicity-preserving	polarization	channel	h||h.	As	soon	as	the	
light	intensity	is	increased,	the	CBS	contrast	starts	to	fall	down	indicating	
that	phase-breaking	mechanisms	are	at	work.	This	is	so	because	vacuum-
induced	fluctuations	of	 the	atomic	dipole	 start	 to	play	a	 role.	Nonlinear	
propagation	 effects	 as	 well	 as	 inelastic	 scattering	 occur	 which	 blur	 the	
CBS	effect.	Understanding,	if	not	circumventing,	these	spurious	effects	is	
important	for	the	quest	of	strong	localization	of	light	in	disordered	atomic	
samples.

Indeed,	 localization	 is	 often	 explained,	 using	 hand-waving	 arguments,	
as	a	result	of	the	destructive	interference	between	long	scattering	paths.	As	
such,	maintaining	full	coherence	appears	as	a	strong	request.	Furthermore,	
a	hypothetical	localized	optical	mode	in	the	atomic	bulk	may	saturate	atoms	
located	in	its	vicinity.	This	phenomenon	may	in	turn	completely	modify	the	
Anderson	 scenario	 valid	 for	 linear	 waves.	 As	 we	 have	 seen	 however,	 our	
strontium	MOT	is	 far	 from	fulfilling	the	density	requirement	 to	reach	the	
strong	localization	onset.	However	subsequent	cooling	of	88Sr	on	the	1S0	→	
3P1	transition	at	689	nm allows	for	a	substantial	gain	in	phase-space	density	
and	spatial	density	(see	Fig.	20.6).	One	can	even	achieve	phase-space	densi-
ties	as	high	as	0.1	[38].	One	may	then	think	to	use	compression	techniques	to	
reach	the	localization	onset	or	even	decrease	n* by	using	infra-red	light	or	a	
two-photon	transition.

Our	present	studies	may	also	prove	valuable	in	the	quest	of	the	random	
laser	 regime	 in	cold	atoms.	Coherent	 random	lasers	 [39]	are	probably	 the	
most	 striking	 systems	 intrinsically	 combining	 both	 nonlinear	 effects	 and	
disorder.	 With	 atoms,	 gain	 and	 nonlinearities	 are	 easily	 induced.	 In	 this	
respect,	a	key	point	 is	 thus	a	proper	experimental	and	 theoretical	under-
standing	of	the	mutual	effects	between	multiple	interferences	and	nonlin-
ear	scattering.
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Abstract

Any	discussion	of	the	nature	of	light	must	include	a	reminder	that	whenever	
we	 make	 the	 observation	 of	 light	 (photons),	 we	 only	 observe	 particle-like	
properties.	This	chapter	provides	a	reiteration	that	we	don’t	need	wave-like	
properties	to	scattered	photons	to	describe	phenomena	such	as	diffraction	
or	refraction	of	light.	This	chapter	updates	the	original	ideas	of	Duane,	later	
revived	by	Landé,	which	provided	a	description	of	light	diffraction	without	
making	reference	 to	a	wave	nature.	These	are	updated	using	 terminology	
more	common	to	quantum	electrodynamics	which	describes	the	interaction		
of	 particles	 in	 terms	 of	 the	 exchange	 of	 virtual	 photons.	 Diffraction	 is	
described	 in	 terms	of	an	ensemble	of	distinct,	probability	weighted	paths	
for	the	scattered	photons.	The	scattering	associated	with	each	path	results	
from	the	quantized	momentum	exchange	with	the	scattering	lattice	attrib-
uted	to	the	exchange	or	reflection	of	virtual	photons.	The	probability	for	vir-
tual	particle	exchange/reflection	is	dependent	upon	the	allowed	momentum	
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states	of	the	lattice	determined	by	a	Fourier	analysis	of	the	lattice	geometry.	
Any	scattered	photon	will	exhibit	an	apparent	wavelength	inversely	propor-
tional	to	its	momentum.	Simplified,	particle-like	descriptions	are	developed	
for	Young’s	 double	 slit	 diffraction,	 Fraunhofer	 diffraction	 and	Fresnel	 dif-
fraction.	This	description	directly	accounts	for	the	quantization	of	momen-
tum	transferred	to	the	scattering	lattice	and	the	specific	eigenvalues	of	the	
lattice	 based	 upon	 the	 constraints	 to	 virtual	 photon	 exchange	 set	 by	 the	
Uncertainty	Principle,	∆pi	=	h/ℓi.

Key words: diffraction,	 refraction,	 double	 slit	 experiment,	 wave-particle	
duality,	virtual	photon,	Bragg’s	law,	quantum	interpretations.

21.1 Introduction

A	discussion	of	the	nature	of	light	usually	includes	mention	of	diffraction	or	
refraction	phenomena	and	the	idea	that	light	exhibits	both	wave	properties	
and	particle	properties.	It	is	frequently	asserted,	particularly	in	introductory	
texts,1,2,3	that	diffraction	or	refraction	of	light	can	only	be	explained	invok-
ing	wave-like	properties.	This	chapter	is	intended	to	remind	us	that	this	is	
simply	not	true.	The	traditional	picture	we	get	of	constructive	and	destruc-
tive	interference	of	waves	from	optical	wave	theory	is	misleading,	but	it	has	
been	difficult	to	converge	on	better	pictures	to	describe	the	nature	of	light.	It	
is	likely	that	a	more	integrated	picture	of	light	will	require	a	different	under-
standing	of	the	fabric	of	space,	time	and	matter	which	does	not	lean	so	heav-
ily	on	simplistic	pictures	of	particles	and	waves.	We’ve	 learned,	whenever	
we	 make	 the	 observation	 of	 light	 (photons),	 we	 only	 observe	 particle-like	
properties	(e.g.,	momentum	or	energy	transfer).

The	 wave	 description	 of	 light	 diffraction	 holds	 that	 the	 probability	 of	
detecting	a	scattered	photon	is	determined	by	a	wavefunction	amplitude	at	
a	(potentially	very	distant)	point	of	detection.	There	is	a	fundamental	prob-
lem	with	the	picture	that	this	probability	amplitude	is	somehow	determined	
by	an	interference	pattern	at	that	detection	point.	The	error	in	this	picture	
reflects	the	challenge	we	often	find	when	interpreting	quantum	theory.	The	
challenge	is	to	make	a	distinction	between	descriptions	of	phenomena	that	
obey	wave-like	equations	and	give	us	statistical	results	from	those	descrip-
tions	which	attribute	wave-like	properties	 to	 individual	 free-particles.	We	
can	often	confuse	a	statistical	probability	function	determining	the	potential	
for	observing	a	particle	with	an	actual	wave	permeating	space.	The	 tradi-
tional	wave	picture	for	the	diffraction	of	light	is	inconsistent	with	our	physical	
laws	requiring	conservation	of	momentum	and	energy.	These	conservation	
laws	demand	that	photon	scattering	is	determined	at	the	location	of	interac-
tion	with	the	scatterer	as	each	scattering	pattern	(event)	must	ultimately	be	
related	to	a	distribution	of	momentum	transfers.	The	angle	of	scattering	is	
not	determined	at	 the	point	of	detection.	Any	discussion	on	the	nature	of	
light	might	appropriately	reference	the	influence	of	traditional	wave	theory	
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on	 the	historical	development	of	optics	and	our	quantum	mechanical	 for-
malism,	mentioning	de	Broglie’s	hypothesis	and	the	Schrödinger	equation	
for	how	the	mathematical	formalism	has	been	translated	to	other	quantum	
particles.	However,	we	must	remind	ourselves	that	the	wave	picture	can	give	
us	an	inherently	flawed	view	of	the	nature	of	light.	This	is	not	to	question	the	
value	(or	accuracy)	of	the	mathematical	formalism	of	much	of	wave	mechan-
ics	and	quantum	theory.	It	 is	primarily	to	register	a	caution	about	the	pic-
tures	or	interpretations	we	draw	for	individual,	free	particles.

Duane4	in	1923	was	the	first	to	demonstrate	that	the	diffraction	of	X-rays	
by	a	crystal	lattice	could	be	explained	without	reference	to	a	wave	character	
based	 upon	 a	 third	 quantum	 rule	 for	 linear	 momentum.	 An	 extension	 of	
Duane’s	theory	by	Ehrenfest	and	Epstein5	described	the	diffraction	of	a	par-
ticle	in	terms	of	the	quantal	activity	of	the	diffractor.	Momentum	is	changed	
for	 the	 scattered	particle	 (photon)	by	 interaction	with	 the	matter	distribu-
tion	of	 the	diffractor	which	 is	associated	with	 lattice	 spacings	 that	 can	be	
analyzed	according	to	Fourier’s	theorem.	The	momentum	increments,	∆pi	=	
h/ℓi,	form	a	continuous	spectrum	which	can	interact	with	the	scattered	par-
ticle	with	a	specific	probability	for	a	specific	lattice/diffractor.	In	this	work,	
the	 correspondence	 principle	 was	 assumed	 which	 connected	 momentum	
eigenvalues	for	the	lattice	with	sinusoidal	terms	of	the	Fourier	analysis.	A	
resulting	diffraction	pattern	is	generated	by	the	statistical	distribution	of	the	
individually	deflected	particles.

These	ideas	were	neglected	for	many	years	until	their	revival	by	Landé6,7,8	
who	used	them	in	his	formulation	of	quantum	theory.9	Landé	objected	to	the	
perpetuation	of	the	“fact”	of	a	dual	nature	to	elementary	particles,	although	
in	his	formalism	he	continued	to	accept	a	dual	nature	to	light	(the	photon)—
undoubtedly	because	so	much	of	electromagnetic	 theory,	optical	phenom-
ena,	and	the	quantal	activity	of	a	diffractor	could	be	explained	by	reference	
to	waves.	Ballentine10,	in	presenting	his	alternate	statistical	interpretation	of	
quantum	mechanics,	pointed	to	Duane’s	and	Landé’s	work	to	support	aban-
doning	the	wave-particle	paradigm	for	sub-luminary	particles.	Thus,	these	
ideas	have	played	a	historical	role	in	new	and	different	approaches	to	quan-
tum	physics.	The	purpose	of	this	chapter	is	to	both	remind	us	of	these	ideas	
and	to	update	them	by	utilizing	nomenclature	more	common	to	quantum	
electrodynamics,	QED,	which	describes	the	interaction	of	particles	in	terms	
of	the	exchange	of	virtual	particles.11	My	expectation	is	that	this	effort	will	
help	us	converge	on	a	more	accurate	picture	of	the	nature	of	light.

21.2 Photon Diffraction

This	description	is	best	understood	in	connection	with	more	recent	formula-
tions	of	quantum	theory	such	a	Feynman’s	construction	of	path	integrals12	or	
the	statistical	interpretation	described	by	Ballentine.10	Thus,	no	new	physics	
is	presented,	but	a	picture	is	drawn	for	the	interaction	of	light	and	matter	
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different	from	the	wave	picture.	Basic	to	Feynman’s	path	integral	formula-
tion	is	the	assertion	that	a	probability	is	associated	with	an	entire	motion	of	a	
particle	as	a	function	of	time.	This	contrasts	with	traditional	wave	mechani-
cal	formulations	(interpretations)	which	define	probabilities	associated	with	
the	 position	 or	 momentum	 of	 a	 particle	 at	 a	 specific	 time,	 principally	 the	
point	of	detection.	As	I	have	pointed	out,	in	photon	diffraction,	momentum	
exchange	with	a	scattered	photon	must	take	place	at	the	scattering	lattice	in	
order	for	momentum	to	be	conserved.	Scattering	probabilities	must	be	deter-
mined	at	the	location	of	scattering.	Thus,	the	path	integral	formulation	or	the	
statistical	interpretation	of	Ballentine	would	be	adaptable	to	a	more	consis-
tent	phenomenological	description	of	photon	diffraction	than	the	traditional	
formulations	derived	from	optical	wave	theory.

In	this	revised	description,	certain	properties	for	the	photon	must	be	assumed	
such	as	spatial	extension,	quantized	energy	and	momentum,	and	traveling	at	the	
speed	of	light.	We	should	assume	the	dimensionality	of	a	photon	also	carries	a	
level	of	uncertainty	in	its	space	and	time	coordinates.	For	many	phenomena	not	
described	in	this	chapter	we	would	also	have	to	invoke	photon	properties	such	
as	spatial	polarization	and	the	ability	to	exchange	angular	momentum.	This	
chapter	uses	a	quantum	particle	model	for	a	free	photon	to	develop	updated	
descriptions	 of	 Young’s	 double	 slit	 experiment,	 Fraunhofer	 diffraction,	 and	
Fresnel	diffraction,	contrasting	these	with	the	traditional	pictures	from	optical	
wave	theory	to	demonstrate	such	pictures	are	not	necessary.

21.2.1	 Young’s	Experiment

Diffraction	 has	 frequently	 been	 described	 through	 a	 probabilistic	 inter-
pretation	of	 the	wave	amplitude	from	Kirchhoff’s	analysis	of	optical	wave	
theory.1,13	I	will	first	examine	the	mathematical	description	of	Young’s	exper-
iment	consistent	with	 this	 traditional	wave	 theory,	 then	provide	 the	alter-
nate	description	in	terms	of	momentum	exchange	with	the	diffracting	slits.	
Figure	21.1	diagrams	the	experiment.	The	source	of	monochromatic	light	is	
assumed	to	be	far	from	the	slits	and	the	incident	light	beam	(photons)	travel-
ing	along	the	x-axis	is	perpendicular	to	the	slits	along	the	y-axis.	The	figure	
indicates	the	light	intensity	pattern	that	would	be	observed	on	a	screen	if	it	
were	placed	at	a	distance	b	from	the	slits,	where	b	is	a	large	compared	to	the	
slit	separation,	d.	Lines	of	intensity	maxima	can	be	found	in	the	geometric	
shadow	of	the	slits	at	Y0,	and	spanning	out	from	this	center	line	at	Y1,	−Y1,	
Y2,	−Y2,	…	Dark	fringes	are	found	between	these	lines.	Optical	wave	theory	
explains	 this	pattern	 in	 terms	of	constructive	and	destructive	 interference	
between	the	light	waves	emanating	from	each	of	the	slits.

A	first	order	approximation	of	the	experimental	screen	intensity,	Φ,	as	a	
function	of	the	scattering	angle,	θ,	can	be	expressed	by,

	 Φ = +A d( ( )/ ),1 2cos sinπ θ λ 	 (21.1)

where	dsin	θ	is	the	approximate	difference	in	distance	of	each	slit	to	the	point	
on	 the	screen,	λ	 is	 the	effective	wavelength	associated	with	 the	 light,	and	
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2π(dsin	θ)/λ	is	the	phase	difference	between	the	assumed	waves	from	each	
slit.	Thus,	when	dsin	θ	 is	 equal	 to	0	or	an	 integral	multiple	of	λ	 there	are	
intensity	maxima.	However,	when	dsin	θ	is	an	odd	multiple	of	λ/2,	we	get	
destructive	 interference	 and	 a	 dark	 fringe.	 This	 first	 order	 approximation	
describes	diffraction	within	the	accuracy	of	most	experiments	with	appro-
priate	adjustment	of	the	coefficient,	A,	for	reduction	in	wave	intensity	with	
increasing	angle	θ.	Wave	mechanics	interprets	the	intensity	pattern	of	equa-
tion	21.1	as	a	scattering	probability	distribution	associated	with	individual	
photons	as	the	pattern	is	the	same	when	we	have	a	low	intensity	of	light.	The	
pattern	would	not	be	due	to	the	interaction	between	incident	photons.

In	 a	 path	 integral	 or	 statistical	 formalism,	 the	 summation	 of	 probabil-
ity	 weighted	 particle	 paths	 can	 be	 used	 to	 construct	 a	 wavefunction	 or	 a	
probability	 amplitude	 able	 to	 satisfy	 the	 non-relativistic	 relations	 of	 wave	
mechanics.	Adopting	such	an	approach,	photon	diffraction	can	be	described	
in	terms	of	elastic	scattering	of	particles	with	a	discrete	momentum,	p.	Prob-
ability	functions	are	assumed	to	be	constructed	from	normalized,	probabil-
ity	 weighted	 ensembles	 from	different	 specific	paths	 or	 states	 (defined	 by	
position	and	momentum)	possible	for	a	scattered	photon.	In	adopting	this	
formalism,	the	key	is	determining	the	probability	of	each	path.

A	revised	description	of	diffraction	can	be	derived	from	an	alternate	anal-
ysis	of	equation	21.1.	Denoting	a	change	in	a	specific	photon’s	momentum	
along	the	y-axis	parallel	to	the	slits	by	py,	we	note

	 sin	θ	=	py/p.	 (21.2)

From	Einstein’s	description	of	the	photoelectric	effect,	we	know	a	photon’s	
momentum	can	be	described	in	terms	of	Planck’s	constant,

	 p	=	h/λ.	 (21.3)

Y2

Intensity profile

d b

dsinθ

Incident light Y1

Y0

–Y1

–Y2

θ = θ´

θ´
θ

FigurE	21.1
Young’s	double	slit	experiment	showing	the	 intensity	of	 light	striking	a	distant	screen.	The	
distance	between	the	slit	and	screen,	b,	is	much	greater	than	the	slit	separation,	d.
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Here	we	only	need	to	assume	that	λ	is	a	parameter	inversely	proportional	to	
the	photon	momentum.	Using	these	two	relations,	we	can	rewrite	equation	
21.1	as

	 Φ	=	A(1	+	cos	2π	d py	/h),	 (21.4)

which	provides	a	momentum	representation	of	the	scattering.	Importantly,	
this	 transforms	 this	 intensity	 or	 probability	 function	 to	 one	 independent	
of	any	kinematical	properties	of	 the	 scattered	photon.	 In	 fact,	 the	 form	of	
this	probability	function	would	apply	whether	we	were	scattering	photons	
or	 other	 quantum	 particles	 such	 as	 electron	 or	 neutrons.	 This	 probability	
function	is	a	Fourier	transform	of	a	transverse	momentum	function	and	it	
depends	only	on	how	much	py differs	from	an	integral	multiple	of	h/d.	We	
note	that	scattering	and	momentum	changes	are	determined	at	the	slits	and	
not	at	a	distant	detection	point—a	result	conforming	readily	with	the	path	
integral	 formalism	or	 the	 statistical	 interpretation	of	quantum	mechanics.	
This	observation,	though	not	novel,	 is	rarely	pointed	out	in	discussions	of	
the	optical	wave	theory	of	light.

For	a	long	time	scientists	have	recognized	that	the	scattering	amplitude	as	
a	function	of	momentum	transfer	is	the	Fourier	transform	of	the	scattering	
potential,	just	as	the	angular	distribution	of	light	diffracted	from	an	obstacle	
in	classical	optics	is	the	Fourier	transform	of	the	obstacle.5,14	Intensity	max-
ima	are	observed	when

	 pyd/h	=	n,	 (21.5)

or	when

	 py	=	nh/d.	 (21.6)

Equation	 21.6	 becomes	 the	 optimized	 scattering	 criterion	 for	 these	 slits.	 This	
equation	is	often	used	to	dimensionalize	the	Heisenberg	Uncertainty	Principle.

In	QED	the	interaction	between	electromagnetic	particles	is	explained	in	
terms	of	the	exchange	of	“virtual”	bosons	(e.g.,	photons)	resulting	in	momen-
tum	 exchange	 between	 the	 particles.	 Feynman	 diagrams	 describe	 virtual	
particles	existing	in	“proper	time”	(zero	time	intervals	for	virtual	photons).11	
The	 coupling	 between	 particles	 can	 be	 described	 without	 specifying	 the	
direction	of	virtual	particle	travel.	Analogously,	we	may	describe	the	scat-
tering	(diffraction)	of	a	photon	by	a	pair	of	slits	as	the	exchange	of	“virtual	
particles”	 transferring	 equivalent	 energy	 between	 the	 lattice	 of	 the	 slits	
and	the	photon.	Or	equivalently,	but	perhaps	conceptually	simpler,	we	can	
describe	diffraction	by	the	reflection	(absorption	and	emission)	of	a	virtual	
photon	from	the	lattice	by	a	scattered	photon,	with	additional	x-momentum	
exchange	 taking	place	 to	ensure	conservation	of	energy.	QED	 is	normally	
used	to	describe	the	scattering	of	electrons,	but	as	noted,	 the	scattering	of	
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electrons	is	governed	by	the	same	momentum	exchange	constraints	as	the	
scattering	of	photons.

Thus,	QED	provides	us	with	a	useful	model	and	nomenclature	to	describe	
the	 scattering	 of	 photons	 as	 well.	 It	 is	 recognized	 in	 QED,	 the	 quantum	
mechanical	formalism	describing	the	scattering	of	photons	would	be	differ-
ent	than	the	scattering	of	electrons	as	the	cross	sections	for	scattering	or	their	
interaction	coefficients	with	the	lattice	would	be	different.

In	describing	diffraction	consistent	with	the	conventions	of	QED,	we	adopt	
a	 momentum	 representation	 for	 the	 Coulomb	 potential	 (electromagnetic	
field)	associated	with	 the	 lattice.	The	most	probable	values	 for	 the	magni-
tude	 of	 the	 y-momentum	 of	 the	 virtual	 photons	 associated	 with	 the	 scat-
tering	potential	are	 integral	multiples	of	h/2d.	This	corresponds	to	virtual	
photons	 with	 associated	 energies	 of	 nhc/2d.	 We	 recognize	 these	 energies	
are	 the	 eigenvalues	 of	 the	 photon	 “standing	 wave”	 eigenfunctions	 for	 the	
particle-in-a-box	 problem	 in	 quantum	 mechanics	 where	 the	 length	 of	 the	
box	 is	d.	Thus,	we	might	assume	 that	 there	are	probability	maxima	when	
the	momentum	of	the	exchange	particle	corresponds	to	the	most	probable	
allowed	states	for	virtual	photons	within	the	panel	separating	the	slits.	We	
note	that	any	panel	consists	of	a	dense	electromagnetic	field	(of	virtual	pho-
tons)	 that	 constrains	 the	 individual	 atoms.	 The	 density	 would	 be	 a	 direct	
summation	over	the	electromagnetic	particles	that	make	up	the	lattice.

There	are	minima	in	the	exchange	probability	when	the	magnitude	of	the	
momentum	of	 the	virtual	photon	would	be	 (n	+	1/2)h/2d.	These	momenta	
might	correspond	to	forbidden	eigenfunctions	for	virtual	photons	within	the	
panel	separating	the	slits.	There	is	a	low	probability	for	a	photon	to	be	scat-
tered	by	virtual	photons	from	the	slits	with	those	momentum	values.	Thus,	
the	scattering	probability	distribution	observed	with	photon	diffraction	 is	
derived	from	a	function	of	the	y-momentum	exchanged	from	the	scattering	
by	virtual	photons	of	the	lattice	summed	over	the	probabilities	or	densities	
of	the	virtual	photons	with	the	different	momentum	values.

21.2.2	 Bragg	relation

Similar	 principles	 to	 those	 describing	 double-slit	 diffraction	 can	 also	 be	
applied	to	photon	(X-ray)	diffraction	by	a	crystal	lattice.	Assuming	the	pla-
nar	spacings	in	a	lattice	are	equal	to	d,	the	optimum	scattering	criterion	for	
any	particle	is

	 q	=	nh/d,	 (21.7)

where	the	momentum	change,	q,	is	perpendicular	to	the	lattice	planes.	Again	
scattering	could	be	described	by	the	exchange	of	virtual	particles	with	the	
probability	 for	a	change	 in	momentum	being	dependent	on	 the	geometry	
of	the	crystal	lattice,	and	q/2	is	associated	with	momentum	eigenfunctions	
of	the	lattice.	If	we	define	θ	as	the	complement	to	the	angle	of	incidence	and	
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reflection	(the	Bragg	angle)	of	a	particle	scattered	from	these	lattice	planes,	
then	2sin	θ	=	q/p.	The	angle	that	fulfills	the	selection	rule	is	then	given	by

	 q	=	p2sin	θ	=	nh/d	 (21.8)

or

	 2dsin	θ	=	nh/p	=	nλ,	 (21.9)

where	h/p	=	λ.	Thus,	we	obtain	the	Bragg	relation	(Bragg’s	Law)	for	lattice	
diffraction.	The	parameter	λ	=	h/p	arises	as	an	apparent	wavelength	for	the	
scattered	 particle,	 but	 is	 not	 derived	 with	 reference	 to	 any	wave	 property	
of	the	particle,	only	its	momentum.	Any	scattered	particle	has	an	apparent	
wavelength.	 Thus,	 de	 Broglie’s	 hypothesis	 that	 any	 particle	 will	 exhibit	 a	
wavelength	inversely	proportional	to	its	momentum	may	be	considered	to	
be	a	manifestation	of	the	fact	that	scattering	is	quantized	by	the	geometry	
and	properties	of	the	scattering	lattice.

This	 derivation	 has	 been	 simplified,	 but	 the	 same	 conclusions	 can	 be	
drawn	from	a	more	rigorous	treatment.	For	example,	this	description	of	dif-
fraction	can	be	utilized	to	predict	the	scattering	intensities	from	single	crys-
tal	x-ray	diffraction.	From	a	knowledge	of	 the	structure	 factor	 (dependent	
on	 the	 crystal	 geometry)	 and	 the	 scattering	 coefficients	 of	 the	 component	
atoms	 (dependent	 on	 electron	 densities),	 and	 the	 x-ray	 momentum	 (wave-
length),	 the	 scattering	 intensities	 can	be	precisely	 calculated	 (ignoring	 the	
phase	problem).15	In	a	momentum	representation	of	the	lattice,	the	structure	
factor	and	scattering	coefficients	can	be	reinterpreted	to	be	directly	related	to	
the	density	of	virtual	photon	momentum	states	available.	These	momentum	
states	exchange	virtual	photons	with	the	scattered	x-rays.	Thus,	the	summa-
tion	of	the	phased	scattering	contributions	of	each	of	the	component	atoms	
in	x-ray	analysis	can	be	related	to	the	summation	over	the	different	momen-
tum	eigenstate	densities	of	the	lattice.

21.2.3	 Fraunhofer	Diffraction

Our	 earlier	 discussion	 of	 double	 slit	 diffraction	 ignored	 the	 effect	 of	 the	
width	of	the	slits.	This	can	be	accounted	for	by	modifying	our	optimum	scat-
tering	criterion,	equation	21.6,	to

	
p

nh
d

wh
dy = ± 2

2

,
	

(21.10)

where	w is	an	integer	and	d2	is	the	width	of	the	slits.	Thus,	it	is	apparent	that	
a	modified	set	of	eigenfunctions	for	the	slits	determines	the	probability	for	
scattering	when	we	account	 for	 the	width	of	 the	slits.	The	second	 term	 in		
equation	21.10	becomes	the	Fraunhofer	diffraction	term.	If	either	slit	is	closed,	
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this	would	be	the	only	term	contributing	which	would	give	rise	to	Fraunhofer	
diffraction.16	Similar	principles	of	virtual	photon	exchange	would	apply	for	
Fraunhofer	 diffraction	 as	 were	 applied	 to	 describe	 double	 slit	 diffraction.	
The	major	difference	being	that	the	momentum	eigenvalues	for	the	exchange	
photons	are	integral	multiples	of	h/d2	.	The	origin	for	this	difference	in	the	
eigenvalues	is	elucidated	in	the	analysis	of	Fresnel	diffraction.

21.2.4	 Fresnel	Diffraction

Consider	diffraction	of	light	through	a	single	slit	of	width,	d.	A	long	distance	
from	the	slit	we	obtained	a	Fraunhofer	diffraction	pattern.	By	moving	the	
detection	point	or	 screen	sufficiently	close	 to	 the	slit,	a	distance	γ,	we	can	
obtain	a	Fresnel	diffraction	pattern	with	an	intensity	minimum	in	the	center	
of	the	pattern17	(see	Figure	21.2b).	Fresnel’s	criterion	for	this	pattern	is

	

d2

4
12+ + )2γ = ( .λ

	
(21.11)

Assuming	the	same	scattering	criteria	applies	as	for	Fraunhofer	diffraction,	
py =	2wh/d,	which	only	depends	on	the	width	of	the	slit,	then	we	must	assume	
the	probability	for	momentum	exchange	is	not	uniform	across	the	slit,	but	
rather	must	vary	as	a	function	of	 the	point	within	the	slit	 that	 the	photon	
passes.	In	order	to	have	a	minimum	at	the	center	of	the	slit,	photons	passing	

d/6
d/4
d/2 d

γ

(a) (b)

d/4
d/6

FigurE	21.2
(a)	Predicted	most	probable	scattering	paths	 for	photons	passing	d/2,	d/4,	and	d/6	from	the	
edge	of	the	slit	compared	to	(b)	the	Fresnel	intensity	profile	at	a	distance	γ	from	the	slit	satisfy-
ing	equation	(11).
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through	(or	emanating	from)	the	center	of	the	slit	(a	point	d/2	from	the	edge)	
must	be	deflected.	There	must	be	a	maximum	in	the	probability	of	scattering	
for	these	photons.	Photons	passing	through	a	point	d/4	from	the	edge	of	the	
slit,	if	deflected	with	a	momentum	change	with	magnitude	py	=	2h/d,	could	
impinge	on	the	center	of	the	screen	where	the	intensity	minimum	is.	Thus,	
there	must	be	a	low	probability	for	these	photons	to	exchange	momentum	
of	py	=	2h/d	.	Photons	passing	through	points	within	d/4	of	the	edge	must	be	
either	be	deflected	by	at	least	py	=	4h/d	or	not	deflected.

From	these	requirements	we	can	deduce	that	the	probability	for	momentum	
exchange	with	the	slit	 is	dependent	upon	the	minimum	distance	between	
the	photon	and	 the	edge	of	 the	slit;	 the	probability	 for	a	 total	momentum	
exchange	of	magnitude	py =	2wh/d	being	highest	when	the	distance	a	photon	
passes	from	the	edge	of	a	slit	is	d/2w.	For	exchange	to	be	allowed,	the	dis-
tance	between	the	photon	and	the	edge	of	the	slit,	ℓy,	times	the	momentum	
exchanged	is	equal	to	h

 
 y yp h= .

 (21.12)

The	 momentum	 exchanged	 is	 quantized	 consistent	 with	 the	 Heisenberg	
Uncertainty	Principle.	 If	we	are	exchanging	virtual	photons,	 then	 the	dis-
tance	over	which	a	virtual	photon	is	exchanged,	ℓy,	 is	always	equal	to	half	
its	“effective	wavelength”	such	that	 its	momentum	is	h/2	ℓy.	We	find	there	
are	at	least	two	primary	factors	determining	the	scattering	or	diffraction	of	
particles:	1)	the	eigenvalues	possible	for	the	virtual	particles	exchanged	or	
reflected,	and	2)	 the	constraint	 that	 the	 total	momentum	exchanged	 times	
the	distance	of	the	exchange	equals	h.	This	constraint	can	be	applied	to	the	
coupling	factor	in	a	summation	of	scattering	probabilities.

This	analysis	suggests	that	a	generalized	description	for	particle	scatter-
ing	would	have	the	form	of	a	probability	function	for	transfer	of	momentum	
along	the	y-axis,	f(py)	such	as:

	

f p g p
h
p

dyy y
y

( ( y) ( ) ) ,=








∫φ ρ δ � −

	

(21.13)

where	ρ(py)	is	the	probability	density	of	lattice	momentum	states	associated	
with	the	momentum	differential,	py,	δ	is	the	Dirac	delta	function	and	ℓy	is	the	
difference	in	y-axis	distance	between	the	trajectory	of	the	incident	particle	
and	the	point	of	the	scattering	lattice	with	which	momentum	is	exchanged.	
The	third	factor	determining	the	scattering	probability	is	the	coupling	fac-
tor,	 g(φ),	which	 is	 a	 function	of	 the	angle,	φ,	 between	 the	 incident	 particle	
and	 the	 assumed	 path	 of	 the	 scattering	 virtual	 photon	 of	 the	 lattice.	 This	
coupling	factor	reflects	the	probability	that	a	momentum	transfer	will	occur.	
This	would	be	dependent	upon	the	momentum	that	must	be	imparted	to	the	
lattice	for	scattering	to	occur.
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The	probability	for	transfer	 is	greatest	when	the	angle	φ	 is	such	that	we	
minimize	the	momentum	vector	parallel	to	the	particle’s	incident	direction	
that	 is	absorbed	by	 the	scattering	 lattice.	We	may	note	 that	equation	21.13	
resembles	one	we	might	generate	using	the	structure	factor	of	a	crystal	lat-
tice	and	the	coefficients	of	particle	scattering	to	predict	the	intensity	pattern	
in	crystallography.	From	our	analysis	we	note	that	the	probability	for	photon	
scattering	by	a	single	slit	would	therefore	resemble	a	shark	tooth	function	
across	the	width	of	the	slit	with	maxima	at	points	d/2w	from	the	edge.	The	
scattering	for	photons	passing	through	points	d/2w	from	the	edge	of	the	slit	
where	w	=	1,	2,	and	3	are	diagrammed	in	Figure	21.2.	This	provides	a	descrip-
tion	that	can	accurately	reproduce	the	Fresnel	diffraction	pattern	if	the	prob-
abilities	are	properly	parameterized.

From	this	analysis	of	Fresnel	diffraction,	we	again	see	the	preeminence	of	
the	relation	ℓi	pi	=	h	which	was	identified	early	as	the	key	relation	governing	
diffraction.5	It	is	interesting	to	note	that	there	are	no	limits	implied	in	this	
relation.	Any	particle	separated	from	other	particles	by	ℓi	is	implied	to	have	
imminent	potential	for	momentum	exchange	of	 p hi i= /� .	Such	interconnect-
edness	linking	a	particle	(photon)	inextricably	with	its	surroundings	and	the	
quantum	potential	associated	with	this	 interaction	was	the	foundation	for	
Bohm’s	derivation	of	quantum	theory.18	This	relation	is	foundational	to	the	
description	of	the	electromagnetic	force	in	QED.	In	QED	the	total	momen-
tum	exchanged	via	virtual	photons	between	a	positive	and	negative	particle	
with	a	separation,	 �, 	is	p	=	h/ �. 	The	total	force	or	net	potential	is	determined	
by	the	frequency	of	exchange.	The	frequency	of	exchange	would	realistically	
be	 limited	 by	 c/ .� 	 To	 limit	 the	 magnitude	 of	 our	 force,	 we	 must	 assume	
that	only	one	momentum	(virtual	photon)	exchange	can	take	place	within	a	
period	of	time.	I	may	note	in	this	respect	the	exchange	particle	behaves	more	
like	a	virtual	fermion	than	a	virtual	boson.	It	is	not	unreasonable	to	specu-
late	 that	 photons	 are	 actually	 composed	 of	 subcomponents	 and	 that	 such	
subcomponents	better	describe	the	virtual	particles	that	exchange	momen-
tum.	A	Feynman	diagram	depicting	 the	 interaction	of	2	charged	particles	
via	virtual	photons	is	shown	in	Figure	21.3a.	(Unfortunately,	the	convention	
used	 in	 Feynman	 diagrams	 depicts	 the	 exchange	 of	 virtual	 photons	 by	 a	
sinusoidal	“wave”.)

An	electromagnetic	field	has	proven	to	be	a	useful	mathematical	conven-
tion	to	describe	the	collective	influence	of	multiple,	charged	particles	on	a	
theoretical	charge	(particle)	at	a	point	of	measurement.	The	ultimate	mani-
festation	of	the	field	is	a	force	(via	momentum	exchange)	on	a	charged	parti-
cle.	According	to	QED,	this	momentum	exchange	is	exerted	through	virtual	
photons.	 Examining	 one	 example,	 the	 static	 field	 across	 a	 capacitor	 is	 the	
net	 result	of	a	difference	 in	 the	positive	and	negative	 charges	built	up	on	
separated	plates.	 (The	number	of	charged	particles	can	be	quite	high.)	We	
can	assume	exchanging	virtual	photons	make	up	this	field.	If	an	oscillating	
potential	is	applied	to	the	capacitor,	we	would	generate	an	oscillating	elec-
tromagnetic	field	between	our	plates	which	might	correctly	be	depicted	by	a	
wavefunction.	The	propagation	of	this	field	is	limited	by	the	speed	of	light	as	
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this	field	influence	is	carried	by	photons.	Thus,	while	this	field	will	oscillate	
in	space,	there	is	no	requirement	to	assume	the	photons	carrying	this	field	
influence	must	 themselves	exhibit	oscillation.	Thus,	care	must	be	 taken	 in	
extrapolating	the	propagation	of	electromagnetic	waves	to	a	description	of	
individual	free	photons.	If	we	have	2	oscillating	sources	of	electromagnetic	
fields,	 there	 is	 the	possibility	of	 cooperative	phenomenon	and	 the	 interac-
tion	of	the	photons	from	the	2	sources.	A	photon	reaching	a	point	from	an	
oscillating	 electromagnetic	 field	 would	 have	 a	 specific	 polarization	 which	
would	dictate	its	interaction	with	matter	at	that	point.	Photons	from	differ-
ent	sources	reaching	the	same	point	might	have	different	polarizations.	We	
can	accept	that	each	can	affect	how	the	other	might	interact	with	matter.	For	
example,	 if	the	polarizations	were	opposite,	the	net	polarization	at	a	point	
might	be	nullified	and	we	would	not	get	absorption	of	the	photons	at	that	
point.	Thus,	we	must	recognize	the	potential	for	interference	and	cooperative	
phenomena.	This	is	critical	to	observations	of	coherent	light	and	explaining	
the	behavior	of	lasers,	but	again	we	are	not	forced	to	conclude	that	individual	
photons	behave	as	waves	only	that	photons	are	polarized.

This	brings	us	to	an	objection	which	might	be	raised	about	the	picture	being	
presented	for	photons.	The	description	of	diffraction	we’ve	set	forth	calls	for	
specific	momentum	values	for	the	virtual	photons	scattered	to	the	lattice.	We	
noted	the	momentum	eigenvalues	were	those	that	we	might	get	assuming	
standing	 electromagnetic	 waves	 within	 the	 lattice.	 Therefore,	 doesn’t	 this	
give	us	a	wave	picture	of	(virtual)	photons	similar	to	the	wave	picture	being	
critiqued?	The	mathematical	similarity	is	clear	as	periodicity	(Fourier	trans-
formation)	across	a	spatial	dimension	is	required.	I	must	point	out	there	is	
a	clear	difference	in	a	picture	of	allowed	momentum	eigenstates	in	a	mate-
rial	 lattice,	which	we	often	use	 to	describe	phenomenon	such	as	Brillouin	
scattering	or	Planck’s	black	body	radiation,	and	the	propagation	of	a	wave	

kk

ℓ ℓ

rr

(a) (b)

FigurE	21.3
(a)	Feynman	diagram	of	virtual	photon,	

�
k 	exchange	between	two	oppositely	charged	particles	

with	 the	paths	separated	by	 the	distance	 �.	 (b)	Alternate	diagram	with	cylinder	of	 radius	r	
reflecting	the	region	of	virtual	photon	exchange.	Spatial	polarization	can	be	diagrammed.
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(or	wave	packet)	in	free	space	which	somehow	carries	a	detection	probabil-
ity.	In	the	former	picture	we	recognize	a	structure	over	which	momentum	
exchange	can	take	place	(via	the	established	fields	of	force	involving	virtual	
particle	exchange)	which	is	unlike	the	latter	picture.	Vigier,	et al.19	criticized	
the	 strictly	 particle	 based	 derivation	 by	 Landé	 suggesting	 that	 it	 failed	 to	
provide	an	explanation	for	why	the	matter	distribution	of	a	diffractor	should	
be	 Fourier	 analyzed.	 Why	 should	 specific	 momentum	 values	 exist	 for	 the	
photons	within	a	periodic	array	(without	assuming	behavior	like	a	wave)?

An	 explanation	 or	 rationale	 for	 this	 might	 be	 derived	 by	 looking	 more	
closely	at	the	quantum	rules	for	momentum	exchange	which	we	have	been	
using.	From	equation	21.12,	any	array	of	matter	with	periodicity	 in	the	 ith	
direction	 with	 spacing	 � i ,	 such	 as	 a	 lattice	 of	 a	 crystal,	 has	 the	 potential	
for	 virtual	 photons	 being	 exchanged	 along	 the	 array.	 The	 most	 probable	
momenta	of	those	virtual	photons	would	be	pi	=	h/2n � i.	As	there	would	be	
an	increasing	number	of	states,	the	probabilities	for	specific	virtual	photons	
(or	phonons)	would	appear	to	be	reinforced	as	the	array	becomes	larger	(spe-
cific	Fourier	 terms	become	more	dominant).	As	the	array	reaches	a	 length	
d,	the	possible	momenta	can	be	pi	=	mh/d.	This	provides	an	explanation	for	
the	existence	of	momentum	eigenfunctions	for	the	array	without	having	to	
imply	that	the	virtual	photons	of	the	array	must	behave	as	waves.	A	varia-
tion	on	our	 traditional	Feynman	diagram	from	QED	might	help	with	our	
description.	Such	a	revised	diagram	is	presented	in	Figure	21.3b.	Here,	instead	
of	having	the	exchange	of	virtual	photons	depicted	by	a	sinusoidal	wave,	the	
gap	in	the	paths	between	two	electromagnetic	particles	is	connected	by	a	cyl-
inder	of	length	 � 	and	a	radius	 r = �/ .π 	With	this	diagram	we	can	also	indicate	
a	spatial	polarization.	The	total	momentum	exchanged	in	this	interaction	is	
∆p h= /�, 	thus,	the	exchange	virtual	photon	would	have	a	momentum	of

	 p h r= =/2 / .� � 	 (21.14)

We	note	that	only	one	exchange	can	take	place	within	this	cylinder	at	a	time.	
From	 this	diagram	we	might	 conceptualize	cooperative	phenomena	or	an	
array	of	electromagnetic	particles.	An	array	might	be	depicted	by	a	line	or	
sequence	 of	 concentric	 cylinders	 representing	 virtual	 exchange	 photons	
with	the	radius,	r,	derived	from	the	various	lattice	spacings	in	the	array.	We	
do	not	have	to	invoke	a	wave	property	to	the	virtual	photons	to	confine	them	
to	specific	momentum	states.

summary

We	are	reminded	that	the	nature	of	light,	whenever	observed,	is	always	par-
ticle-like.	Describing	light	to	be	like	a	wave	has	been	an	important	part	of	the	
history	of	the	development	of	quantum	mechanics,	but	such	descriptions	have	
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left	the	erroneous	impression	that	photons	and	other	quantum	particles	behave	
as	waves.	We	do	not	need	to	invoke	wave	like	properties	for	a	scattered	pho-
ton	to	describe	phenomena	such	as	diffraction	or	refraction.	I	have	described	
diffraction	of	 light	 in	 terms	of	momentum	exchange	 through	 the	exchange	
of	virtual	particles	between	scattered	photons	and	the	scattering	lattice.	The	
probability	for	the	exchange	of	a	virtual	photon	with	a	particular	energy	and	
momentum	is	dependent	upon	how	it	matches	allowed	momentum	states	of	
the	lattice,	which	are	determined	by	the	lattice	geometry.	The	total	momentum	
exchanged	times	the	distance	of	exchange	is	equal	to	Planck’s	constant,	h.

Probability	 functions	 can	 be	 constructed	 as	 normalized	 probability	
weighted	ensembles	from	different	specific	possible	paths	for	a	photon.	This	
description	is	phenomenologically	consistent	with	the	current	interpretations	
of	particle	interactions	from	QED.	I	have	provided	a	revised	description	to	
Young’s	 double-slit	 experiment,	 Fraunhofer	 diffraction,	 Fresnel	 diffraction	
and	 Bragg’s	 relation.	 In	 these	 descriptions	 the	 scattered	 particle	 does	 not	
behave	like	a	wave.	We	note	that	the	wave	properties	we	historically	associ-
ate	with	photons	are	only	manifest	if	there	is	an	interaction	with	the	pho-
ton.	If	we	attempt	to	define	the	position	or	momentum	of	a	photon,	we	will	
perturb	 the	photon	by	an	amount	defined	by	 the	Heisenberg	Uncertainty	
Principle.	The	significant	advantage	to	these	descriptions	and	the	picture	we	
obtain	for	photon	scattering	is	that	they	maintain	consistency	with	our	law	
for	conservation	of	momentum	as	momentum	transfer	is	always	defined	by	
the	interaction	with	the	scatterer	at	specific	location	of	scattering.	This	is	not	
the	picture	we	derive	when	we	rely	on	traditional	wave	interpretations.
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Abstract

We	reconstruct	Maxwell’s	equations	showing	that	a	major	part	of	the	infor-
mation	encoded	in	them	is	taken	from	topological	properties	of	spacetime.
The	 residual	 information,	 divorced	 from	 geometry,	 which	 represents	 the	
physical	 contents	 of	 electrodynamics,	 translates	 into	 four	 assumptions:	 (i)	
locality;	(ii)	linearity;	(iii)	identity	of	the	charge	source	and	the	charge	cou-
pling;	 and	 (iv)	 lack	 of	 magnetic	 monopoles.	 However,	 a	 closer	 inspection	
of	 symmetries	 peculiar	 to	 electrodynamics	 shows	 that	 these	 assumptions	
may	have	much	 to	do	with	geometry.	Maxwell’s	equations	 tell	us	 that	we	
live	in	a	three-dimensional	space	with	trivial	(Euclidean)	topology;	time	is	
a	one-dimensional	unidirectional	and	noncompact	continuum;	and	spacet-
ime	is	endowed	with	a	light	cone	structure	readable	in	conformal	invariance	
of	electrodynamics.	Our	geometric	feelings	relate	to	the	fact	that	Maxwell’s	
equations	are	built	in	our	brain.	Hence	our	space	and	time	orientation,	our	
visualization	and	imagination	capabilities	are	ensured	by	unceasing	instinc-
tive	processes	of	solving	Maxwell’s	equations.	People	usually	agree	in	their	
observations	of	angle	relations.	For	example,	a	right	angle	is	never	confused	
with	an	angle	slightly	different	from	right.	By	contrast,	we	may	disagree	in	
metric	issues,	say,	a	colour-blind	person	finds	the	light	wave	lengths	quite	
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different	from	those	found	by	a	man	with	normal	vision.	This	lends	support	
to	the	view	that	conformal	invariance	of	Maxwell’s	equations	is	responsible	
for	producing	our	notion	of	space.	Assuming	that	our	geometric	intuition	is	
guided	by	our	innate	realization	of	electrodynamical	laws,	some	abnormal	
mental	phenomena,	such	as	clairvoyance,	may	have	a	rational	explanation.

Key words:	physical	contents	of	Maxwell’s	equations,	spacetime	geometry,	
perception	of	space	and	time.

22.1 Introduction

Since	the	purpose	of	this	book	is	to	gain	new	insights	into	the	nature	of	light,	
it	seems	to	be	of	interest	to	advocate	a	somewhat	odd	point	of	view	that	the	
contents	of	Maxwell’s	equations	is	pure	geometric.	In	other	words,	I	will	try	
to	argue	that	electrodynamics is a mere alternative model of spacetime expressed	
in	field	terms.

Now	let	us	arrange	about	the	meaning	of	some	notions.	Our	concern	here	
is	with	 the	classical (non-quantum)	description.	The	 reason	 for	 this	 is	 that	
space	and	 time	are	perfectly	classical	 concepts.	For	electrodynamics	 to	be	
treated	as	something	tantamount	to	Minkowski	space,	it	is	essential	to	refer	
to	the	classical	context.

In	order	to	keep	things	as	simple	as	possible,	we	consider	a	point particle 
whose	nature	is	preserved	under	time	evolution	as	a	primary	physical	entity.	
The	world	lines	of	such	particles	are	assumed	to	be	timelike	smooth	infinite	
curves.	Since	classical	point	particles	never	decay,	their	world	lines	cannot	
bifurcate.	Given	a	particle	which	moves	along	a	world	line	oriented	from	the	
past	to	the	future,	its	antiparticle	may	be	thought	of	as	an	object	identical	to	
it	in	every	respect	but	moving	back	in	time	[1].	That	is,	the	antiparticle	world	
line	is	oriented	from	the	future	to	the	past,	as	in	Figure	22.1.	Accordingly,	the	
annihilation	of	a	pair	that	occurs	at	a	point	A is	depicted	as	a	Λ-shaped	world	

Particle Antiparticle

�

�

Figure 22.1
World	lines	of	particles	and	antiparticles.
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line	of	a	single	particle	that	runs	initially	from	the	remote	past	to	the	future	
up	to	the	point	A and	then	returns	to	the	remote	past.	Likewise,	the	birth	
of	a	pair	at	a	point	B	is	given	by	a	V-shaped	world	line	of	a	single	particle	
that	runs	initially	from	the	far	future	to	the	past	up	to	the	point	B	and	then	
returns	to	the	far	future,	as	in	Figure	22.1.

One	 should	be	 alert	 to	notions	 foreign	 to	 the	 classical	 context.	 Classical	
theory	 leaves	 room	 for	 both	 particles	 that	 experience	 the	 proper	 order	 of	
events	 and	 antiparticles	 that	 follow	 the	 reverse	 order	 of	 events,	 but	 cre-
ations	and	annihilations	of	pairs	are	banned,	which	precludes	the	presence	
of	V-	and	Λ-shaped	curves.	That	is	why	we	select	timelike	world	lines	free	
of	cusps.	Broken	curves	are	absent	from	the	classical	picture	since	the	least	
action	principle	does	not	apply	to	V-	and	Λ-shaped	world	lines.	Such	curves	
are	automatically	excluded	if	the	condition	of	smoothness	is	imposed	on	the	
allowable	world	lines.

Let	us	define the	electromagnetic	field	as	a	physical	object	that	manifests	
itself	through	its	influence	on	a	particle	by	the	four-force	linear	in	the	particle	
four-velocity.	 To	 be	 more	 specific,	 one	 recognizes	 the	 presence	 of	 electro-
magnetic	field	when	particles	experience	the	Lorentz	force

 f µ	=	evν	Fµν.	 (22.1)

The	scalar	real	parameter	e is	the	electric	charge-coupling. For	a	charged	par-
ticle	to	remain	identical	to	itself,	the	coupling	of	this	particle	with	the	elec-
tromagnetic	field	must	not	vary	in	time,

	 �e = 0. 	 (22.2)

The	state	of	electromagnetic	field	at	each	spacetime	point	is	specified	unam-
biguously	by	an	antisymmetric	tensor	Fµν. In	a	particular	frame,	this	is	equiv-
alent	to	assigning	the	electric	field	intensity	e	and	the	magnetic	induction	B	
to	each	point.

In	Section	22.2,	we	derive	the	law	governing	the	behavior	of	electromag-
netic	 field	 in	 the	 hope	 to	 answer	 the	 question:	 to	 what	 extent	 is	 this	 law	
ordered	by	geometrical	features	of	our	world,	in	particular	by	the	fact	that	
space has three dimensions?	The	complete	reconstruction	of	Maxwell’s	equa-
tions	 requires	 the	 adoption	 of	 additional	 assumptions	 of	 non-geometric	
origin.	 It	would	be	 tempting	 to	 think	of	 them	as	 the	principles	 that	cover	
the	whole	physical	content	of	Maxwell’s	equations.	However,	it	transpires	in		
Section	22.3,	from	closer	inspection	of	symmetries	peculiar	to	electrodynam-
ics,	that	such	principles	may	have	much	to	do	with	geometry.

The	next	 issue,	a	plausible	mechanism	of	perception	and	understanding	
of	space	and	time,	is	briefly	discussed	in	Section	22.4.	It	is	shown	here	that	
the	Kantian	apriorism	may	have	a	direct	relationship	to	the	electromagnetic	
model	of	spacetime.	Assuming	that	our	geometric	intuition	is	guided	by	our	
innate	realization	electrodynamical	 laws,	some	abnormal	mental	phenom-
ena,	such	as	clairvoyance,	may	be	attributed	to	conformal	invariance.
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22.2 Physical Contents of Maxwell’s equations

Let	us	pretend	that	we	are	unaware	of	Maxwell’s	equations,	and	write	the	
general	law	governing	the	electromagnetic	field	in	a	symbolic	form

	 L	(F)	=	ℑ.	 (22.3)

Here,	L is	a	differential	operator	that	describes	local	variations	of	the	field	
state,	and	ℑ	is	interpreted	as	the	source	of	these	variations.	The	choice	of	L 
as	a	differential	operator	relates	to	the	idea	of	local action,	by	which	dynami-
cal	variations	of	fields	propagate	in	space	from	one	point	to	all	nearest	with	
a	 finite	 velocity.	 Partial	 differential	 equations	 of	 the	 hyperbolic	 type	 are	
believed	to	be	best	suited	for	the	expression	of	this	idea.

We	 assume	 that	 only	 first	 derivatives	 of	 Fµν	 enter	 equation	 22.3.	 This	
assumption	may	seem	to	contradict	the	situation	in	mechanics,	where	New-
ton’s	second	law	is	given	by	a	differential	equation	of	the	second	order	with	
the	particle	position	qa	as	the	unknown	function.	But	this	is	only	an	apparent	
contradiction	because	the	state	of	a	particle	is	specified	by	the	pair	of	vari-
ables	(qa,	pa),	and	the	evolution	of	this	system	is	given	by	Hamilton	equations	
containing	only	first	derivatives	of	qa	and	pa.	The	variables	Fµν	take	into	com-
plete	account	the	state	of	the	electromagnetic	field,	and	hence	they	should	be	
likened	to	(qa,	pa),	not	qa.

We	now	choose	a	particular	Lorentz	frame	and	consider	the	spatial	behav-
ior	of	e	and	B.	Any	smooth	vector	function	V	can	be	reconstructed	with	the	
knowledge	of	9	components	of	its	gradients	∂jVi.	However,	to	do	this	requires	
actually	much	less	information.	The	tensor	∂jVi	can	be	written	as	the	sum	of	
symmetric	and	antisymmetric	terms.	In	addition,	a	term	proportional	to	the	
trace	can	be	separated,	rendering	the	symmetric	term	traceless,

 
∂ ∂ + ∂ − ∂



 + ∂ − ∂j i j i i j ij k k j i iV V V V V=

1
2

2
3

1
2

δ ( VV Vj ij k k) ,+ ∂1
3
δ

 
(22.4)

where	 the	 summation	 over	 repeated	 indices	 is	 understood.	 A	 remarkable	
feature	of	 three-dimensional	Euclidean	space	 is	 that	 the	 reconstruction	of	
V	requires	only	the	knowledge	of	the	antisymmetric	term	∂jVi	−	∂iVj,	which	
is	dual	to	∇	×	V,	namely	∂iVj	−	∂jVi =ijk klm∂lVm,	and	the	scalar	∂kVk,	which	is	
∇	 ⋅	V,	while	information	on	5	components	of	the	symmetric	traceless	com-
bination	 ∂ ∂ − ∂j i i j ij l lV V V+ 2

3 δ 	is	unnecessary.	This	statement	is	known	as	the	
Helmholtz	theorem	[2]:	if	a	smooth	vector	function	V	disappears	at	infinity,	
it	can	be	reconstructed	from	its	curl,	C	=	∇	×	V,	and	divergence,	D	=	∇	⋅	V.	
Indeed,	the	relation

	 ∇	×	(∇	×	V)	=	∇	(∇	⋅	V)	−	∇	2	V,

familiar	from	any	course	of	the	vector	analysis,	can	be	rewritten	as	the	Pois-
son	equation

	 ∇	2	V	=	s
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with	a	computable	source	s	=	∇	D − ∇	×	C.	It	is	easy	to	show	that	this	equa-
tion	has	a	unique	solution.

An	 important	 implication	 of	 this	 result	 is	 that	 equation	 22.3	 can	 be	
expressed	in	terms	of	curls	and	divergences	of	e	and	B.	Therefore,	we	do	not	
need	information	on	all	components	of	the	spacetime	derivatives	∂λFµν;	only	
linear	 combinations	of	 components	 containing	curls	and	divergences	of	e	
and	B	matter.	Note	that	e	and	B	are	related	to	Fµν	as

	 Ei	=	F0i	=	Fi0, (22.5)

 
F F B B Fij

ij
ijk k k klm

lm= = =2 , ,− 1
2  

(22.6)

where	 the	 usual	 rule	 of	 raising	 and	 lowering	 indices	 holds	 for	 tensors	 in	
Minkowski	space.	By	equations	22.5	and	22.6,

	 div	e	=	∂jEj	=	∂jFj0,	 (22.7)

	 (curl	B)i	=	ijk∂jBk	=	∂jFji. (22.8)

To	express	div	B	and	curl	e	via	linear	combinations	of	∂λFµν,	we	recall	that

	
* , .F F ijk

ijk
µν µναβ

αβ= =
1
2

0  and
	 (22.9)

From	equations	22.9,	22.6,	and	22.5	we	find

	 *Fi0	=	Bi,	 	 *Fji	=	−ijk	Ek.

Therefore,

	 div	B	=	∂j	*Fj0,	 (22.10)

and

	 (curl	e)i	=	−∂j
*Fji.	 (22.11)

We	 see	 that	 the	 desired	 linear	 combinations	 of	 derivatives	 are	 ∂µFµν	 and	
∂∗µ µνF . 	 Indeed,	 taking	 into	 account	 equations	 22.7–22.8,	 and	 equations		
22.10–22.11,	we	have

	
∂ − +µ

µνF
t

= ( ),div ,
∂
∂

curle
e

B
	

(22.12)

	
∂ − ∂

∂
−µ

µν* ( ),F
t

= div , curlB
B

e
	

(22.13)
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Finally,	the	symbolic	field	equation	22.3	become	concrete:

	 ∂λFλµ	=	jµ,	 (22.14)

	 ∂λ*	Fλµ	=	lµ.	 (22.15)

It	remains	to	clarify	what	are	the	sources	jµ	and	lµ.	To	do	this	requires	three	
additional	assumptions	which	lead	directly	and	unambiguously	to	Maxwell’s		
equations.

The	 first	 assumption	 is	 that	 the	 field	 equation	 22.3	 is	 linear. For	 this	
assumption	not	to	seem	excessively	technical,	it	can	be	reformulated	as	the	
superposition principle (well	established	experimentally).	This	principle	states:		
if	sources	ℑ1	and	ℑ2	generate	fields	F1	and	F2,	respectively,	then	source	aℑ1	+	
bℑ2	generates	field	aF1	+	bF2.	It	follows	that

	 L(aF1	+	bF2)	=	aL(F1)	+	bL(F2)

which	means	that	L(F)	is	a	linear	operator.
Let	us	 look	more	 closely	at	 the	 structure	 of	 equation	22.14.	 Linear	 com-

binations	of	the	derivatives	∂λFµν	are	already	taken	into	account.	Therefore,	
only	 terms	proportional	 to	gµFµν where	gµ stands	 for	either	 the	 coordinate	
of	Minkowski	space	xµ	or	a	fixed	vector	nµ	or	some	kinematical	variable	of	
some	particle,	say,	the	four-velocity	at	a	certain	point	on	the	world	line	vµ(s*),	
are	permitted.	However,	if	it	is	granted	that	the	system	particles	plus	elec-
tromagnetic	field	is	closed,	coefficients	of	all	the	dynamical	equations	must	
be	 independent	 of	xµ.	 The	 option	 gµ	=	 nµ	 is	 in	 conflict	 with	 the	 spacetime	
isotropy	rendering	the	description	not	explicitly	covariant	under	rotations	
or	Lorentz	boosts.	The	option	gµ	=	vµ(s*)	is	inadmissible	because	the	instant	s*	
is	selected	in	contradiction	with	the	time	homogeneity.

Thus	jµ	is	independent	of	Fµν. It	may	depend	only	on	particle	variables.	What	
are	those	dependences?	In	order	to	clarify	them,	we	observe	the	identity

	 ∂µ∂νFµν	=	0,

which	is	due	to	the	antisymmetry	of	the	tensor	Fµν. Therefore,	to	ensure	the	
consistency	of	equation	22.14,	the	relation

	 ∂µ	jµ	=	0	 (22.16)

must	hold	identically.	Assuming	that	jµ vanishes	sufficiently	rapidly	in	space-
like	directions	as	x2	→	−∞,	we	have

	
Q d j= =σµ µ const.

Σ∫ 	
(22.17)

This	equation	expresses	conservation	of	the	total	charge-source. The	constancy	
of	the	charge-source	Q would	be	tempting	to	relate	to	the	constancy	of	the	
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charge-coupling	e,	implied	by	equation	22.2.	How	can	we	do	it?	Let	the	hyper-
surface	Σ	be	intersected	by	N world	lines	of	charged	particles.	Our	second		
assumption	is	that	the	total charge-source is the sum of charge-couplings of those 
particles,

	
Q eII

N
=

=
.

1∑ 	
(22.18)

Imagine	for	a	little	that	only	a	single	point	particle	with	the	coupling	e is	in	
the	universe,	then

	 Q	=	e.	 (22.19)

The	identity	of	the	charge-source	and	the	charge-coupling	is	a	manifestation	
of	the	extended	action–reaction principle.	Indeed,	the	charge-coupling	mea-
sures	the	variation	of	the	particle	state	for	a	given	electromagnetic	field	state	
while	the	charge-source	measures	the	variation	of	the	electromagnetic	field	
state	for	a	given	particle	state.	Both	quantities	would	be	reasonable	to	lump	
together	as	the	electric charge or	briefly	the	charge.

A	 realization	 of	 equation	 22.18	 can	 be	 attained,	 following	 Dirac	 [3],	 by		
writing	jµ(x)	as

	
j x e ds v s x z sI

I

N

I I I I I
µ µ δ( ) ( ) [ ( )],=

=1

4∑ ∫ −
−∞

∞

	
(22.20)

where	 v sI I
µ( ) 	 is	 the	 four-velocity	 of	 the	 Ith	 particle,	 and	 δ4(x)	 is	 the	 four-

dimensional	delta-function.
We	next	turn	to	equation	22.15.	Based	on	the	superposition	principle,	we	

reiterate	mutatis	mutandis	the	above	arguments	to	conclude	that	lµ	is	inde-
pendent	of	the	field	variables	Fµν,	yet	may	depend	on	particle	characteristics.	
The	comparison	between	equations	22.12	and	22.13	shows	that	the	roles	of	
the	electric	and	magnetic	fields	are	interchanged.	Therefore,	only	particles	
possessing	magnetic	(pseudoscalar)	couplings	e *	I	contribute	to	lµ.	In	line	with	
the	extended	action–reaction	principle,	the	total	magnetic	charge	source

	
Q d l = σµ µ∫ 	

is	the	sum	of	magnetic	charge	couplings:

	
Q eI

I

N
 =

=1∑ .
	

Accordingly,	we	may	refer	to	e*	I	as	the	magnetic charge of	the	Ith	particle.
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Our	third	assumption	is	the	absence of magnetic charges from nature,	e *	I	=	0,	
and	so

	 lµ	=	0	 (22.21)

This	assumption	is	based	on	strong	experimental	evidence	against	magnetic	
monopoles:	despite	prodigious	efforts	that	went	into	searching	for	particles	
with	magnetic	charges,	no	manifestation	of	them	is	found.	With	these	obser-
vations,	the	electromagnetic	field	is	governed	by	the	equations

	 ∂λFλµ	=	jµ,	 (22.22)

	 ∂λ*Fλµ	=	0.	 (22.23)

These	equations	were	first	formulated	by	Maxwell	[4],	and	have	been	named	
for	him.	The	interpretation	of	jµ as	the	current	of	charges	is	due	to	Lorentz	[5].	
Dirac	[3]	completed	the	picture	by	expressing	jµ according	to	equation	22.20.

To	 summarize,	 a	 major	 part	 of	 the	 information	 encoded	 in	 equations	
22.22	and	22.23	is	taken	from	topological	properties	of	spacetime.	The	resid-
ual	 information,	 seemingly	 divorced	 from	 geometry,	 translates	 into	 four	
assumptions:

	 (i)	 Locality;
	 (ii)	 Linearity of	the	dynamical	equation,	or	the	superposition	principle;
	 (iii)	 Identity	 of	 the	 charge-source	 and	 the	 charge-coupling,	 or	 the	 ex-	

tended	action–reaction	principle;
	(iv)	 Lack	of	magnetic	monopoles.

22.3 electromagnetism and Geometry

The	general	solution	to	equation	22.23	is

	 Fµν	=	∂µAν	−	∂νAµ.	 (22.24)

Then	equation	22.22	becomes

	 Aµ	−	∂µ∂λAλ	=	jµ.	 (22.25)

Note	that	Fµν	 is	defined	in	equation	22.24	only	up	to	a	gradient,	that	is,	Fµν	
remains	invariant	under	the	transformation

	 Aµ	→	A′µ	=	Aµ	+	∂µχ	 (22.26)

where	χ	is	an	arbitrary	smooth	function.	Thus,	Aµ	is	the	entire	equivalence	
class	of	vector-valued	functions	rather	than	a	concrete	vector-valued	func-
tion.	Fixing	the	gauge,	we	write	the	general	solution	to	equation	22.25

	
A x d y G x y j yµ µ( ) ( ) ( ).= 4 −∫ 	

(22.27)
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Here,

	 G G G= + 0 , 	 (22.28)

with	 G	being	the	inverse	of	the	D’Alembert	operator,	subject	to	a	particular	
boundary	condition,	and	G0	 the	general	Green’s	 function	 for	 the	homoge-
neous	wave	equation.	The	most	commonly	used	boundary	condition	is	the	
retarded condition	which	is	consistent	not	only	with	the	causal	interrelation-
ship,	but	also	with	the	fact	that	time	is	unidirectional.	However,	formally,	it	is	
possible	to	invoke	the	advanced condition,	and	also	any	linear	combination	of	
the	retarded	and	advanced	conditions.	This	freedom	in	choosing	the	bound-
ary	condition	rests	on	the	linearity	of	the	field	equation	22.25.

We	 see	 that	 Maxwell’s	 equations	 22.22	 and	 22.23	 provide	 a	 compact		
encoding	of	geometric	features	of	our	world.	They	evidence	that	we	live	in	
three-dimensional	space	with	globally	trivial	(Euclidean)	topology,	or,	to	put	
it	otherwise,	in	a	four-dimensional	pseudoeuclidean	spacetime	M3,1.	Indeed,	
equations	22.22	and	22.23	imply	the	one-to-one	global	smooth	mapping

	 Aµ	:	M3,1	→	M3,1	 (22.29)

defined	 in	 equation	 22.27.	 In	 fact,	 we	 have	 the	 entire	 equivalence	 class	 of	
such	mappings	which	results	from	gauge	invariance	equation	22.26	and	arbi-
trariness	of	 the	boundary	condition	for	 G .	The	possibility	of	shuffling	Aµ	
corresponds	to	the	fact	that	both	the	original	and	mapped	sets	M3,1	may	be	
extended	 to	 curved	 (pseudo-Riemannian)	 manifolds	ℜ3,1,	 with	 the	 under-
standing	that	ℜ3,1	inherits	topology	from	M3,1.	As	suggested	by	equation	22.20,		
“a	natural	curvilinear	coordinate	 frame	for	 the	mapping	equation	22.29	 is	
that	spanned	by	a	bundle	of	world	lines	as	time-coordinate	lines.

One	may	wish	to	abandon	assumption	(iv).	Then	this	simple	topological	
layout	 is	violated.	 Indeed,	Dirac	 [6]	showed	that	 the	field	Fµν generated	by	
a	magnetic	monopole	can	be	expressed	in	terms	of	the	vector	potential	Aµ 
through	the	usual	relation	equation	22.24,	but	Aµ is	singular	on	a	line	that	
issues	out	of	the	magnetic	monopole,	the	so-called	Dirac	string.	Cabibbo	and	
Ferrari	[7]	proposed	to	express	the	tensor	Fµν in	terms	of	two	regular	vector	
potentials	Aµ and	Bµ	as

	 Fµν	=	∂µ	Aν	−	∂ν	Aµ	−	µναβ	∂α	Bβ.	 (22.30)

Assembling	Aµ and	Bµ	 into	a	single	quantity	P = (Aµ,	Bµ),	we	arrive	at	 the	
Cabibbo–Ferrari	mapping

	 P	:	M3,1	→	M3,1	×	M3,1,	 (22.31)

instead	of	the	singular	Dirac	mapping.	Wu	and	Yang	[8]	considered	another	
possibility	 that	 Fµν is	 expressed	 in	 terms	 of	 a	 regular	 vector	 potential	Aµ	
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through	 the	 relation	equation	22.24,	but	Aµ	 is	defined	on	a	manifold	M3,1	
with	somewhat	involved	topology:

	 Aµ	:	M3,1	→	M3,1.	 (22.32)

Neither	of	these	two	regular	mappings,	equations	22.31	and	22.32,	is	an	iso-
morphism	of	M3,1,	which	implies	that	the	presence	of	magnetic	monopoles	
has	unfitted	the	model	imitating	real	spacetime	topology.

The	above	reconstruction	of	equations	22.22	and	22.23	makes	it	clear	that	
their	structure	is	highly	sensitive	to	the	choice	of	the	spacetime	dimension	
D +	1	=	4.	In	order	to	better	appreciate	this	fact,	let	us	note	that	Maxwell’s	
electrodynamics	is	conformally	invariant	only for D +	1	=	4.	Indeed,	the	action,	
from	which	equations	22.22	and	22.23	can	be	deduced,	is

	
S d x g g g F F g j AD= ++2 1 1

4
− 


∫ αβ µν

αµ βν
µν
µ ν ,

	
(22.33)

where	 g = det	 gαβ. A	 simple	 criterion	 for	 conformal	 invariance	 is	 that	 the	
energy	tensor	is	traceless,

 Tµ	µ	=	0,	 (22.34)

can	be	applied	to	the	theory	with	the	action	equation	22.33	for	which,	in	the	
flat	spacetime	limit	gµν	→	ηµν,	the	energy	tensor	is

	
T F F j A j A F F j Aµν µ

α
αν µ ν ν µ µν

αβ
αβ µη= + + +− ( ) 2

1
4

µµ













.
	

(22.35)

Since	δµµ	=	D +	1,	the	condition	equation	22.34	is	met	only	for	D +	1	=	4.
The	conformal	 invariance	of	equations	22.22	and	22.23	was	first	discov-

ered	by	Bateman	[9]	and	Cunningham	[10].	It	is	just	the	conformal	invariance	
which	renders	the	field	equations	linear.	Indeed,	consider	the	generic	non-
linear	electrodynamics	with

	
S d x g= 4 −∫ L S P( , ),

	
(22.36)

where	L	 is	an	arbitrary	analytic	 function	of	 the	 invariants	of	electromag-
netic	field

	
S P= =

1
2

1
2

g g F F g F Fµα νβ
µν αβ

µναβ
µν αβ, .− 

	 (22.37)

It	is	straightforward	to	show	that

	
T F

F
µν µ

α
αν

µνη=
∂
∂
L L− ,

	
(22.38)
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and	hence

	 Tµµ	=	−4(LS  S		+	LP P)	+	4L,	 (22.39)

where	LS	=	∂L/∂S	and	LP	= ∂L/∂P.	The	question	now	arises:	what	should	be	
L	to	make	Tµµ	=	0?	Denoting	l	=	log	L,	s = log	S,	p = log	P,	this	gives	the	partial	
differential	equation	for	the	unknown	function	l

	 ls	+	lp	=	1.	 (22.40)

This	equation	is	satisfied	by

	
l s p u s p= + +

1
2

( ) ( ),−
	 (22.41)

where	u is	an	arbitrary	function.	Turning	back	to	L,	S,	P,	we	have

	 L SP S P= U( / ), 	 (22.42)

where	U	is	an	arbitrary	differentiable	function.
Choosing	U x x( ) ,= − 1

2
	we	recover	Maxwell’s	electrodynamics	L S= − 1

2 .	
Other	choices	of	U are	of	little	importance	for	models	that	mimic	spacetime	
topology.	The	reason	for	this	is	that	the	field	propagation	in	every	nonlinear	
version	of	electrodynamics	may	develop	shock	waves,	which	makes	the	map-
ping	equation	22.29	singular.	The	only	exception	is	the	Born–Infeld	theory

	
L S P= +b b b2 2 4 21 1

1
4

− −− −






,
	

(22.43)

where	b	is	a	constant	with	dimension	of	the	field	strength.	Blokhintsev	and	
Orlov	[13]	showed	that	the	nonlinear	system	of	hyperbolic	equations	in	this	
theory	is	unique	in	that	their	characteristics	do	not	intersect,	and	hence	no	
shock	wave	occurs.	However,	the	Lagrangian	equation	22.43	is	outside	the	
class	of	functions	covered	by	equation	22.42.	Therefore,	this	theory	is	devoid	
of	conformal	invariance.

Weyl	was	the	first	to	establish	that	only	the	Maxwellian	form	of	electrody-
namics	 is	conformally	 invariant,	and	that	 this	symmetry	 is	unique	to	four	
dimensions,	which	offers	an	argument	in	support	the	view	that	the	world	of	
dimension	4	is	singled	out	(see	[11],	Section	40).	It	is	this	topological	argument	
which	gives	the	linear	version	of	electrodynamics	its	strong	intuitive	appeal.

At	first	glance,	assumption	(ii)	is	not	fundamental	and	reflects	the	mere	
fact	that	classical	electromagnetic	fields	are	so	feeble	that	the	linear	approx-
imation	 agrees	 nicely	 with	 the	 experimental	 data.	 However,	 the	 linearity	
is	 so	 much	 a	 part	 of	 this	 theoretical	 scheme	 that	 one	 might	 even	 sacri-
fice	assumption	(i)	to	it,	and	come	to	an	alternative	theory,	the	action-at-a- 
distance electrodynamics	[14],	which	has	no	field	degrees	of	freedom	on	their	
own.	 (This	 disappearance	 of	 electromagnetic	 degrees	 of	 freedom	 bears	
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some	 resemblance	 to	 the	 situation	 in	 the	 Maxwell–Lorentz	 theory	 where	
Aµ	plays	 the	 role	of	 the	automorphism	group	 for	 the	background	M3,1,	 as		
equation	22.29	indicates.)	It	is	the	linearity	which	makes	it	possible	to	‘derive’	
the	action-at-a-distance	electrodynamics,	involving	retarded	and	advanced	
interactions	on	an	equal	footing,	from	the	field	theory	based	on	the	retarded	
boundary	condition.

We	see	that	assumptions	(i),	(ii),	and	(iv)	have	much	to	do	with	geometry.	
Now,	where	does	physics	reside?	It	is	clear	that	the	only	place	where	it	may	
be	found	is	the	source	of	the	field	jµ.	Equation	22.20	suggests	that	physics	is	
determined	by	the	class of allowable world lines. If	 this	class	 is	composed	of	
timelike	smooth	infinite	world	lines,	as	in	Figure	22.1	left,	then	the	mapping	
equation	22.29	unravels	no	other	thing	than	geometry	of	Minkowski	space.

One	 further	 assumption	 is	 that	 Λ-	 and	 V-shaped	 curves,	 shown	 in		
Figure	22.1,	 are	 also	 tolerated.	 Combining	 fragments	 of	Λ-	 and	 V-shaped	
timelike	curves,	one	can	build	a	zigzag	curve	corresponding	to	an	effective	
spacelike	worldline.	The	admissibility	of	such	world	lines	violates	the	causal	
interrelationship,	that	is,	demolishes	the	light-cone	structure.	We	thus	come	
to	an	effective	 four-dimensional	Euclidean geometry.	The	 retarded	Green’s	
function	 is	no	 longer	geometrically	 justified;	 instead,	 the	Feynman	 ‘causal	
boundary	condition’	proves	to	be	best	suited	to	this	geometry	because	the	
change	between	the	pseudo-Euclidean	and	Euclidean	metrics	is	attained	by	
the	Wick	rotation	consistent	with	 the	singularity	 location	of	 the	Feynman	
propagator.	Euclidean	geometry	is	in	excellent	agreement	with	quantum	the-
ory.	A	photon	is	a	creature	of	this	effective	Euclidean	world.	It	was	already	
pointed	out	in	Introduction	that	the	least	action	principle	does	not	apply	to	
this	class	of	world	 lines.	This,	however,	 is	 immaterial	 for	quantum	theory	
where	the	action	plays	the	leading	role,	while	its	extremums	are	of	secondary	
importance.	Now,	having	the	Euclidean	background,	one	may	pose	the	ques-
tion	of	 the	experimentally	observed	electric	charge	quantization	(which	 is	
completely	ignored	in	the	classical	context).	Note	also	that	the	physics	mani-
fests	itself	as	a	breakdown	of	conformal	invariance	in	mechanics	of	massive	
particles.	However,	it	is	impossible	to	give	here	a	complete	account	of	these	
issues	for	reasons	of	space.	They	will	be	addressed	elsewhere.

22.4 Perception of space and time

Let	us	turn	to	a	simple	model	of	perception	and	understanding	of	space	and	
time.	Let	us	imagine	a	machine	composed	of	a	radar	probing	the	environ-
ment	by	electromagnetic	waves	in	the	optical	spectrum	(eyes),	data	link	con-
veying	 impressions	 of	 light	 (optic	 nerves),	 and	 a	 computer	 processing	 the	
delivered	data	(brain).	We	then	assume	that	Maxwell’s	equations	are	built	in	
the	brain.	These	Lord’s	proprietary	software	are	meant	for	incessant	search-
ing	solutions	to	the	Cauchy	problem	for	Maxwell’s	equations	with	varying	
initial	 data.	 This	 is	 a	 mere	 restatement	 in	 today’s	 parlance	 of	 the	 famous		
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Kantian	apriorism.	Space	and	time	are	indeed	pure	contemplations	in	that	
the	electromagnetic	model	of	spacetime	is	an	integral	part	of	the	mind.	Our	
space	and	time	orientation,	our	visualization	and	imagination	capabilities	are	
ensured	by	 lasting	 instinctive	processes	of	decoding	Maxwell’s	equations.	
The	 appeal	 of	 this	 model	 of	 the	 Maxwell-guided	 brain	 may	 be	 enhanced	
if	we	 take	an	analogue	computer,	 rather	 than	a	digital	computer,	 to	mean	
the	neural	network	 [15].	Note	 that	even	protozoa	are	equipped	with	some		
elements	of	this	machinery.

We	may	further	conceive	that	these	software	have	capability	not	only	to	
solve	Maxwell’s	equations,	but	also	transform	the	obtained	solutions	accord-
ing	to	electrodynamical	symmetries,	specifically	conformal	symmetry.

Recall	 that	 the	 group	 of	 conformal	 transformations	 [16]	 consists	 of	
Lorentz	transformations

	 xµ	→	x′µ	=	Λµ	νxν,	 (22.44)

translations

	 xµ	→	x′µ	=	xµ	+	aµ,	 (22.45)

dilatations

	 xµ	→	x′µ	=	eρ	xµ,	 (22.46)

and	special	conformal	transformations

	
x x

x b x
b x b x

µ µ
µ µ

→
⋅

′ =
+

−
−

2

2 21 2
.
	

(22.47)

The	 angle	 between	 intersecting	 curves	 is	 left	 invariant	 under	 conformal	
transformations:

	

cosϕ = =
dx dx

dx dx
1 2

1
2

2
2

⋅
const,

	
(22.48)

hence	the	name	conformal,	indicating	that	the	shape	of	any	figure	is	unchanged	
by	such	transformations.

Figures	can	be	freely	rotated	and	shifted	in	our	mind.	The	mental	image	
of	any	object	is	readily	rescaled.	Meanwhile	a	special	conformal	transforma-
tion	is	composed	of	an	inversion,	translation,	and	further	inversion.	Hence	
its	realization	in	one’s	head	can	hardly	be	conceived.	Nevertheless,	people	
are	 usually	 agree	 in	 their	 observations	 of	 angle	 relations.	 For	 example,	 a	
right	angle	is	never	confused	with	an	angle	slightly	different	from	right.	By	
contrast,	we	may	disagree	in	metric	issues,	say,	a	color-blind	person	finds	the	
light	wave	lengths	quite	different	from	those	found	by	a	man	with	normal	
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vision.	 This	 lends	 support	 to	 the	 view	 that	 conformal	 invariance	 of	 Max-
well’s	equations	is	responsible	for	producing	our	notion	of	space.

By	equation	22.47

	
x

x
b x b x

′2
2

2 21 2
=

+− ⋅
,
	

(22.49)

and

	
dx

dx
b x b x

′2
2

2 2 21 2
=

+( )
,

− ⋅ 	
(22.50)

which	shows	that	the	light	cone	is	mapped	onto	the	light	cone.	However,	if	x2	
is	finite,	and	1	−	2b	⋅	x	+	b2x2	<	0,	then	x′2	and	x2	are	opposite	in	sign;	special	
conformal	transformations	can	convert	a	timelike	vector	into	spacelike	and	
vice	versa.	Does	the	conformal	group	violate	causality?	If	we	would	choose	
the	“active”	or	“passive”	interpretations	for	these	spacetime	transformations,	
we	would	come	to	a	trouble	with	causality.	Rosen	[17]	noted	that	the	situa-
tion	can	be	 improved	 if	we	regard	 the	conformal	 transformations	as	 leav-
ing	both	spacetime	and	the	coordinate	frame	unaffected,	and	map	only	the	
world	lines	and	field	configuration	of	a	given	experimental	setting.	The	same	
observer	then	sees	different	processes	and	different	field	configurations	in	
the	same	flat	spacetime	background.	If	every	physically	valid	process	is	to	
be	 transformed	 into	 another	 physically	 valid	 process	 by	 a	 given	 group	 of	
transformations,	then	we	have	a	symmetry	of	physics	[17].

It	is	clear	from	equation	22.50	that	the	sign	of	the	line	element	is	invariant,	
in	particular,	timelike	has	an	invariant	meaning	for	tangent	vectors.	There-
fore,	special	conformal	transformations	always	transform	a	timelike	curve	
into	another	timelike	curve.	However,	the	transformed	curve	may	have	two	
branches,	one	being	oriented	from	the	past	to	the	future,	and	the	other	with	
opposite	orientation.	Physically,	the	case	that	a	single	particle	is	moving	along	
a	timelike	world	line	can	be	converted	by	an	appropriate	conformal	transfor-
mation	into	the	case	that	the	particle	is	executing	quite	different	motion	and	
is	accompanied	by	an	antiparticle	(that	is,	an	object	with	the	same	character-
istics	but	moving	back	in	time).	As	a	simple	illustration,	borrowed	from	[17],	
we	refer	to	a	particle	at	rest	whose	world	line	is	shown	in	Figure	22.2	left.	A	
special	conformal	 transformation	characterized	by	bµ	=	 (0,	b,	0,	0)	converts	
this	straight	line	into	two	hyperbolic	curves	with	opposite	orientations.	Note	
that	the	left	hyperbolic	curve	is	the	image	of	the	domain	AOB on	the	original	
straight	line,	and	the	right	hyperbolic	curve	is	the	image	of	two	disconnected	
domains	AC and	BD of	the	original	straight	line.

Thus,	 a	 fragment	 of	 some	 movie	 can	 be	 converted	 into	 a	 fragment	 of	 a	
much	different	movie	with	other	characters	in	the	play	and	different	casting.	
Were	such	conversions	implemented	mentally	by	some	person	with	highly	
developed	geometric	intuition,	he	would	be	able	to	relate	some	events	with	

44249_C022.indd   346 6/24/08   3:13:01 PM



What Physics Is Encoded in Maxwell’s Equations? 347

reverse	temporal	ordering.	It	would	be	appropriate	to	recognize	this	person	
as	a	“clairvoyant”.	We	see	that	abnormal	mental	phenomena,	such	as	clair-
voyance,	may	be	attributed	to	an	acute	realization	of	conformal	properties	of	
electromagnetic	reality.
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Abstract

We	 present	 the	 experimental	 generation	 of	 a	 new	 class	 of	 non-classical	
light	 states	 and	 their	 complete	 phase-space	 characterizations	 by	 quantum	
homodyne	tomography.	These	states	result	from	the	most	elementary	ampli-
fication	process	of	classical	light	fields	by	a	single	quantum	of	excitation	and	
can	be	generated	by	stimulated	emission	of	a	single	photon	in	the	mode	of	
a	coherent	state.	Being	intermediate	between	a	single-photon	Fock	state	and	
a	coherent	one,	they	offer	unique	opportunities	to	closely	follow	the	smooth	
evolution	between	the	particle-like	and	the	wave-like	behaviors	of	light	fields	
and	witness	the	gradual	change	from	spontaneous	to	stimulated	regimes	of	
light	emission.

Key words: single	photons,	Fock	states,	coherent	states,	quantum	tomogra-
phy,	Wigner	function.
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23.1 Introduction

The	nature	of	light	has	been	the	subject	of	intense	study	and	scientific	and	
philosophical	debate	over	several	centuries.	In	the	17th	century	Newton	was	
convinced	of	its	corpuscular	nature.	Early	in	1800,	Young	demonstrated	that	
light	had	to	behave	like	a	wave	to	be	compatible	with	his	observations	of	
interference	phenomena.	Fresnel’s	diffraction	theory	and	Maxwell’s	equa-
tions	later	came	to	strengthen	the	hypothesis	and	made	scientists	believe	
that	the	dilemma	was	finally	solved	with	an	apparently	complete	descrip-
tion	 of	 light	 as	 a	 wave	 of	 electromagnetic	 radiation.	 The	 situation	 again	
became	complicated	early	 in	 the	20th	century	when	Planck	and	Einstein	
introduced	the	quantization	of	light	in	elementary	particles,	the	photons,	
to	explain	the	phenomena	of	blackbody	radiation	and	photoelectric	effects.	
Although	the	quantum	theory	of	matter	with	the	discretization	of	atomic	
energy	levels	introduced	in	the	1920s	has	explained	such	phenomena	even	
without	the	need	of	light	particles,	the	advent	of	new	sources	and	more	effi-
cient	detectors	over	the	past	30	years	led	to	the	flourishing	of	experimental	
proofs	of	the	strictly	corpuscular	nature	of	light	generated	under	particular	
conditions.

The	wave-particle	duality	is	now	a	firm	point	of	modern	quantum	physics	
and	solves	the	question	affirming	that,	not	only	light	but	also	matter	in	its	
various	forms,	exhibit	a	wave-like	or	particle-like	aspect	depending	on	how	
we	generate	and	observe	it.	 In	particular,	 light	 is	seen	to	assume	a	typical	
particle-like	behavior	when	it	is	generated	in	the	so-called	Fock	states,	the	
eigenstates	of	the	number	operator	 ˆ ˆ ˆ,†n a a= 	where	 ˆ†a 	and	 â 	are	the	photon	
creation	and	destruction	operators	for	a	single	field	mode	considered	here	
for	simplicity.	The	perfectly	defined	number	of	excitation	quanta	(or	inten-
sity)	of	the	field	in	such	states	implies	a	complete	lack	of	determination	of	the	
value	of	the	phase.	The	corresponding	Wigner	function,	a	quasi-probability	
distribution	which	 fully	describes	 the	 state	of	 the	quantum	system	 in	 the	
field	quadrature	space,	consequently	exhibits	a	perfect	cylindrical	symme-
try	around	the	origin	of	the	quadrature	axes.	Single-photon	Fock	states	 in	
a	well-defined	spatio-temporal	mode	have	been	recently	generated	experi-
mentally,	and	a	quantum	tomographic	analysis	via	time-domain	balanced	
homodyne	detection	has	been	used	to	recover	the	density	matrix	elements	of	
the	states	and	to	reconstruct	their	Wigner	functions.1,2	Such	reconstructions	
have	 clearly	 confirmed	 the	 strict	 quantum-mechanical	 nature	 of	 the	 Fock	
states	 as	 indicated	 by	 classically	 impossible	 negative	 values	 of	 the	 phase-
invariant	Wigner	function	around	the	origin.

On	the	other	hand,	the	wave-like	light	regime	is	best	represented	by	the	
so-called	 coherent	 states	 | ,α〉 	 the	 eigenstates	 of	 the	 photon	 destruction	
operator	 ˆ,a 	such	that	 ˆ| | .a α α α〉 〉= 	Such	states	are	the	closest	analogues	to	a	
classical	oscillating	light	field	with	amplitude	and	phase	determined	within	
the	 bounds	 of	 Heisenberg’s	 uncertainty	 principle.	 The	 number	 of	 quanta	
in	such	states	is	subject	to	fluctuations.	If	its	average	is	 N = α 2 , 	the	phase	
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uncertainty	is	of	the	order	of	 1/ N . 	The	corresponding	Wigner	function	is	
simply	seen	to	correspond	to	a	displaced	(by	α)	version	of	the	Gaussian	func-
tion	of	the	vacuum	state.	It	is	always	positive	and	exhibits	equal	variances	
along	any	given	quadrature.

Intermediate	conditions	however	exist	between	the	two	extreme	situations	
described	above.	In	particular,	when	a	classical	coherent	state	is	excited	by	
exactly	a	single	photon,	the	result	is	an	hybrid	state	exhibiting	a	mix	of	the	
characteristics	of	two	such	different	parents.	If	the	amplitude	of	the	initial	
coherent	state	is	gradually	increased	starting	from	the	vacuum,	the	character	
of	the	final	state	can	be	continuously	tuned	between	that	of	a	purely	quan-
tum-mechanical	form	of	light,	the	single-photon	Fock	state,	toward	that	of	
an	almost	classical	coherent	one	exhibiting	a	wave-like	behavior	with	well-
defined	amplitude	and	phase.	See	Fig.	23.1.

In	the	following	we	will	briefly	illustrate	some	of	the	most	important	prop-
erties	of	these	single-photon-added	coherent	states	(SPACSs),3	present	their	
experimental	generation	by	means	of	conditional	preparation	methods,	and	
then	show	the	results	of	a	complete	characterization	performed	with	a	high-
frequency,	 time-domain,	 quantum	 tomographic	 technique	 recently	 devel-
oped	by	our	group.4

23.2 Properties of Single Photon-Added Coherent States (SPACSs)

Single	photon-added	coherent	states,	first	described	in	a	general	form	in	1991	
by	Agarwal	and	Tara,5	 result	 from	a	 single	application	of	 the	photon	cre-
ation	operator	 ˆ†a 	on	a	classical	coherent	state	|α〉 	and,	in	their	normalized		

(a)

(b)

(c)

FigURE 23.1
Calculated	Wigner	functions	of	a)	the	single-photon	Fock	state,	b)	the	coherent	state	with	|α|	=	1,		
and	c)	the	corresponding	single-photon-added	coherent	state	(SPACS)	obtained	by	stimulated	
emission	of	a	single	photon	in	the	same	mode	of	| .α〉
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form,	read	as:
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From	the	expansion	of	SPACSs	in	terms	of	Fock	states
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it	 is	 evident	 that	 they	 lack	 the	 vacuum	 term	 contribution	 and	 thus	 differ	
quite	 heavily	 from	 an	 ordinary	 coherent	 state,	 especially	 for	 low	 ampli-
tudes,	where	the	missing	contribution	has	a	stronger	impact.	Indeed,	while	
the	application	of	the	photon	destruction	operator	does	not	change	a	coher-
ent	state,	its	single-photon	excitation	transforms	it	into	a	very	non-classical	
object.	The	non-classical	character	of	SPACSs	can	be	readily	illustrated	by	the	
evaluation	of	their	Wigner	function	which,	for	arbitrary	amplitude	α,	can	be	
expressed	as:
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The	 distribution	 can	 become	 negative,	 a	 proof	 of	 its	 quantum	 character,	
whenever	the	condition

	  − 2 12z α < 	 (23.4)

is	 satisfied.	 Interestingly,	 differently	 from	 Fock	 states,	 SPACSs	 possess	
another	 key	 feature	 normally	 associated	 to	 quantum	 states:	 the	 reduced	
fluctuations	(or	squeezing)	in	one	of	their	quadratures.	Given	a	field	quadra-
ture	 ˆ (ˆ ˆ ),†x ae a ei i

θ
θ θ= +1

2
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and	that	the	quadrature	obtained	by	choosing	θ =	0	exhibits	reduced	fluc-
tuations,	and	is	thus	squeezed	with	respect	to	the	coherent	state,	whenever	
|α|	>	1.

23.3 How to Produce SPACSs

SPACSs	are	produced	by	injecting	a	coherent	state	|α〉 	as	a	seed	into	the	
signal	mode	of	an	optical	parametric	amplifier	and	exploiting	the	stimu-
lated	 emission	 of	 a	 single	 down-converted	 photon	 into	 the	 same	 mode.3	
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Single-photon	 emission	 in	 the	 signal	 channel	 involves	 the	 generation	 of	
the	desired	target	state	and	takes	place	every	time	that	a	single	photon	is	
detected	in	the	correlated	idler	mode	(see	a	schematic	view	of	the	process	
in	Fig.	23.2a).	With	the	low	parametric	gain	of	our	experimental	situation,	
the	final	output	state	can	be	approximated	as
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where	g is	a	gain	constant	with	|g|	<<	1	and	the	coherent	field	|α〉s 	enters	
the	parametric	crystal	 in	 the	signal	mode,	while	vacuum	 (| )0〉i 	 enters	 the	
idler	channel.	The	output	signal	mode	will	thus	mostly	contain	the	original	
coherent	state,	except	for	the	few	cases	when	the	state	|1〉i 	is	detected	in	the	
idler	output	mode.	These	relatively	rare	detection	events,	which	take	place	
with	a	probability	proportional	to	|g|2(1	+	|α|2),	project	the	signal	state	onto	
the	desired	SPACS	| , ,α 1〉s 	corresponding	to	the	stimulated	emission	of	one	
photon	in	the	same	mode	of	| .α〉

Note	that	when	the	input	state	is	of	the	form	| | ,0 0〉 〉s i 	i.e.,	no	seed	coherent	
field	is	injected	into	the	crystal,	spontaneous	parametric	down-conversion	
takes	place	starting	from	the	input	vacuum	fields,	and	pairs	of	entangled	
signal	 and	 idler	 photons	 with	 random	 (but	 mutually	 correlated)	 phases	
are	produced	in	the	crystal	in	the	state	| |1 1〉 〉s i 	with	a	low	probability	pro-
portional	to	|g|2.	In	this	case,	the	detection	of	a	single	photon	in	the	idler	
mode	projects	the	signal	state	onto	a	single-photon	Fock	state,	hence,	by	

(a) (b)

HT-BS

B.H.D.

Dig. scope

SPCM
BBO-I

Mode-locked laser

BS

LBO

BS-H

PZT

VF

LO

Idler
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Signal

|α>

|α,1>

|1>
F

Homodyne
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Single-photon
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|α,1  s

|1  i|α  s

|0  i

FigURE 23.2
(a)	 Schematic	 view	 of	 the	 processes	 involved	 in	 the	 conditional	 preparation	 of	 single-	
photon-added	 coherent	 states.	 b)	 Experimental	 apparatus:	 HT-BS	 high	 transmission	 beam-	
splitter,	 LBO	 lithium	 triborate	 crystal,	 BS	 and	 BS-H	 50%	 beam-splitters,	 VF	 variable	 attenua-
tion	filter,	BBO-I	type-I	β-barium	borate	down-converter	crystal,	PZT	piezoelectric	transducer,	
B.H.D.	balanced	homodyne	detector,	F	spectral	and	spatial	filters,	SPCM	single	photon	counting	
module.
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following	the	evolution	of	the	final	quantum	state	while	the	amplitude	α 
increases	from	zero,	one	can	thus	witness	the	gradual	transition	from	the	
spontaneous	to	the	stimulated	regimes	of	light	emission	with	the	smooth	
transformation	of	a	single	photon	(particle-like)	state	towards	a	coherent	
(wave-like)	one.

Interestingly,	one	can	obtain	an	absolute	calibration	of	the	amplitude	of	the	
seed	coherent	field	|α〉s 	injected	in	the	SPDC	signal	mode	by	measuring	the	
rate	of	counts	in	the	idler	channel	and	comparing	it	to	the	un-seeded	case.	As	
stated	above,	the	ratio	of	such	rates	equals	(1	+	|α|2)	and	this	is	clearly	due	to	
the	enhancement	of	emission	probability	characteristic	of	stimulated	emis-
sion	in	bosonic	fields.

The	experimental	apparatus	used	to	generate	the	SPACS	is	schematically	
drawn	in	Fig.	23.2b.	A	mode-locked	Ti:sapphire	laser,	emitting	1–2	ps	long	
pulses	at	786	nm	and	at	a	repetition	rate	of	82	MHz	is	used	as	the	primary	
source.	The	laser	pulses	are	frequency	doubled	to	393	nm	in	a	13-mm	long	
LBO	 crystal	 which	 thus	 produces	 the	 pump	 pulses	 for	 parametric	 down-	
conversion	in	a	3-mm	thick,	type-I	BBO	crystal	slightly	tilted	from	the	col-
linear	configuration	in	order	to	obtain	an	exit	cone	beam	with	an	angle	of	
∼ 3° from	which	symmetric	signal	and	idler	modes	are	roughly	selected	by	
means	of	irises	placed	at	about	70	cm	from	the	crystal.

In	order	 to	non-locally	 select	a	pure	 state	on	 the	 signal	 channel,6–9	 idler	
photons	undergo	narrow	spatial	 (single-mode	fiber)	and	frequency	(a	pair	
of	 etalon	 interference	 filters)	 selection	 before	 detection	 by	 a	 single	 photon	
counting	module	(Perkin-Elmer	SPCM	AQR-14).	The	weak	coherent	state	|α〉 	
is	obtained	by	controlled	attenuation	of	a	small	portion	of	the	laser	emission	
which	is	fed	into	the	signal	mode	of	the	parametric	crystal.

23.4 time-Domain Quantum tomography  
and State Reconstruction

Balanced	homodyne	detection	provides	the	measurements	of	field	quadra-
tures	 ˆ (ˆ ˆ )†x ae a ei i

θ
θ θ= +1

2
− 10–12	allowing	the	characterization	of	a	quantum	field	

mode	by	the	reconstruction	of	its	density	matrix	elements	and	Wigner	func-
tion.13	Here	it	is	performed	by	mixing	the	target	field	state	with	an	intense	
classical	local	oscillator	(LO,	again	obtained	from	a	portion	of	the	original	
laser	pulses)	onto	a	50%	beam-splitter	 (BS-H	 in	figure)	whose	outputs	are	
then	detected	by	proportional	photodetectors	(Hamamatsu	S3883).	The	dif-
ference	in	the	photocurrents	produced	by	the	two	detectors	is	amplified	and	
sent	to	a	fast	digital	oscilloscope	whose	acquisition	is	triggered	by	the	detec-
tion	events	in	the	idler	channel.

Such	a	signal	 is	proportional	to	the	SPACS	quadrature	selected	by	vary-
ing	the	relative	phase	θ between	the	LO	and	the	signal	field	by	means	of	a	
mirror	 mounted	 on	 a	 piezoelectric	 transducer	 (PZT).14,15	 Note	 that,	 in	 this	
time-domain	version	of	the	homodyne	detection	technique,	the	difference	in	
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the	photocurrents	for	each	laser	pulse	has	to	be	singularly	analyzed	in	order	
to	extract	the	quadrature	measurements.	A	very	high	frequency	bandwidth	
is	thus	necessary	for	the	whole	detection	system	in	order	to	cope	with	the	
82	MHz	repetition	rate	of	the	mode-locked	laser	oscillator.	Our	experimental	
apparatus	is,	to	our	knowledge,	the	only	existing	system	capable	of	such	a	
high	frequency.4

About	5000	pulse	area	acquisitions	can	be	stored	in	the	scope	at	a	maxi-
mum	rate	of	160,000	frames	per	second	before	being	transferred	to	a	personal	
computer	where	the	areas	of	the	pulses	are	measured	and	their	statistic	dis-
tributions	 are	 analyzed	 in	 real	 time.	 Typical	 rates	 of	 state	 preparation	 for	
vacuum	input	are	about	300	s−1,	with	less	than	1%	contribution	from	acciden-
tal	counts.	A	typical	sequence	of	about	5000	acquisition	frames	can	thus	be	
captured	and	analyzed	in	about	20–30	s.	It	is	interesting	to	remind	that	the	
probability	of	detecting	an	idler	photon	is	proportional	to	 ˆ | ,†a α〉 2 	hence,	as	
soon	as	α is	increased	and	stimulated	emission	starts	taking	place,	the	rate	of	
trigger	events	grows	proportional	to	(1	+	|α|2),	thus	making	the	acquisition	rate	
much	higher.

Figure	23.3	presents	the	raw	acquired	homodyne	data	as	a	function	of	the	
PZT	position	 for	different	values	of	 the	seed	amplitude	|α|.	The	first	plot	
(Fig.	23.3(a)),	obtained	with	a	blocked	signal	input,	corresponds	to	the	single-	
photon	 Fock	 state:	 it	 is	 clearly	 phase-independent	 and	 shows	 the	 typical	
“hole”	in	the	center	of	the	distribution	which	is	responsible	for	the	negativ-
ity	of	the	corresponding	Wigner	function	at	the	origin.1,2	When	the	coherent	
seed	 is	 initially	 switched	on	at	very	 low	 intensity,	 the	phase-invariance	 is	
broken	and	data	show	the	appearance	of	higher	density	regions	due	to	the	
gradual	appearance	of	a	defined	phase	in	the	field	(Fig.	23.3(b	and	c)).	Finally,	
for	increasing	seed	amplitudes	(Fig.	23.3(d)),	the	signal	distribution	becomes	
more	and	more	similar	to	that	of	a	classical	coherent	field,	with	a	clear	oscil-
lating	behavior	and	well	defined	amplitude	and	phase.

These	series	of	homodyne	measurements	yield	the	quadrature	probabil-
ity	distributions	p(x,	θ)	corresponding	to	the	marginals	of	the	Wigner	quasi-
probability	distribution	W(x,	y)13:

	
p x W x y x y dy( , ) ( cos sin , sin cos ) .θ θ θ θ θ= − +∫−∞

+∞

	
(23.7)

Given	a	sufficient	number	of	quadrature	distributions	at	different	values	of	
the	phase	θ	∈	[0,	π],	one	is	therefore	able	to	reconstruct	the	quantum	state	of	
the	field	under	study.15,16	We	reconstructed	the	elements	of	the	density	matrix	
ρ̂ 	of	the	state	in	the	number-state	representation	by	averaging	the	so	called	
“pattern	 functions”	 fnm(x,	θ)	over	 the	outcomes	of	 the	quadrature	operator	
and	over	the	phase	θ as

	
〈 〉 = ∫∫n m d dx p x f xnm|ˆ| ( , ) ( , ).ρ

π
θ θ θ

π1
0 −∞

+∞

	
(23.8)
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FigURE 23.3
Raw	 homodyne	 data	 for	 the	 single-photon-added	 coherent	 states	 at	 increasing	 seed	 ampli-
tudes:	a)	|α| =	0,	i.e.,	the	single	photon	Fock	state	is	generated;	b)	|α| =	0.387;	c)	|α| =	0.723;	
d)	|α| =	3.74.
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The	 Wigner	 function	 can	 then	 be	 obtained	 by	 means	 of	 the	 following	
transformation:

	
W x y W x yn m n mn m

M
( , ) ( , ), ,,

=∑ ρ
	

(23.9)

where	 Wn,m(x,	 y)	 is	 the	 Wigner	 function	 of	 the	 operator	| |.n m〉〈 	 Note	 that,	
using	this	procedure,	the	Wigner	function	of	the	state	is	reconstructed	from	
a	truncated	density	matrix	of	dimension	M	×	M.	This	implies	a	finite	reso-
lution	in	the	reconstructed	function	which,	however,	can	be	adapted	to	the	
particular	physical	situation	of	interest	in	order	to	avoid	loss	of	information	
on	the	state.

Figure	23.4	shows	Wigner	functions	obtained	from	such	truncated	density	
matrices	for	increasing	seed	amplitudes.	The	first	one	(a)	again	corresponds	
to	 the	 single-photon	 Fock	 state	 obtained	 by	 conditional	 preparation	 from		
the	 two-photon	 wavefunction	 of	 SPDC,1,2	 and	 clearly	 exhibits	 classically	
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FigURE 23.4
Wigner	functions	of	the	SPACSs	as	derived	from	the	experimental	data:	a)	|α| =	0	i.e.,	single	
photon	Fock	state,	calculated	from	a	6	× 6	reconstructed	density	matrix;	b)	|α| =	0.387,	with	a		
7	× 7	matrix;	c)	|α| =	0.955,	8	× 8;	d)	|α| =	2.61,	14	×	14.
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impossible	 negative	 values	 around	 the	 center	 of	 the	 cylindrically	 sym-
metric	(due	to	the	undefined	value	of	the	phase)	distribution.	For	a	weak	
coherent	seed	of	very	low	intensity	(|α|	≈	0.4,	i.e.,	an	average	of	one	photon	
every	7	pulses),	the	Wigner	function	is	seen	to	lose	its	cylindrical	symme-
try	while	moving	away	from	the	origin	due	to	the	gradual	appearance	of	a	
defined	phase,	but	it	still	exhibits	a	clear	non-classical	nature	as	indicated	
by	its	partial	negativity	(b).	Then	the	negativity	gradually	gets	less	evident	
(c)	and	the	ring-like	wings	in	the	distribution	start	to	disappear	making	it	
more	and	more	similar	to	the	Gaussian	typical	of	a	classical	coherent	field	
(d).	Interestingly,	even	at	relatively	high	input	amplitude	|α|,	the	Wigner	
distribution	 for	 the	 SPACS	 | ,α 1〉 	 keeps	 showing	 the	 effect	 of	 the	 one-	
photon	excitation	when	compared	to	the	corresponding,	slightly	displaced,	
un-excited	|α〉 	state.3

When	comparing	the	reconstructed	Wigner	functions	and	density	matrix	
elements	to	the	theoretical	ones	for	the	corresponding	quantum	states,	one	
has	 to	 take	 into	 account	 the	 limited	 efficiency	 of	 the	 homodyne	 detection	
apparatus	 which	 does	 not	 allow	 one	 to	 generate	 and	 analyze	 pure	 states	
but	always	 involves	some	mixing	with	the	vacuum.	The	limited	efficiency	
enters	 both	 in	 the	 preparation	 of	 the	 quantum	 state,	 where	 the	 non-ideal	
conditioning	performed	on	the	idler	channel	does	not	allow	one	to	generate	
a	completely	pure	state	in	the	signal	channel,	both	in	the	homodyne	detec-
tion	process	itself,	due	to	the	limited	efficiency	of	the	photodiodes	and	to	the	
imperfect	mode-matching	of	the	signal	field	with	the	LO.2

From	 a	 fit	 of	 the	 experimental	 marginal	 distributions	 for	 the	 Fock	 state	
to	the	corresponding	theoretical	curves,	we	obtain	an	overall	detection	effi-
ciency	of	η =	0.602	±	0.002.	The	expression	for	the	Wigner	function	of	SPACSs	
in	the	presence	of	limited	efficiency	η is	the	following:

	
W z z e z( )

( )
[ ( ) ]=

+
−−

 
− − −  −  −2

1
2 1 2 2 1

2
2 2

π α
η η α η ηηα 2

	
(23.10)

and	it	can	be	simply	seen	that	the	variance	in	its	quadratures	as	a	function	
of	θ becomes:
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(23.11)

clearly	showing	that,	while	the	original	coherent	state	has	equal	fluctuations	
in	 the	 different	 quadratures	 independently	 from	 its	 amplitude,	 the	 one-	
photon-excited	 state	 exhibits	 a	 squeezing	 in	 one	 of	 the	 quadratures	 and	
larger	 fluctuations	 in	 the	orthogonal	 one	as	 soon	 as	|α|	> 1.	An	 intuitive	
interpretation	of	 this	behavior	can	be	connected	with	the	reduction	 in	the	
intensity	 noise	 of	 the	 coherent	 state	 when	 excited	 by	 a	 perfectly	 defined	
number	of	quanta	with	the	corresponding	increase	in	the	phase	noise	due	to	
the	intrinsic	lack	of	phase	information	of	the	Fock	state.	This	effect	starts	to	
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become	evident	in	the	reconstructed	Wigner	function	of	Fig.	23.4(c)	(which	
is	however	still	at	the	border	of	the	un-squeezed	region),	where	a	somewhat	
reduced	width	appears	along	the	radial	direction,	while	the	increase	in	the	
phase	noise	is	indicated	by	the	appearance	of	the	ring-like	wings	in	the	tan-
gential	direction	of	the	Wigner	distribution.

Even	in	the	presence	of	an	imperfect	preparation	and	detection	(η	<	1),	the	
generated	states	can	thus	clearly	exhibit	two	typical	features	of	a	quantum	
character,	i.e.,	the	negativity	of	the	Wigner	function	combined	with	a	quadra-
ture	squeezing	which,	to	our	knowledge,	have	never	been	detected	simulta-
neously	in	the	same	light	state.	Figure	23.5	presents	the	measured	value	of	
the	Wigner	function	in	its	minimum	and	the	variance	in	the	squeezed	quadra-
ture	(corresponding	to	the	case	with	θ	=	0	in	Eq.	23.11)	for	a	range	of	ampli-
tudes	of	the	coherent	seed	pulse.	The	reconstructed	Wigner	function	clearly		
exhibits	negative	values	 in	a	 range	of	seed	amplitudes	 limited	by	 the	noise	
of	the	reconstructed	data	and	by	the	non-unit	efficiency	of	the	system.	Cor-
respondingly,	the	experimental	variances	for	the	x(θ=0)	quadrature	get	smaller	
than	those	of	the	corresponding	coherent	state	(also	shown	in	the	graph	and	
independent	of	the	seed	intensity)	as	soon	as	the	amplitude	exceeds	unity,	and	
a	maximum	squeezing	of	about	15%	is	obtained	for	|α|	=	1.85.
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FigURE 23.5
a)	 Minimum	 value	 of	 the	 reconstructed	 Wigner	 function	 and	 b)	 variance	 of	 the	 squeezed	
quadrature	(filled	squares)	of	the	SPACS	for	different	coherent	state	amplitudes.	Solid	lines	are		
obtained	from	Eq.	23.11	and	Eq.	23.10	with	θ	=	0	and	with	a	global	efficiency	set	to	η =	0.6.	Also	
shown	 are	 the	 experimental	 data	 (empty	 circles)	 and	 the	 theoretical	 curve	 (horizontal	 line		
at	1/4)	for	the	variance	of	the	coherent	state.	The	vertical	line	at	|α| =	1	sets	the	threshold	for	
the	squeezing	appearance.
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Conclusions

We	 have	 generated	 a	 new	 class	 of	 light	 states	 whose	 degree	 of	 non-	
classicality	 can	 be	 continuously	 tuned	 between	 the	 extreme	 situations	 of	
pure	quantum	states	and	almost	 classical	ones.	Such	single-photon-added	
coherent	states	are	particularly	interesting	from	a	fundamental	point	of	view	
as	they	represent	the	result	of	the	most	elementary	excitation	of	a	classical	
light	field	and	clearly	show	the	passage	from	the	spontaneous	to	the	stimu-
lated	regimes	of	light	emission.

The	demonstrated	possibility	to	follow	their	evolution	so	closely	will	cer-
tainly	 push	 the	 experimental	 research	 towards	 the	 investigation	 of	 other	
interesting	and	equally	fundamental	quantum	processes.
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Abstract

The	intention	of	this	chapter	is	to	underscore	that	to	understand	fundamen-
tally	new	properties	of	light	beams,	we	must	first	find	the	limits	of	semi	clas-
sical	model	to	explain	optical	interference	phenomena.	We	claim	that	we	have	
not	yet	reached	that	limit.	Careful	analysis	of	the	processes	behind	detecting	
fringes	indicate	that	the	effect	of	superposition	of	multiple	optical	beams	can	
become	manifest	only	through	the	mediation	of	the	detecting	dipoles.	Since	
the	detectors	are	quantum	mechanical,	(i)	the	observed	effects	are	different	for	
different	detectors	for	the	same	superposed	light	beams,	and	further,	(ii)	they	
are	 only	 capable	 of	 registering	 discrete	 number	 of	 “clicks”,	 whose	 rate	 will	
vary	with	the	incident	intensity.	A	reduced	rate	of	“clicks”	at	very	low	intensity	
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364 The Nature of Light: What Is a Photon?

does	not	prove	that	light	consists	of	indivisible	packets	of	energy.	We	have	also	
experimentally	demonstrated	that	(i)	neither	Fourier	synthesis,	nor,	(ii)	Fourier	
decomposition	actually	model	the	behavior	of	EM	fields	under	all	possible	cir-
cumstances.	Superposed	light	beams	of	different	frequencies	do	not	synthesize 
a	new	average	optical	frequency.	A	pure	amplitude	modulated	pulse	does	not	
contain	any	of	the	mathematical,	Fourier	analyzed	frequencies.	The	QED	defi-
nition	of	photon	being	a	Fourier	mode	in	the	vacuum,	it	necessarily	becomes	
non-local.	Since	we	have	demonstrated	that	the	Fourier	theorem	has	various	
limitations	in	classical	physics,	its	indiscriminate	use	in	quantum	mechanics	
should	also	be	critically	reviewed.

Key words: single	photon	interference;	semi	classical	approach	to	interfer-
ence;	limitations	of	Fourier	theorem;	non-interference	of	light	beams.

24.1 Introduction

It	is	not	possible	to	provide	a	conclusive	answer	to	a	rather	controversial	ques-
tion	raised	by	the	title	of	this	chapter.	Our	approach	would	be	to	highlight	
the	conceptual	continuity	and	differences	between	the	use	of	the	principle	
of	superposition	(PS)	in	classical	and	the	quantum	physics	while	carefully	
looking	 at	 the	 detection	 processes	 behind	 recording	 of	 optical	 interfer-
ence	phenomenon.	The	apparent	conceptual	break	down	occurs	when	one	
attempts	to	visualize	“single	photon	interference”	while	reducing	the	inten-
sity	 from	 classically	 comfortable	 values	 to	 arbitrarily	 low	 value.	 We	 will	
make	an	attempt	to	make	the	enquiring	minds	aware	that	in	spite	of	stagger-
ing	successes	of	both	the	classical	and	the	quantum	optics,	the	true	nature	of	
light	still	may	not	yet	be	completely	revealed	to	us	[1;	see	also	chapters	1–5],	
because	we	“see”	light	only	through	the	“eyes”	of	the	detectors.

Our	 starting	 assumption	 is	 that	 the	 universe	 is	 one	 continuum	 and	 the	
nature	is	undergoing	incessant,	creative	and	causal	evolution	from	micron-
size	single	living	cells	to	the	inanimate	galaxies	spanning	over	many	light-
years	 based	 on	 the	 same	 set	 of	 laws	 of	 forces.	 Such	 a	 universe	 cannot	 be	
artificially	divided	 into	 classical	 and	quantum	worlds.	The	apparent	divi-
sion	 is	a	 reflection	of	our	 current	 limitation	 in	our	ability	 to	 create	a	uni-
fied	mathematical	formulation	supported	by	visualizable	model	(paradigm)	
for	 the	actual,	 causal	and	 local	processes	 (all	 forces	exert	 influence	over	a	
finite	range).	The	principle	of	superposition	(PS)	is	the	strongest	operational	
principle	that	is	common	for	both	classical	and	quantum	physics.	Interest-
ingly,	PS	was	formulated,	developed	and	validated	in	classical	physics	before	
the	birth	of	quantum	physics.	Yet,	unlike	classical	physics,	PS	is	not	only	an	
essential	driving	force	behind	quantum	physics,	but	it	also	has	a	very	dif-
ferent	interpretation,	almost	to	the	level	of	mysticism,	as	can	be	appreciated	
from	the	prevailing	interpretations	like	non-locality,	non-causality,	delayed	
choice,	many	worlds,	teleportation,	etc.,	to	interpret	interference	and	diffrac-
tion	fringes	at	very	low	light	levels	and	particle	flux	levels.
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Our	long-term	goal	is	to	revisit	the	detailed	detection	processes	behind	the	
basic	but	the	simplest	classical	and	quantum	measurement	experiments.	All	
phenomena	evolve	through	superposition	of	two	or	more,	similar	or	differ-
ent	real	entities	of	nature	(and	their	force	fields)	followed	by	energy	exchange	
and	 some	 transformation.	 The	 measured	 (observed)	 transformations	 are	
the	reports	given	to	us	by	one	or	more	of	these	entities	which	are	“colored”	
by	 their	 own	 uniquely	 different	 characteristics	 of	 interactions.	 And,	 none	
of	these	entities	are	known	to	us	completely.	We	are	always	challenged	to	
continuously	develop	and	extend	conceptual	continuities	between	the	vari-
ous	classical	and	quantum	phenomena.

PS	 provides	 the	 commonality	 between	 all	 interactions,	 although	 not	 all	
transformational	 energy	 exchanges	 are	 quantized,	 or	 requires	 initiation	
through	the	intrinsic	amplitude	of	undulation	of	the	entities	concerned.	In	
this	chapter,	we	will	remain	focused	on	the	measurements	of	the	effects	of	
superposition	of	light	beams	since	this	provides	the	most	important	bridge	
between	 the	 classical	 and	 quantum	 PS.	 The	 classical	 world	 assumes	 light	
consists	of	spreading	wave	packets	emitted	by	atoms	and	molecules	that	can	
shape	and	re-shape	themselves	as	 they	propagate	and	evolve	through	dif-
fraction	and	 interference.	 While	 the	quantum	world	assumes	 the	photons	
to	be	discrete,	independent,	indivisible	packets	of	energy	those	propagate	as	
modes	of	the	vacuum	(cosmic	medium).	Thus	we	have	a	“clash	of	cultures”	
when	the	total	intensity	(flow	of	EM	energy	per	unit	time	per	unit	area)	in	
the	interfering	or	diffracting	beams	is	reduced	equivalent	to	a	single	“click”	
in	the	detector	at	any	particular	moment.

We	can	safely	assume	that	both	the	cultures	accept	that	when	a	single	atom	
or	a	molecule	undergoes	a	single	de-excitation	(downward	transition),	it	emits	
a	photon,	a	packet	of	EM	energy	given	by	∆E	=	hn.	In	classical	physics,	it	is	a	space	
and	time	finite	wave	packet	that	evolves	and	propagates	following	Huygens-	
Fresnel	principle	validated	by	classical	theory	of	diffraction,	including	van	Cit-
tert-Zernike	theorem	that	correctly	models	the	enhancement	of	spatial	coher-
ence	by	diffraction	(propagation)	of	light	from	non-laser	sources	[2].	The	wave	
packet	has	a	precise	carrier	frequency	ν,	which	was	heuristically	prescribed	by	
Planck’s	radiation	law	and	later	more	systematically	by	quantum	mechanics.	
However,	 in	general,	QED	claims	this	wave	packet	to	be	simultaneously	an	
indivisible	packet	of	energy	and	a	unique	Fourier	frequency	mode	of	oscilla-
tion	of	the	vacuum	medium	[1,3–5]	and	hence	it	can	behave	both	as	a	local	and	
a	non-local	entity	depending	upon	the	design	of	the	experiments	[6].

However,	 there	 is	some	form	of	 tacit	commonality	between	the	classical	
and	quantum	worlds’	assumptions	as	to	how	the	energy	is	redistributed	in	
the	plane	of	recording	of	the	interference	or	diffraction	fringes.	In	classical	
physics,	 the	 tacit	 assumption	 is	 that	 the	 local	field	energy	 is	 redistributed	
due	 to	 the	 superposition	of	 the	fields	 themselves.	 In	quantum	mechanics,	
the	 explicit	 assumption	 is	 that	 the	 probability	 of	 the	 rate	 of	 arrival	 of	 the	
indivisible	photons	on	 the	detector	 locations	 is	dictated	by	 the	 superposi-
tion	 equation	 determined	 by	 the	 entire	 instrument,	 inherently	 accepting	
interpretations	like	non-locality,	delayed	choice,	etc.	Both	approaches	have	
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remained	focused	on	interpreting	the	final	mathematically	predicted	results,	
validated	by	the	measurements,	but	ignoring	the	need	to	explore	the	actual	
processes	(the	real	physics)	behind	detecting	the	EM	energy.	Our	objective	is	
to	establish	the	fact	that	all	measurements	indicate	that	light	beams,	contain-
ing	conveniently	measurable	energy,	simply	do	not	interfere	by	themselves	
to	create	fringes	in	the	absence	of	detectors.	Thus	the	various	claims	of	single	
photon	interference	are	fundamentally	in	doubt.	However,	the	absorption	of	
energy	in	the	presence	of	EM	fields	in	steps	of	discrete	packets,	∆E	(=	hn),	by	
any	and	all	detectors,	which	are	necessarily	quantum	mechanical,	is	not	in	
question	at	all.

Publications	 in	the	mainstream	literature	[6]	clearly	 imply	that	 the	 issue	
of	single	photon	interference	 is	resolved,	 just	as	the	definition	of	a	photon	
is	 resolved.	 Let	 us	 first	 acknowledge	 that	 we	 never	 “see”	 light.	 What	 we	
observe	or	measure	is	what	some	transformation	is	experienced	by	a	detector	
in	the	presence	of	light,	which	always	constitute	some	quantum	mechanical	
(QM)	dipole	(single	or	aggregate)	 in	some	form	or	another.	In	photo	emis-
sive	devices,	electrons	are	bound	quantum	mechanically	and	the	released	
electrons	are	quantized	particles	and	can	never	be	fractional.	In	photo	con-
ducting	devices,	again	discrete	electrons	are	stimulated	from	the	valence	to	
the	conduction	band,	which	generate	photo	current	under	imposed	poten-
tial	difference.	In	photographic	plates,	the	silver	halide	molecules	in	micro-
scopic	crystals,	which	are	again	quantum	mechanical	devices,	are	broken	up	
and	follow	on	chemical	processing	establishes	silver	atoms	as	discrete	black	
spots.	Thus,	 in	 the	final	analyses,	any	and	all	photo	detection,	whether	at	
very	low	or	at	very	high	intensity,	will	always	appear	as	summation	of	many	
discrete	events,	only	the	rate	of	accumulation	will	be	different.

Such	discreteness	only	validates	that	our	model	of	atoms	and	molecules	
as	quantum	mechanical	devices	 is	 correct.	This	does	not	un-ambiguously	
validate	 the	existence	of	EM	field	packets	 emitted	by	atoms	as	 indivisible	
particle-like.	The	quantum	condition	of	energy	absorption	∆E	=	hn	only	dic-
tates	 that	∆E	 amount	 of	 energy	 can	 be	 absorbed	 from	 any	 and	 all	 locally	
available	 E-fields	 undulating	 (and	 stimulating	 the	 detecting	 dipole)	 at	 the	
desired	 frequency	 ν.	 Further,	 different	 quantum	 detectors	 have	 different	
quantum	properties	with	very	narrow	or	very	broad	frequency	band	passes	
of	different	central	frequencies	as	in	(i)	fixed	energy	gaps	defined	by	sharp	
energy	levels	for	atoms	in	gaseous	states,	(ii)	fixed	but	broad	energy	bands	
for	photo	conducting	solid	state	detectors,	or	(iii)	a	fixed	binding	energy	with	
allowed	continuum	as	in	photo	induced	ionizations,	or	molecular	dissocia-
tions.	This	is	why	our	retinal	molecules	or	a	silicon	detector	will	report	being	
in	“dark”	even	when	illuminated	by	γ-ray,	x-ray	or	UV-photons,	while	suffer-
ing	some	damages.	We	claim	that	whether	light	exists	only	as	indivisible	and	
non-local	states	 is	not	conclusively	resolved	by	discrete	“clicks”	or	“spots”	
that	we	observe	at	low	light	levels.	We	should	be	careful	in	separating	the	
inherent	properties	of	light	from	those	of	the	detectors.	We	will	also	discuss	
the	necessity	of	employing	critical	review	in	using	the	ever	present	Fourier	
theorem	in	optics	underscoring	pitfalls,	as	well	as	successes.
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24.2 Does Light Really Interfere with Light as Implied by 
Fourier’s theorem and Maxwell’s Wave equation?

Maxwell’s	free	space	wave	equation	is	given	by:

	 ∇2 2 2 21E c E t= ∂ ∂( / ) / 	 (24.1)

A	simple	CW	solution,	neglecting	the	arbitrary	phase	factor,	is	exp[−i2πnt].	
Mathematically,	 any	 linear	 combination	 of	 this	 solution	 Σn n nb i texp[ ]− 2πν 	
will	 also	 satisfy	 Maxwell’s	 wave	 equation.	 Well	 before	 Maxwell,	 Fourier	
established	 a	 very	 useful	 theorem	 for	 handling	 a	 time	 finite	 signal	 by	 its	
transform	in	the	frequency	space	using	the	well-known	integral,

	
a t a f i ft df( ) ( )exp[ ]= �∫ − 2π

	
(24.2)

Notice	the	similarity	between	the	summation	(integral)	between	the	Fourier	
theorem	and	the	acceptability	by	the	Maxwell’s	wave	equation	of	the	linear	
combination	of	its	simple	solutions.	This	congruency,	as	if,	strengthens	and	
validates	the	reality	of	the	superposition	of	EM	waves.	Unfortunately,	in	the	
absence	of	any	material	medium	and	specifically,	in	the	absence	of	detectors,	
well	formed	light	beams	pass	through	each	other	completely	unperturbed.	
A	well	formed	light	beam	can	be	defined	as	when	the	local	diffraction	effect	
is	negligible.	This	 is	 true	when	 the	spatial	variation	of	 the	amplitude	and	
phase	on	its	wave	front	is	much	slower	than	the	characteristic	dimension	of	
it	wavelength.

Such	slowly	diffracting	light	beams	do	not	operate	on	each	other	to	redis-
tribute	each	others’	energy	and/or	frequencies,	even	when	they	physically	
cross	through	each	other.	But	insertion	of	proper	detector	within	the	physi-
cal	domain	of	superposition	will	record	fringes	as	we	do	for	holography	and	
other	 interferometry.	 The	 bright	 and	 dark	 fringes	 represent	 the	 locations	
where	the	resultant	electric	vectors	are	in	phase	or	out	of	phase.	A	dark	fringe	
indicates	 that	 the	 detecting	 dipole	 cannot	 be	 stimulated	 to	 absorb	 energy	
from	the	fields	as	it	is	locally	zero;	it	is	not	due	to	non-arrival	of	photons.	If	
well	 formed	light	beams	were	to	perturb	each	others	energy	distributions	
then,	with	light	pouring	in	from	trillions	of	stars	from	every	directions,	(i)	
the	visual	universe,	 instead	of	appearing	steady,	would	have	always	been	
full	of	glittering	speckles	in	space	and	time;	(ii)	the	instrumental	spectros-
copy	 could	 not	 have	 discerned	 the	 Doppler	 shifts	 of	 individual	 star	 light	
crossed	by	trillions	of	other	star	light	and	predict	the	“expanding	universe”.

Terrestrially	 speaking,	 (iii)	 the	 wavelength	 domain	 multiplexed	 (WDM)	
communication,	 the	 back	 bone	 of	 our	 internet	 revolution,	 would	 not	 have	
worked;	all	the	useful	data	would	have	evolved	into	random	temporal,	light	
beating	pulses,	and	(iv)	the	Fourier	transform	spectroscopy	would	have	never	
worked	if	light	of	different	frequencies	really	interfered	with	each	other	on	
slow	detector	(we	always	drop	the	interference	cross-terms	between	different	
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frequencies).	The	effects	of	linear	superposition	of	multiple	light	beams,	sup-
ported	by	Fourier	theorem	and	Maxwell’s	wave	equation,	becomes	manifest	
only	in	the	presence	of	interacting	materials	(dipoles).

Here	we	should	underscore	the	difference	between	the	two	phenomena	of	
diffraction	and	“interference”	of	light	beams.	In	classical	optics,	light	always	
propagates	through	diffraction	process,	given	by	Huygens-Fresnel	(H-F)	dif-
fraction	integral	[2].	It	has	been	successfully	predicting	all	possible	propaga-
tion	of	light	from	the	evolution	of	spatial	coherence	from	distant	star	light,	to	
the	formation	of	simple	or	complex	cavity	modes	in	lasers,	and	to	the	evolu-
tion	of	wave	fronts	in	most	recent	and	complex	nano	photonics	wave	guides.	
The	H-F	principle	is	mathematically	congruent	with	Maxwell’s	wave	equa-
tion	since	it	accepts	superposition	of	H-F	secondary	wavelets!

Whether	emitted	by	thermal	sources	or	by	laser	cavities,	the	atomic	and	
molecular	emissions	evolve	by	diffraction	toward	an	angularly	sustainable	
beam	 with	 increasing	 spatial	 coherence.	 The	 near	 field	 diffraction	 clearly	
indicates	spatial	re-grouping	potential	of	EM	field	energies	belonging	to	the	
same	E-vector	frequency,	which	becomes	evident	as	the	diffraction	pattern	
evolves	into	the	angularly	stable	far	field	pattern.

The	confusing	issue	of	diffraction	vs,	superposition	of	independent	light	
beams	can	be	further	appreciated	from	the	classic	double	slit	“interference	
pattern”,	which	 is	routinely	used	to	underscore	the	“strange	wave-particle	
duality”	 of	 “single	 photon	 interference”.	 This	 “interference	 pattern”	 has	
always	 been	 studied	 in	 the	 far	 field	 where	 the	 two	 superposed	 single-slit	
far-field	patterns	are	of	the	form	given	by	(sinx/x)	function.	People	tend	to	
focus	on	the	periodic	cosine	fringe	pattern	produced	on	a	detector	due	to	the	
superposition	of	the	two	“sinc”	beams,	ignoring	the	two	a-periodic	but	well	
formed	 sinc	 diffraction	 patterns,	 which	 again	 evolved	 from	 very	 complex	
and	rapidly	changing	near	field	patterns.

24.3 Do eM Fields synthesize new Composite Fields Under  
simple superposition?

We	review	[7]	here	a	simple	experiment	that	we	have	carried	out	by	super-
posing	two	CW	light	beams	carrying	two	distinctly	different	carrier	frequen-
cies	separated	by	2	GHz,	symmetrically	centered	on	one	of	the	Rb-resonance	
lines.	 When	 the	 superposed	 beams	 are	 sent	 through	 an	 Rb-vapor	 tube,	 it	
did	not	show	any	resonance	fluorescence,	even	though	by	simple	trigonom-
etry	 (according	 to	 two	 terms	 Fourier	 synthesis),	 we	 were	 supposed	 to	 get	
the	matching	resonance	frequency	(mean	of	the	sum	of	the	two	superposed	
frequencies)	[see	also	Fig.	24.1]:

	

� � � �
a t a t a t atotal( ) cos cos cos= + =1 1 1 2 12 2 2 2π πν ν ππ π

ν ν ν ν1 2 1 2

2
2

2
−

t t. cos
+

	
(24.3)
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This	revalidates	that	light	beams	do	not	operate	on	each	other	by	themselves.	
However,	when	we	sent	this	same	superposed	beam	on	to	a	high-speed	photo	
conductor,	we	found	the	traditional	AC	current	undulating	at	the	difference	
(beat)	frequency.	The	valence	and	the	conduction	bands	of	the	photo	detector	
are	broad.	This	allows	the	detecting	dipoles	to	simultaneously	respond	to	all	
the	allowed	frequencies	(here	two),	and	the	resultant	current	becomes:

	
I t de de di it t( ) [ cos (= + = + −− −

� �
2 2

2
2

22 1 2π π πν ν ν2 1 νν1) ]t
	

(24.4)

Here	
�
d 	is	the	dipole	undulation	vector	induced	on	the	detecting	dipoles	by	

the	 E -vector	 ( ).
�
a 	The	detailed	detecting	process	(“picture”)	in	our	view	is	

that	the	undulating	electric	vector	of	the	EM	field	induces	the	material	dipoles	
to	undulate	with	 it.	 If	 the	 frequency	matches	with	 the	quantum	mechani-
cally	allowed	transition	frequency,	then	only	there	is	absorption	of	energy.	
For	the	superposition	effects	to	be	manifest,	the	detecting	dipoles	must	be	
collectively	allowed	to	respond	to	all	the	light	beams	simultaneously.	When	
the	superposed	light	beams	have	multiple	frequencies,	the	detecting	dipoles	
must	have	broad	quantum	mechanical	bands	to	be	able	to	register	the	super-
position	effects	[see	Fig.	24.1].

If	two	superposed	light	beams	are	of	orthogonal	polarizations,	the	detec-
tors	cannot	register	the	superposition	effects.	The	dot	product	of	orthogonal	
vectors	is	zero,	whose	“visual	image”	translation	is	that	the	same	dipole	(or,	a	

FigURE 24.1
Comparison	of	energy	diagrams	of	one	pair	of	the	Rb-resonance	lines,	one	pair	of	input	fre-
quencies	and	one	pair	of	valance-conduction	band	diagrams	of	a	photo	conductor.	When	the	
input	frequencies	of	the	superposed	light	beams	are	symmetrically	above	and	below	the	Rb-
excitation	line,	Rb-dipoles	do	not	experience	their	presence	in	the	linear	domain	and	fails	to	
respond	to	the	superposed	light	beams.	In	contrast,	the	assembly	of	the	dipole	molecules	of	
the	photo	conductors	is	quantum	mechanically	allowed	to	respond	to	both	the	frequencies.	As	
they	do	so,	their	amplitude	of	excitation	undulates	at	the	difference	frequency	(not	the	mean	
of	the	sum),	creating	an	undulatory	rate	of	transfer	of	discrete	number	of	electrons	from	the	
valence	to	the	conduction	band	[7].
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collective	set)	cannot	simultaneously	carry	out	two	independent	and	orthog-
onal	 undulations	 at	 the	 same	 instant	 in	 the	 linear	 regime	 of	 stimulation.	
Basically,	 the	detecting	dipoles	respond	to	all	 the	 local	E-vectors.	 If	 the	E-
vectors	are	orthogonal,	then	the	dipoles	respond	to	one	or	the	other	E-vector	
	if	they	are	embedded	in	isotropic	medium.	If	the	dipoles	are	embedded	in	
a	crystalline	solid	state,	then	the	crystal	axes	dictate	the	allowed	direction	of	
dipole	undulation.

There	are	 important	physical	processes	hidden	behind	 the	Eq.	24.4.	The	
final	energy	transfer	during	a	photo	detecting	process	is	correctly	given	by	the	
square	modulus	of	the	linear superposition of	all	possible	(quantum	mechani-
cally	allowed)	dipole	undulations	in	complex representation as	in	Eq.	24.4.	If	we	
	have	a	simple	EM	field	represented	by	a	real	function,	

�
a tcos 2πν 	the	induced	

dipole	undulation	can	be	represented	by	
�
d tcos .2πν 	However,	the	measured	

detector	current,	 for	optical	fields,	 is	proportional	to	d2	and	not	d2cos22πνt.	
The	 complex	 representation	 hides	 a	 short	 time	 averaging	 process	 that	 we	
normally	tend	to	ignore.

We	are	hypothesizing	that	this	hidden	time	averaging	process	is	physically	
real.	The	detecting	dipole	is	actually	undulating	under	the	influence	of	all	
the	E-vectors	while	the	mutual	quantum	compatibility	for	energy	exchange	
is	being	ascertained	(the	availability	of	necessary	amount	of	energy	∆E,	and	
the	right	stimulating	frequency	ν).	This	point	can	be	further	supported	from	
the	 following	 arguments.	 If	 the	 two	 superposed	 field	 amplitudes	 for	 the	
above	experiment	(Fig.	24.1)	are	represented	by	real	fields	as	in	Eq.	24.3,	one	
gets	two	unphysical	frequencies,	mean	of	the	sum	and	the	mean	of	difference	
frequencies.	We	have	carried	out	systematic	measurements	with	a	very	high	
resolution	 Fabry-Perot	 spectrometer	 in	 conjunction	 with	 very	 high	 speed	
detectors,	scopes	and	electronics	spectrum	analyzers.	We	were	not	able	 to	
detect	any	of	these	two	frequencies.	They	are	not	physically	observable	quan-
tities.	The	two	superposed	light	beam	amplitudes	did	not	interfere	to	syn-
thesize	new	light	field	amplitude	represented	by	the	Eq.	24.3.	They	remained	
as	 two	 non-interacting,	 independent	 fields	 ( cos ; cos ),

� �
a t a t1 1 1 22 2π πν ν 	 albeit	

being	collinearly	superposed.
The	summation	sign	in	Eq.	24.3	does	not	represent	a	valid	physical	opera-

tion	as	these	beams	do	not	operate	on	(interact	with)	each	other.	However,	in	
the	presence	of	appropriate	detector	with	broad	excitation	bands	[Fig.24.1],	
the	dipoles	collectively	attempt	to	respond	to	both	the	fields.	When	quantum	
mechanically	 allowed,	 they	 carry	 out	 the	 quantum	 compatibility	 sensing	
undulations	simultaneously	with	both	the	fields	and	effectively	sums	their	
superposed	effects	while	exchanging	energy	from	both	the	fields.	The	result	
of	Eq.	24.4	can	be	recovered	using	the	Eq.	24.3	by	time	averaging	the	square	
of	the	superposed	real	dipole	undulations	induced	by	the	two	real	fields:
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Thus,	(i)	the	superposition	effect	to	become	manifest	(measurable),	multiple	
light	beams	must	be	present	simultaneously	both	in	space	and	in	time,	on	the	
microscopic	detecting	dipoles.	Further,	(ii)	the	quantum	rules	(broad	bands)	
of	detecting	dipoles	must	allow	them	to	simultaneously	respond	to	all	the	
superposed	frequencies;	and	(iii)	 there	 is	embedded	time	averaging	in	the	
detection	step.	Explicit	recognition	of	all	 these	processes	behind	detecting	
photons	 does	 not	 support	 mysterious	 interpretations	 like	 delayed	 choice	
(superposition),	 teleportation,	 etc.	The	detection	process	 requires	and	pre-
serves	the	strict	causality.

24.4 Do Amplitude-Modulated eM Fields Contain Fourier  
Analyzed Frequencies?

In	 the	 last	 section	 we	 demonstrated	 that	 the	 energy	 of	 light	 beams	 corre-
sponding	 to	different	 frequencies	did	not	 regroup	as	pulses	on	 their	own	
with	a	new	average	frequency.	Fourier	synthesis	did	not	take	place	by	simple	
physical	 superposition	 of	 light	 beams.	 In	 this	 section,	 we	 test	 the	 inverse	
process,	 the	 Fourier	 analysis—whether	 amplitude	 modulated	 light	 beams	
physically	contains	Fourier	decomposed	frequencies.

We	tried	a	variety	of	high	resolution	spectrometric	experiments,	but	the	
beat	spectroscopy	turned	out	to	be	the	conceptually	simplest	[8–11].	We	used	
two	1550	nm	communication	lasers.	One	laser	had	a	fixed	frequency,	a	DFB-
type	with	about	20	MHz	line	width.	The	second	laser	was	a	tunable	external	
cavity	type	with	line	width	less	than	100	KHz.	The	DFB	laser	was	used	both	
as	a	CW	source	and	as	an	amplitude	modulated	source	(by	using	an	external,	
10	GHz	Mach-Zehnder	modulator).	The	two	laser	beams	were	combined	on	
to	a	very	high	speed,	broad	band	(30	GHz)	detector,	connected	parallel	to	a	
high	speed	scope	and	an	electronic	spectrum	analyzer	(ESA).	The	function	of	
ESA	is	to	present	the	oscillating	currents	it	receives	in	terms	of	harmonics.

Among	a	wide	variety	of	experiments	on	the	basic	theme,	we	are	presenting	
two	sets	of	data	in	Fig.	24.2a,	b.	For	both	the	cases	the	optical	frequencies	of	
the	two	lasers	were	detuned	from	each	other	by	about	15	GHz.	For	Fig.	24.2a,	
	both	the	lasers	are	running	CW,	and	for	Fig.	24.2b,	one	of	the	lasers,	the	DFB,	
is	undergoing	AM	at	about	2.5	GHz	[pseudo	random	super	Gaussian	(almost	
square)	data	pulses	of	width	0.4	ns].	When	the	two	lasers	are	running	CW,	
the	beat	spectrum	is	a	narrow	line	located	at	15	GHz	as	shown	in	Fig.	24.2a	
since	the	detector	current	is	literally	a	sinusoid	at	this	15	GHz	difference	fre-
quency	[see	Eq.	24.4].	When	the	DFB	laser	is	amplitude	modulated,	the	cor-
responding	ESA	display	of	the	beat	signal	(Fig.	24.2b)	is	again	very	much	like	
that	for	the	CW	case.	No	new	E-vector	frequencies	have	been	generated	by	
the	external	AM.	But,	since	the	ESA	now	receives	the	15	GHz	sinusoid	with	
random	duration	of	0.4	ns	square	pulses,	it	represents	these	random	square	
pulses	of	current	by	its	Fourier	transformed	spectral	intensity	distribution,	
which	is	a	sinc2	function	with	its	first	zero	at	2.5	GHz.
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If	 the	 modulation	 truly	 generated	 new	 Fourier	 frequencies,	 the	 half-
width	of	the	beat	frequency	line	would	have	become	2.5	GHz;	instead	it	has	
remained	 almost	 the	 same	 (probably	 20	MHz,	 not	 discernable	 in	 the	 data	
presented).	Notice	 that	 the	vertical	scale	 is	 logarithmic	and	the	half-width	
point	(3	dB	below	the	peak)	for	the	beat	signal	line	does	not	show	any	mea-
surable	 change,	 especially	 compared	 to	 the	first	 zero	of	 the	 sinc2	 curve	at	
2.5	GHz.	We	must	conclude	that	simple	amplitude	modulation	does	not	gen-
erate	new	optical	frequencies.

The	Fourier	frequencies	for	a	square	pulse	are	not	present	at	the	optical	
beat	signal	location.	Thus,	the	traditionally	accepted	“time	frequency	band-
width	product”,	δvδt	≥	1,	is	not	a	fundamental	limit	of	nature.	We	have	vali-
dated	that	analytically	[12,	13]	and	experimentally	[10,	11].	One	can	recover	
the	actual	width	of	the	carrier	frequency	content	of	a	light	pulse	with	ultra	
precision,	limited	only	by	the	stability	and	intrinsic	width	of	the	CW	refer-
ence	signal.	The	width	of	δν	of	the	beat	line	in	Fig.	24.2b	is	orders	of	mag-
nitude	narrower	 than	demanded	by	 the	Fourier	analyzed	width,	2.5	GHz.	
The	mathematical	 representation	of	 the	detector	current	 is	very	similar	 to		
Eq.	24.4,	but	partially	complicated	by	the	fact	that	one	of	the	superposed	sig-
nals	gets	turned	on	and	off	intermittently;	we	are	considering	a	single	pulse	
for	mathematical	simplicity:
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FigURE 24.2
Output	 from	 an	 electronic	 spectrum	 analyzer	 (ESA)	 fed	 by	 the	 photo	 current	 from	 a	 high	
speed	detector	illuminated	by	the	superposed	light	beams	of	two	different	frequencies.	The	
left	photo	corresponds	to	two	CW	light	beams	separated	by	about	15	GHz,	the	beat	frequency.	
The	right	photo	corresponds	to	the	external	amplitude	modulation	of	one	of	the	lasers	by	0.4	ns	
super	 Gaussian	 (square-like)	 pulses	 (2.5	GHz	 pseudo	 random	 data).	 The	 carrier	 frequency	
(beat)	signal	remains	essentially	unchanged,	while	the	presence	of	AM	is	separately	displayed	
as	the	Fourier	transform	of	the	square-like	pulses,	sinc2-like	harmonic	distribution	with	the	
first	zero	close	to	2.5	GHz	location	[10].
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Here,	
� �
d dcw p, 	are	 the	dipole	undulations	 induced	by	the	CW	reference	sig-

nal	(ncw)	and	the	pulsed	signal	(np)	respectively.	When	the	superposed	light	
beams	are	of	parallel	polarizations,	the	magnitude	of	the	dipole	undulations	
induced	by	the	super	Gaussian	(square-like)	light	pulses	can	be	expressed	by	
Eq.	24.7,	where	m	is	an	integer	greater	than	2	and	τ	is	the	pulse	half	width:

 dp(t)	=	exp[−(t/2τ)2m]	 (24.7)

The	electrical	signal	of	Eq.	24.6	is	analyzed	by	an	HP-ESA	(#8593E).	It	is	able	
to	discern	the	harmonic	undulation,	cos	2π(vcw	−	vp)t	as	a	sharp	line	whether	
it	 is	 CW	 or	 cut	 off	 randomly	 by	 dp(t).	 The	 ESA	 is	 designed	 with	 memory	
and	software	to	store	the	pulsating	currents	and	analyze	them	in	terms	of	
sinusoids.	Note	that	due	to	continuous	and	pseudo	random	(data)	presence	
of	dp(t),	its	ESA	representation	is	a	continuous	sinc2-like	function.	If	it	were	
perfectly	periodic,	the	ESA	would	have	produced	a	periodic	array	of	spikes	
under	the	sinc2	envelope.	We	have	recorded	similar	results	when	the	input	
pulses	were	periodic.

The	 key	 significance	 of	 this	 experiment	 is	 that	 the	 Fourier	 decomposed	
frequencies	of	a	pulse	do	not	represent	actual	optical	frequencies.	We	have	
directly	demonstrated	that	a	short	optical	pulse	can	carry	its	unique	carrier	
frequency	and	is	not	burdened	by	the	Fourier	analyzed	frequencies.	Thus,	
when	an	excited	atomic	dipole	spontaneously	releases	semi-classical	“pho-
ton”	as	a	discrete	packet	of	energy	∆E	in	the	vacuum	(cosmic	medium),	the	
classical	model	of	the	evolution	of	the	photon	as	a	time	finite	EM	wave	packet	
out	of	it	with	a	uniquely	defined	carrier	frequency	ν,	is	congruent	with	the	
QM	postulate	∆E	=	hn.

It	is	not	necessary	to	define	the	photon	as	an	indivisible,	non-causal,	non-
local,	 Fourier	 frequency	 mode	 of	 the	 vacuum.	 However,	 we	 must	 rush	 to	
underscore	that	when	the	atoms	and	EM	fields	are	confined	inside	a	micro	
cavity	 by	 enforced	 boundary	 conditions,	 the	 situations	 are	 different	 from	
free	space	evolution	of	photons	[14].

24.5 Discussion

The	purpose	of	the	chapter	has	been	to	raise	rational	doubt	on	the	current	
paradigm	that	light	propagates	as	indivisible	particle-like	entities	while	pre-
serving	 its	 wave	 behavior,	 requiring	 explicit	 acknowledgement	 that	 inter-
ference	effects	have	 to	be	explained	as	a	non-local	phenomenon.	We	have	
argued,	 through	 the	 exploration	 of	 the	 detection	 processes	 behind	 detect-
ing	 superposition	 (“interference”)	 phenomenon	 that	 light	 beams	 really	 do	
not	 interfere	 with	 each	 other.	 Phenomenologically,	 indivisible	 single	 pho-
tons	 cannot	 give	 rise	 to	 interference	 effects,	 unless	 one	 assumes	 that	 the	
single	photon	interference	(at	extreme	low	light	level)	is	a	distinctly	different		
phenomenon	 compared	 to	 when	 one	 has	 abundant	 light	 energy.	 It	 is	 the	
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paradigm	of	indivisible-photon	that	is	forcing	us	to	introduce	a	host	of	non-
causal	hypotheses.

The	problems	have	been	further	complicated	by	the	assumption	that	the	
Fourier	theorem,	although	an	elegant	and	very	successful	mathematical	tool	
in	 its	own	right,	 represents	actual	physical	processes	experienced	by	 light	
fields	 (interference).	 However,	 we	 have	 experimentally	 demonstrated	 that	
neither	Fourier	synthesis,	nor	Fourier	decomposition	represent	physical	real-
ities	for	light.	The	Fourier	theorem	is	extensively	used	in	modeling	natural	
processes	 both	 in	 classical	 and	 quantum	 physics.	 Because	 of	 its	 extended	
limits	of	 integration,	 it	has	the	potential	 to	bring	in	non-causality	 into	the	
analytical	processes	that	people	have	been	aware	of	[15]	since	its	inception	
by	Fourier.	In	fact,	the	definition	of	“what	is	a	physical	spectrum?”	has	been	
an	evolving	debate	for	over	a	century,	although,	the	prevailing	view	is	that	
if	the	light	is	pulsed,	the	Fourier	spectrum	is	the	right	representation	[16–19].	
But,	 this	 is	 probably	 the	 first	 time	 that	 we	 are	 claiming	 that	 superposing	
EM	 radiations	 of	 infinite	 extent,	 in	 the	 name	 of	 Fourier	 theorem,	 neglect-
ing	 even	 causality	 violation,	 does	 not	 represent	 any	 physical	 reality.	 This	
is	simply	because	light	does	not	interfere	with	light.	Thus,	if	the	applicabil-
ity	of	a	mathematical	 theorem	can	be	seriously	questioned	in	one	applica-
tion,	it	should	be	critically	reviewed	for	all	other	applications	in	physics	that	
includes	QED	definition	of	a	photon.

The	uncertainty	principle	should	be	revisited	[20]	since	its	essential	plat-
form	is	the	product	of	the	half-widths	of	a	pair	of	functions	related	by	Fourier	
transform.	These	widths	may	not	necessarily	represent	any	physical	reality.	
Diffraction	fringe	patterns	are	analytically	given	when	the	aperture	function	
is	known,	and	the	de-convolution	provides	spatial	super	resolution	[21].	For	
the	classical	time-frequency	domain,	we	have	shown	analytically	[22,23]	that	
the	corresponding	Fourier	band	width	product,	 is	not	a	 fundamental	 limit	
in	classical	spectrometry	in	determining	the	carrier	frequency	content	 in	a	
pulse.	The	experiment	of	Fig.	24.2	above	directly	validates	this	assertion.	Ref.	
23	shows	that	the	extra	width	of	the	final	time	integrated	“spectral”	fringe	
is	 due	 to	 “time	 diffraction”	 and	 spatial	 spread	 of	 the	 energy	 correspond-
ing	to	the	same	carrier	frequency.	This	extra,	time-integrated	fringe	width	is	
mathematically	shown	to	be	derivable	as	the	convolution	of	the	CW	intensity	
impulse	response	with	the	Fourier	(transformed)	spectral	intensity	function	
of	the	time	pulse.	This	coincidence	may	have	lulled	us	to	accept	the	Fourier	
spectrum	of	an	amplitude	pulse	as	real	“spectrum”	without	a	critical	review.	
The	mathematical	equivalency	comes	by	using	Parseval’s	energy	conserva-
tion	theorem.

It	 is	at	 the	 same	 time	 important	 to	underscore	at	 least	 two	causally	 self	
consistent	applications	of	the	Fourier	theorem	in	optics.	The	first	one	is	 in	
diffraction.	When	the	light	duration	is	sufficiently	long	(effectively	CW),	the	
far-filed	diffraction	pattern	 is	 correctly	given	by	 the	 spatial	Fourier	 trans-
form	of	the	diffracting	aperture	[2].	However,	this	is	based	on	the	identifica-
tion	of	the	structural	similarities	between	the	Fourier	transform	integral	and	
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the	Huygens-Fresnel	space-space,	diffraction	integral	(a	recognized	principle	
of	physics)	as	it	drops	the	quadratic	curvatures	of	the	Huygens’	secondary	
wavelets	in	the	far-field	in	favor	of	plane	waves.

The	Fourier	transform	conjugate	variables	are	between	two	physical	space	
coordinates	 (two	 spatial	 planes).	 Unlike	 for	 the	 time-frequency	 Fourier	
transform,	no	causality	is	violated	in	this	space-space	Fourier	transform	if	
the	signal	duration	is	much	longer	than	the	maximum	relative	phase	delay	
between	the	center	and	the	edge	of	the	diffraction	pattern.	The	second	one	
is	the	Fourier	transform	spectroscopy.	Again,	this	is	based	on	the	identifica-
tion	of	the	fringe	intensity	pattern	as	Fourier	inverse	transformable	sinusoi-
dal	undulations	(after	removal	of	the	“dc”	bias	from	the	recorded	intensity)	
based	on	the	correct	physics	hypothesis	that	on	slow	detector	there	are	no	
superposition	effects	between	different	optical	frequencies	(no	cross	terms).	
The	two	conjugate	variables	are	the	actual	carrier	frequency	and	the	inter-
ferometer	delay	time	(not	the	real	running	time)	constituting	the	recorded	
sinusoidal	fringe	function	[24].

The	 strength	 of	 our	 strictly	 causal	 and	 local	 model	 behind	 recording	
fringes	due	to	superposition	of	multiple	light	beams	is	that	it	is	congruent	
with	 the	semi-classical	model	 [25–27].	So,	 the	possibility	of	extending	 this	
model	to	explain	the	superposition	of	truly	indivisible	quantum	mechanical	
particles	should	be	encouraging.	Accordingly,	the	author	is	developing	con-
ceptual	continuity	in	interpreting	such	superposition	effects	to	be	published	
elsewhere.

Some	readers	may	find	the	observations	presented	in	this	chapter	not	suf-
ficiently	convincing	and	insist	on	preserving	the	paradigms	(i)	that	the	EM	
energy	packets	emitted	by	atoms	and	molecules	are	simultaneously	non-local	
and	indivisible	and	(ii)	that	the	indivisible	single	“photons”	do	interfere.	For	
such	readers,	we	would	like	to	refer	to	the	following	references	[28–31]	where	
the	 authors	 argue	 against	 the	 single	 photon	 interference.	 The	 famous	 Bell’s	
inequality	does	not	strengthen	the	case	for	non-locality	either	[32,33].	Ref.	28	
has	experimentally	demonstrated	that	both	the	photographic	plate	and	the	
photo	 detectors	 become	 sub-linear	 in	 their	 detecting	 efficiencies	 at	 very	
low	light	levels,	clearly	raising	serious	doubt	as	to	the	validity	of	the	claim	
behind	“single	photon	interference”	and	that	only	a	“single	photon”	at	a	time	
was	present	in	the	entire	interferometer	system.	In	fact,	it	is	well	known	that	
a	minimum	of	3	to	4	photons	equivalent	energy	exposure	is	needed	before	a	
photographic	grain	can	be	successfully	developed	as	a	black	grain.

We	hope	that	this	chapter	will	 inspire	new	developments	in	mathemati-
cal	modeling	of	photons.	Atoms	and	molecules	being	space	and	time	finite,	
any	 form	of	energy	 released	by	 them	have	also	 to	be	finite	 in	 space,	 time	
and	energy	value,	 if	we	simply	accept	conservation	of	energy,	even	 if	one	
is	 ignorant	 of	 the	 existence	 of	 atom	 quantization.	 It	 is	 no	 wonder	 that	
Newton	insisted	on	“corpuscular”	nature	of	light	in	its	emission.	The	question	
is	how	does	this	space	and	time	finite	energy	packet	evolve	and	propagate	in	
a	causal	fashion	without	the	need	to	introduce	any	non-causal	behavior?
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Abstract

The	interpretation	of	the	detection	of	very	slow	rate	of	photo	counts	in	inter-
ference	and	diffraction	experiments	have	given	rise	to	the	prevailing	inter-
pretation	that	photons	interfere	by	themselves	and	they	are	indivisible,	albeit	
non-local.	The	purpose	of	this	chapter	is	to	inspire	the	development	of	alter-
nate	models	for	the	photons	by	underscoring	that,	in	reality,	light	does	not	
interfere	with	light.	The	effects	of	superposition,	registered	as	interference	
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380 The Nature of Light: What Is a Photon?

fringes,	 can	 become	 manifest	 only	 when	 a	 suitable	 detector	 can	 respond	
simultaneously	to	all	the	superposed	light	beams	separately	arriving	from	
all	the	paths	(or,	slits).	It	should	be	a	strictly	causal	process.	In	fact,	different	
detectors	with	different	quantum	properties,	report	different	results	while	
exposed	to	the	same	superposed	fields.	Interference	and	diffraction	effects	are	
always	observed	as	fringes	through	the	processes	of	re-distribution	and/or		
re-direction	of	the	measured	energy	of	the	superimposed	fields.

Accordingly,	we	present	a	number	of	experiments,	actual	and	conceptual,	
which	 highlight	 the	 contradictions	 built	 into	 the	 notion	 of	 non-locality	 in	
interference.	 A	 closer	 examination	 of	 these	 experiments	 can	 guide	 us	 to	
develop	a	conceptually	congruent	and	causal	model	for	both	the	evolution	of	
photons	and	the	interference	(diffraction)	effects	by	adapting	to	the	classical	
diffraction	theory.	This	theory	has	been	correctly	predicting	the	character-
istics	of	light	whether	it	is	star	light	propagating	through	the	inter	galactic	
space,	or	nano	tip	generated	light	propagating	through	complex	nano	pho-
tonic	waveguides.

Key words:	non-interference	of	light	beams;	locality	and	causality	of	inter-
ference;	single	photon	interference;	semi	classical	approach	to	interference.

25.1 Introduction

Background. The	predominant	view	[1,	2]	of	the	nature	of	light	is	that	it	consti-
tutes	indivisible	packets	of	electromagnetic	energy	∆E	=	hn,	where	n	is	the	Fou-
rier	monochromatic	mode	of	oscillation	of	the	vacuum	field	(cosmic	medium	
that	sustains	everything).	But	this	paradigm	is	forced	to	accept	self	contradic-
tory	 interpretation	 that	a	photon	 is	simultaneously	 indivisible	and	non-local	
(represented	the	by	infinite	extent	Fourier	monochromatic	oscillation).	This,	of	
course,	has	nurtured	a	wide	variety	of	non-causal	interpretations	for	the	“quan-
tum	world”,	not	observed	in	the	“classical	world”,	like	“delayed	choice”,	“many	
worlds”,	“teleportation”,	etc.	[1,	2].	The	indivisibility	interpretation	comes	from	
the	combined	“necessary	and	sufficient”	assumption	that	discrete	“clicks”	reg-
istered	by	our	quantum	mechanical	detectors	 constitutes	 the	ultimate	proof	
of	indivisible	photons.	Even	though	semiclassical	treatments	have	successfully	
demonstrated	the	analytical	explanation	of	photoelectric	effects	based	on	clas-
sical	electromagnetic	fields	and	quantum	detectors	[3,	4,	5],	including	very	low	
counts	 influenced	 by	 background	 fluctuations	 [6–8],	 the	 dominant	 opinion	
remains	in	favor	of	indivisible	but	non-local	photons	because	of	disagreements	
on	interpreting	micro	cavity	QED	effects	[9,	10]	and	coincidence	counting	origi-
nating	from	entangled	“photon”	producing	sources	[11].

Reality ontology.	 The	epistemological	assumption	behind	this	chapter	is	
that	we	cannot	have	an	unbridgeable	“causal	classical	world”	built	out	of	the	
“non-causal	quantum	world”.	The	macro	universe,	from	inanimate	sand	par-
ticles,	and	animate	single	cells	on	the	Earth	to	the	stars	and	galaxies	in	space,	
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all	are	evolving	with	a	high	degree	of	causality	and	yet	they	are	sustained	
through	 incessant	 interactions	 between	 the	 molecules,	 atoms,	 elementary	
particles	and	“photons”	of	the	micro	universe.	Our	position	is	that	we	should	
be	able	to	find	some	conceptual	continuity	(congruency)	between	the	micro	
and	the	macro	universes	as	they	are	one	and	the	same.

We	have	been	interpreting	experimental	observations,	especially,	the	inter-
ference	and	diffraction	fringes,	without	explicit	attention	to	comprehending	
the	actual,	physical,	processes	behind	our	recording	the	discrete	“clicks”	and	
their	accumulation	as	observable	fringes.	The	thesis	of	this	chapter	 is	 that	
a	 critical	 exploration	 of	 the	processes	behind	 the	 fringe	 formation	 as	 local	
redistribution	and/or	re-direction	of	the	collective	field	energy	(in	interfer-
ence	and	diffraction	experiments)	as	a	result	of	the	detector	response,	could	
lead	 us	 to	 find	 the	 conceptual	 congruency	 between	 the	 classical	 and	 the	
quantum	worlds.

Detector hypothesis. Our	detectors	that	register	the	observable	fringes	are	
“classical”	in	size	but	quantum	mechanical	in	action	as	they	constitute	many	
quantum	mechanical	devices	(array	of	atoms	or	assembly	of	atoms).	Each	of	
these	component	QM	detectors	is	highly	localized	within	the	macro	detector	
and	also	within	their	own	quantum	mechanically	defined	average	physical,	
nanometric	size,	while	carrying	out	quantum	mechanical	undulations	and	
other	agitations	due	to	ever	present	thermal	and	other	variety	of	background	
fluctuations	 like	zero	point	energy,	dark	energy,	dark	matter,	etc.	 (that	we	
do	not	yet	fully	comprehend).	The	spatially	modulated	field	energies,	con-
stituting	 the	 superposition	 of	 actual	 multiple	 fields,	 must	 simultaneously	
stimulate	these	highly	local	and	microscopic	detector	elements	for	them	to	
undergo	observable	transformations.	Then	we	can	raise	the	following	two	
questions.

First,	 (i)	 does	 the	 original	 incident	 field	 have	 the	 mysterious	 capacity	 to	
sense	the	distribution	and	orientation	of	all	the	parts	of	an	interferometric	
or	 a	 diffractive	 apparatus	 and	 accordingly	 re-direct	 and/or	 re-distribute	
its	 energy	 spatially	 on	 the	 detector	 array?	 All	 natural	 entities,	 undulating	
fields	or	particles	alike,	must	contain	finite	amount	of	energy	and	accord-
ingly	must	have	a	finite	space	and	time	duration	and	finite	velocity.	It	is	the	
assumption	that	the	indivisible	and	independent	photons	arrive	only	at	the	
bright	fringes,	sensing	the	entire	apparatus	non-locally,	gives	rise	to	the	non-
causal	possibilities	like	“delayed	choice”,	“teleportation”,	etc.

Second,	 (ii)	 does	 the	 original	 field	 divide	 itself,	 as	 per	 classical	 wave	
model,	into	multiple	field	entities	and	after	causal	propagation	and	super-
position,	and	collectively	re-distribute	their	field	energy	to	be	recorded	as	
orderly	fringes	by	the	detector?	While	this	apparently	causal	model	is	cen-
turies	old,	it	has	not	succeeded	in	resolving	the	non-causal	interpretations	
simply	because	we	have	been	ignoring	the	blatant	fact	that	light	beams	do	
not	 interfere	 with	 each	 other	 in	 the	 absence	 of	 materials	 (dipoles);	 actu-
ally	 they	 propagate	 through	 each	 other	 without	 influencing	 each	 other.	
So,	we	propose	that	the	exploration	and	understanding	the	actual	physical		
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processes	behind	detection	could	restore	the	causality.	In the causal and real 
world, the principle of superposition can become manifest to us only through the 
material dipoles while they experience and respond to the simultaneous presence 
of multiple field entities on them.	This	is	why	the	debate	on	in-determinabil-
ity	of	“which	way	through	the	interferometer	the	photon	has	traveled”	has	
remained	as	a	blind	alley.

What is a Photon?	 Is	 it	 possible	 to	 find	 a	 single	 self	 consistent	 descrip-
tion	 of	 the	 processes	 behind	 fringe	 formation	 (i)	 whether	 the	 superposed	
fields	contain	energy	equivalent	to	one	or	very	many	units	of	∆E	=	hn,	and	
(ii)	 whether	 the	 units	 behave	 collectively	 or	 as	 independent	 and	 indivis-
ible	entities?	We	do	assume	that	space	and	time	finite	atoms	and	molecules	
emit	discrete	packets	of	EM	energy,	the	photons,	as	has	been	correctly	for-
mulated	 by	 QM.	 However,	 we	 are	 going	 to	 follow	 the	 success	 pattern	 of	
Huygens-Fresnel	 (HF)	 principle	 (with	 its	 mathematically	 self	 consistent	
modern	 improvements	 [12]).	 We	 are	 assuming	 that	 all	 photons	 start	 with	
their	own	quantum	of	energy	∆E	=	hn	as	a	space	and	time	finite	wave	packet,	
which	 is	a	mode	of	oscillation	of	 the	vacuum	with	 the	unique	carrier	 fre-
quency	ν.	 The	 wave	 packets	 evolve	 and	 propagate	 following	 the	 H-F	 dif-
fraction	integral,	allowing	association	with	other	wave	packets	of	the	same	
carrier	frequency.	Atoms	and	elementary	particles	with	non-zero	rest	mass	
are	localized	entities	and	accordingly	require	a	different	model	for	interfer-
ence	and	diffraction,	which	will	be	dealt	with	elsewhere.

The	range	of	success	of	HF	integral	in	conjunction	with	Maxwell’s	wave	
equation	is	staggering.	It	accurately	predicts	the	transformation	of	diffrac-
tion	patterns	from	very	complex	and	rapidly	changing	near	filed	patterns	to	
angularly	stable	and	sustainable	far	filed	patterns	in	free	space	when	simple	
or	most	complex	apertures	rupture	spatially	coherent	wave	fronts.	However,	
the	evolution	of	diffraction	patterns	(fringes)	are	more	complex	and	enig-
matic	compared	to	interference	fringes	due	to	superposed	beams	accompa-
nied	by	negligible	diffraction.	Spatial	near	filed	patterns	are	rather	complex	
and	evolve	rapidly,	as	 if	 the	various	ruptured	wave	fronts	produced	by	a	
grating	from	a	single	coherent	wave	front	propagate	without	modifying	(or,	
operating)	on	each	other.	But,	toward	the	far	field,	the	evolution	of	the	pat-
tern	becomes	slow	and	eventually	it	assumes	an	angularly	stable	and	sus-
tainable	pattern	as	if	the	diffracted	wave	fronts	have	collectively	remolded	
themselves	into	an	angularly	stable	and	sustainable	new	wave	packet	(or,	
multiple	wave	packets	as	in	grating	orders)	to	minimize	the	energy	loss	as	
it	propagates	further.

HF	 principle	 correctly	 predicts	 the	 emergence	 of	 spatial	 coherence	 out	
of	incoherent	complex	sources	like	discharge	tubes	in	labs.	or	distant	stars	
(van	Cittert-Zernike	theorem)	[12].	It	correctly	derives	the	spatial	eigen	mode	
structures	 of	 most	 complex	 laser	 cavities	 where	 the	 wave	 front	 emerges	
through	the	collective	diffraction	of	randomly	emitted	spontaneous	photons	
(wave	packets)	that	gets	selectively	amplified	through	stimulated	emissions	
[13].	 It	 is	 now	 correctly	 predicting	 the	 propagation	 modes	 of	 near	 and	 far	
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field	patterns	due	to	nano	photonic	waveguides	or	nano	photonics	tips	[14].	
The	study	of	diffraction	phenomenon	indicates	that	EM	wave	is	a	collective	
and	cooperative	phenomenon	in	the	vacuum	as	the	classical	wave	equation	
implies.	 Whether	 emitted	 spontaneously	 or	 stimulated	 from	 many	 indi-
vidual	atoms	or	disrupted	by	diffracting	apertures,	the	multitudes	of	wave	
packets	collectively	and	cooperatively	evolve	into	an	angularly	sustainable	
but	well	defined	wave	form.	Understanding	this	complex	process	of	evolu-
tion	of	new	filed	pattern	from	a	ruptured	coherent	field	may	lead	us	to	better	
understand	the	evolution	of	complex	photon	wave	fronts	starting	from	mul-
titudes	of	statistically	random	photons.

We	believe	that	the	diverse	and	complex	variations	in	“photon	counting	
statistics”	 reported	 in	 the	 literature	 [1],	 can	 be	 derived	 by	 semi	 classical	
theory	if	one	allows	the	statistically	finite	number	of	wave-packet	photons	
to	diffract	 from	 the	 source	 through	mutual	 superposition	and	derives	 the	
effective	field	on	the	detector	at	a	finite	distance	from	the	source.	In	fact,	we	
predict	 that	 since	 the	very	near	field	and	 the	 far	field	diffraction	patterns	
are	dramatically	different,	 the	corresponding	 temporal	“photon	counting”	
statistics	will	also	vary	for	a	typical	“thermal”	source	due	to	collective	evolu-
tion	(propagation)	of	photons.	However,	the	situations	in	micro	cavity	QED	
experiments	are	very	different	where	the	photons	do	not	have	the	space	and	
time	to	evolve	as	free	space	EM	waves	[9,	10].	It	may	be	very	instructive	to	
find	out	all	the	situations	where	this	model	of	classical	wave	packet	for	the	
photons	clearly	breaks	down.

Contents.	 We	present	a	series	of	actual	and	contrived	experiments,	both	in	
interference	and	in	diffraction,	to	underscore	that	the	interference	and	dif-
fraction	fringes	require	signals	to	divide	and	travel	through	all	the	available	
paths	and	be	present	on	the	detector	simultaneously.	The	detectors	require	
actual	superposition	of	multiple	waves	carrying	multiple	phase	information	
on	them	to	be	able	to	report	any	“superposition	effect”.	In	fact,	the	observed	
effects	of	superposition	for	the	same	set	of	fields	differ	with	different	detec-
tors	[15]	based	on	their	differing	quantum	response	properties,	like	energy	
gaps	and	energy	levels	and	their	widths.

25.2 Local energy Re-Distribution Belonging to Different  
Laser Modes at High Resolution by Multiple Beam  
superposition

This	 is	 a	 conceptually	 simple	 experiment	 that	 we	 have	 carried	 out	 [16]	 to	
demonstrate	that	it	takes	real	physical	superposition	of	a	number	beams	with	
a	periodic	delay	by	replicating	the	original	beam	to	be	analyzed	for	 its	 fre-
quency	 content.	 In	 general,	 the	 energy	 separation	 (re-distribution)	 becomes	
apparent	only	when	detected.	This	is	to	underscore	the	point	that	the	principle	
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of	superposition	becomes	manifest	through	the	active	participation	of	a	detec-
tor.	Figure	25.1	shows	the	schematic	diagram	of	the	experiment.	A	two-mode	
(two	frequencies)	He-Ne	laser	beam	was	directed	at	an	angle	toward	a	high	
resolution	Fabry-Perot	interferometer	(FP)	with	plane	parallel	mirrors.

The	beam	was	replicated	into	a	set	of	spatially	displaced	beams,	as	if	they	
were	coming	out	of	a	grating.	The	beams	were	then	physically	superposed	
by	a	focusing	lens	on	a	tilted	glass	plate.	When	the	transmitted	beam	was	
used	to	sharply	re-image	and	enlarge	the	focal	plane	by	a	microscope	objec-
tive,	one	could	see	the	repeated	fringes	due	to	the	two	laser	frequencies	when	
the	FP	was	set	properly	[16].	However,	the	reflected	portion	of	the	focused	
beam	diverged	out	as	spatially	separated	and	independent	beams,	mirror-
ing	their	origin.	When	we	separately	analyzed	any	one	of	these	fanned	out	
beams	by	another	FP,	they	showed	to	contain	both	the	laser	mode	frequen-
cies.	Conceptually	there	are	no	surprises	if	one	things	along	the	line	of	clas-
sical	geometrical	or	physical	optics.	However,	 if	 the	energy	re-distribution	
were	determined	non-locally	by	the	entire	apparatus	based	on	the	paradigm	
of	arrival	and	non-arrival	of	 indivisible	photons,	then	the	re-emergence	of	
all	the	focused	beams	as	unperturbed,	independent	beams	would	not	have	
been	possible.

Only	detectors	can	experience	the	apparent	energy	separation	correspond-
ing	to	the	two	different	frequencies;	the	focused	light	beams	did	not	redis-
tribute	their	energy	in	the	focal	plane.	The	photons	directed	to	travel	through	
an	FP	at	an	angle	experience	it	only	as	a	pair	of	beam	splitters,	but	not	as	a	
frequency	sensitive	resonator.	Note	also	that	if	the	incident	light	beam	is	a	
pulse	 shorter	 than	 the	 round	 trip	 delay	 between	 the	 mirrors,	 the	 train	 of	
pulses	 will	 never	 exist	 simultaneously	 at	 the	 focal	 plane	 and	 correspond-
ingly	 there	 will	be	 no	 interference	 (spectral)	 fringes	 [17],	 even	 though	 the	
single	incident	wave	packet	will	be	split	into	N-delayed	packets,	will	travel	
through	the	N-distinct	paths	and	cross	the	focal	plane.
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FigURE 25.1
Experimental	demonstration	of	non-interference	of	light	beams	in	spite	of	crossing	each	other	
at	the	focal	plane,	while	at	the	same	time,	delivering	the	classical	spectrometric	information	
when	a	detector	is	placed	in	the	plane	of	superposition	[16].
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25.3 Locking Independent Laser Array by near-Field talbot  
Diffraction

More	than	100	years	ago	Talbot	discovered	that	an	amplitude	grating	repro-
duces	itself	as	a	perfect	image	at	a	distance	(2D2/λ),	where	D	is	the	grating	
periodicity	 [18].	We	have	exploited	 this	near	field	diffraction	phenomenon	
to	phase	 lock	 (enforced	collaborative,	 laser	oscillation)	on	a	periodic	array	
of	 independent	 diode	 lasers	 [19].	 The	 relevance	 of	 this	 experiment	 in	 the	
context	of	this	chapter	is	again	the	causality	and	locality	of	the	interference	
and	diffraction	phenomena.	Figure	25.2	presents	the	summary	of	the	effects	
and	some	results	of	mode	control.	A	flat	mirror	at	the	half-Talbot	distance	
can	enforce	spatial	mode	locking	because	the	feedback	into	the	independent	
laser	 element	 becomes	 maximum	 when	 their	 individual	 image	 falls	 back	
on	themselves.	This	becomes	possible	only	when	their	statistically	random	
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FigURE 25.2
Exploitation	of	the	complex	periodicity	in	the	near	filed	diffraction	to	phase	lock	an	array	of	
independent	lasers.	Top:	Various	Talbot	images	due	to	diffraction	of	a	coherently	illuminated	
grating	or	a	coherent	laser	array.	Middle	left:	Laser	array	oscillating	in	the	fundamental	mode	
and	the	corresponding	Talbot	image.	Middle	right:	Laser	array	oscillating	in	the	highest	order	
spatial	mode	and	the	corresponding	Talbot	image.	Bottom	left:	A	phase	filter	in	the	sub-Talbot	
cavity	to	impose	oscillation	in	the	fundamental	mode.	Bottom	middle:	The	far	field	of	a	30-ele-
ment	diode	array	oscillating	in	the	fundamental	mode	with	spatial	filter.	Bottom	right:	Far	field	
for	the	same	array	oscillating	in	the	higher	order	mode	without	the	spatial	filter	[19].
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spontaneous	 emissions	 start	 accidentally	 to	 match	 up	 in	 their	 phase	 and	
their	local	superposed	effects	strengthen	the	stimulated	emission.

The	excited	laser	molecules	act	as	the	material	detectors	to	make	the	superpo-
sition	effects	become	manifest.	If	the	mirror	is	displaced	from	the	(D2/λ)	posi-
tion,	the	“superposed”	diffraction	pattern	does	not	match	the	phase	condition	
on	the	laser	array	and	they	do	not	get	phase	locked.	Further,	if	the	Talbot	mirror	
is	removed,	the	“diffraction”	pattern	evolve	as	incoherent	superposition	of	the	
N	individual	laser	beams.	The	Talbot	images	in	the	near	field	are	actually	quite	
complex	along	with	phase	shifts	and	there	are	actually	multiple	Talbot	planes,	
shown	in	Fig.	25.2	(top)	[18].	We	have	exploited	the	second	sub-image	plane	to	
discriminate	against	higher	order	spatial	modes	by	inserting	appropriate	phase	
aperture.	The	model	of	photon	as	an	indivisible	but	non-local	vacuum	oscilla-
tion	(Fourier	monochromatic	mode)	brings	conceptual	confusion	as	to	how	it	
can	undergo	such	rapid	spatial	variations	across	such	a	large	angular	and	spa-
tial	domain	in	the	near	field	without	invoking	classical	diffraction	theory.

Lande’s	quantized	scattering	model	[20]	will	require	arbitrary	changes	in	the	
quantization	of	the	angles	to	different	sets	of	values	depending	upon	where	
one	 places	 the	 detector	 plane	 (various	 Talbot	 images	 or	 the	 far	 field).	 This	
implies	precognition	capability	by	the	photons	as	to	where	the	experimenter	
places	the	detector.	In	contrast,	the	model	of	photon	as	a	classical,	time-finite	
wave	packet	with	a	unique	carrier	frequency,	propagating	out	as	per	classical	
diffraction	and	superposition	theory	while	freely	associating	with	other	wave	
packets,	gives	us	complex	results	along	with	a	causally	congruent	picture.

25.4 simple two-Beam Holography experiment

We	know	that	when	two	light	beams	cross	each	other,	 they	propagate	out	
unperturbed	by	each	other.	Light	does	not	 interfere	with	 light.	But,	when	
we	place	a	holographic	plate	to	record	the	fringes,	we	perturb	the	two	wave	
fronts	due	to	spatially	differential	absorption	of	energy	during	the	time	of	
exposure	[21].	So,	the	two	beams	should	suffer	amplitude	modulations,	giv-
ing	rise	to	some	diffraction	effects.	To	our	“first	order”	accuracy	we	could	not	
detect	any	diffraction	during	the	live	detection	process	of	the	fringes	with	a	
hologram	at	the	beam	intersection	(Fig.	25.3	“Bottom-right”).	We	repeated	the	
experiments	from	1/30th	of	a	second	to	180	seconds	of	exposure	by	reducing	
the	beam	intensity	by	a	factor	of	5.4	×	103	to	keep	the	hologram	density	(after	
similar	development	conditions)	the	same	for	reconstruction	purposes.

Unlike	 photo	 refractive	 and	 photo	 chromic	 materials,	 photographic	 plates	
do	 not	 experience	 any	 appreciable	 index	 change	 with	 low	 light	 exposure	 in	
the	absence	of	development.	From	this	stand	point,	 the	absence	of	diffraction	
by	 any	 of	 the	 crossing	 beam	 during	 live	 exposure	 may	 be	 acceptable.	 How-
ever,	we	are	asking	a	more	subtle	question.	How	do	the	light	beams	propagate		
unperturbed	even	during	the	process	when	the	beams	are	depositing	spatially	
varying	energy?	Is it because the finite time that it takes for the detecting dipoles to absorb 
energy provides the light beams the time to readjusts their original wave front integrity?
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We	know	that	the	beams	suffer	diffraction	when	the	developed	hologram	
is	placed	back	in	the	original	position	as	it	imposes	stationary	amplitude	or	
phase	perturbations	on	the	beams.	It	appears	to	us	that	this	set	of	experiments	
may	be	very	important	and	that	it	is	worth	repeating	it	with	a	lot	more	care	

Holographic plate
or, CCD camera

Mirror

Beam splitter

Diffraction ?
Local energy

re-distribution

FigURE 25.3
How	is	the	energy	re-distribution	managed	by	intersecting	light	beams?	Light	does	not	inter-
fere	 with	 light	 but	 detector	 array	 records	 local	 energy	 re-distribution	 when	 placed	 in	 the	
intersection.	The	transmitted	beams	appear	to	remain	unperturbed	even	when	active	detec-
tion	 remains	 operational	 in	 the	 intersection!	 Top	 left:	 Schematic	 diagram	 for	 a	 two	 beam	
holographic	set	up.	The	angle	of	intersection	of	the	two	beams	was	only	a	few	degrees;	it	is	
greatly	exaggerated	in	the	sketch.	Top	right:	CCD	camera	record	of	the	two	beam	fringes	when	
the	camera	screen	is	symmetrically	placed	where	the	two	beams	intersect.	It	shows	the	local	
energy	re-distribution	Bottom	left:	The	two	intersecting	beams	are	focused	on	the	CCD	camera	
as	 two	separate	spots	beyond	their	point	of	crossing.	They	are	un-influenced	by	each	other	
even	though	they	crossed	each	other	earlier.	Bottom	middle:	A	hologram	of	the	fringes	(like	
top-right)	was	recorded	and	then	replaced	at	the	original	intersection	plane	and	illuminated	
by	 the	beam-1	 (assumed	reference	beam);	 the	beam-2	was	blocked.	The	CCD	picture	shows	
the	focused	spot	for	the	directly	transmitted	reference	beam-1	and	two	of	the	very	weak,	mul-
tiple	diffracted	orders	from	the	hologram.	[Notice	apparent	narrowing	of	the	central	light	spot	
at	 low	light	 level	compared	to	the	directly	focused	strong	beams	in	bottom-left	picture	[see	
Ref.	6].	Bottom	right:	Failed	attempt	to	record	diffracted	orders	when	a	long	term,	live	exposure	
for	a	hologram	was	going	on	at	the	intersection	of	the	two	beams.	The	direct	beams	were	care	
fully	blocked	off	the	camera	screen.	A	very	small	amount	of	scattered	light	from	the	blocked	
direct	beam	can	be	seen	on	the	left,	but	no	diffracted	orders.
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388 The Nature of Light: What Is a Photon?

and	quantitative	measurements	at	every	step	that	we	did	not	carry	out.	The	
spatial	intensity	distribution	is	given	by	the	square	modulus	of	the	two	ampli-
tudes.	The	unbalanced	amplitudes	in	real	experiments	are	indicated	by	a1	and	
a2.	The	variable	phase	delay	along	the	spatial	axis	is	given	by	τ.

	
I a e a e A Bi t i t( ) cosτ πντπν πν ν= + = ++

2

1
2

2
2 1 2( ) [ ]

	
(25.1)

The	fringe	visibility	is	degraded	by	the	factor	B	=	2a1a2/( );a a1
2

2
2+ 	where,	A	=	

( ).a a1
2

2
2+ 	 The	 traditional	 complex	 representation,	 while	 very	 convenient	 to	

derive	a	quantity	proportional	to	the	absorption	of	light	energy,	hides	a	very	
important	detection	process,	a	short	time	that	is	required	by	the	detecting	
dipole	 to	 respond	 to	 the	 field	 and	 carry	 out	 the	 absorption	 process.	 This	
can	be	appreciated	by	re-writing	the	field	amplitudes	in	real	terms	as	{a1	cos	
2πvt;	a2	cos	2πv	(t	+	τ)}.	Then	the	recovery	of	the	RHS	of	Eq.	25.1	will	require	
accounting	for	a	finite	exposure	time	over	a	few	cycles.	The	time	integration	
is	also	physically	justifiable	because	the	EM	field	energy	is	always	moving	
with	the	finite	velocity,	c.
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T
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0
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(25.2)

25.5 Double-slit Fringes by Holographically Recording  
one slit at a time

From	the	view	point	of	classical	physics,	the	conceptual	model	behind	this	
experiment	 is	 quite	 standard;	 this	 is	 classical	 holographic	 interferometry!	
However,	the	paradigm	of	indivisible	photon	will	encounter	some	concep-
tual	challenge	here	because	the	photons	are	now	required	to	have	a	pre-cog-
nition	of	the	existence	of	an	obstruction	behind	one	of	the	two	slits	before	
propagating	through.	Accordingly,	the	indivisible	photons	must	statistically	
distribute	 themselves	 on	 the	 Fraunhofer	 (spatial	 Fourier	 transform)	 plane	
in	(sinc2)-form	rather	than	in	the	form	of	a	product,	(cos2)(sinc2).	This	has	to	
be	true	because	we	do	not	let	the	obstruction	touch	the	double-slit	screen,	
which	allows	the	photon	to	cross	through	the	slit	to	determine	that	it	cannot	
travel	all	the	way	to	the	Fraunhofer	plane!

The	 experimental	 results	 [22],	 shown	 in	 Fig.	 25.4,	 were	 recorded	 in	 two	
different	ways.	(i)	By	double	exposure	holography,	which	records	both	the	
single	slit	patterns	separately	and	then	reconstructs	the	fringes	holographi-
cally	by	keeping	both	the	slits	blocked.	(ii)	By	real	time	holography,	which	
first	records	only	one	of	the	two	slits,	say	slit-2,	and	reconstructs	the	double-
slit	pattern	by	real	physical	superposition	of	the	signal	arriving	directly	from	
slit-1	with	the	holographically	reconstructed	signal	for	slit-2	(while	the	actual	
slit-2	remains	blocked).	In	our	experiment	we	have	used	a	10mW	He-Ne	laser	
(~3.1016	 photons/second).	 If	 indivisible	 single	 photon	 beams	 really	 existed	
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(3.1	×	10-19	W),	can	one	really	record	such	holograms?	Based	on	Panarella	[6],	
a	minimum	of	3	to	4	photons	equivalent	of	energy	must	be	simultaneously	
present	to	trigger	a	single	photographic	grain	to	become	“exposed”	(chemi-
cally	developable).	Would	these	3	or	4	photons	go	through	a	single	slit	as	a	
single	“clump”	[6]	and	arrive	at	the	right	spot,	or	we	need	multiple	photons	
arrive	at	the	same	spot	but	traveling	through	the	two	slits?

25.6 slowly Moving Double-slit Fringes with small Doppler  
shift on one slit

This	is	a	conceptual	experiment	[23]	designed	to	challenge	the	assertion	that	
any	 attempt	 to	 determine	 which	 slit	 the	 light	 passes	 through	 will	 always	
destroy	the	formation	of	the	interference	fringes.	The	apparatus	of	Fig.	25.5	
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FigURE 25.4
Signals	from	each	one	of	the	double	slits	can	be	recorded	holographically	one	at	a	time	and	
then	 the	 standard	 double-slit	 pattern	 can	 be	 reconstructed.	 Top	 left:	 Geometric	 drawing	 of	
the	 classical	 interpretation	as	 to	how	 the	 signals	 from	each	 slit	 arrives	on	 the	 far-filed	as	a	
sinc-enevelope	(spatial	Fourier	transform,	FT,	of	each	slit)	with	a	finite	tilt	to	generate	the	stan-
dard	cosine	fringes.	Top	right:	Holographic	set	up	consistent	with	the	sketch	shown	in	top-left.	
Bottom	left:	Direct	record	of	 the	traditional	double-slit	pattern	recorded	at	 the	FT	(far	field)	
plane.	Bottom	middle:	Holographic	reconstruction	of	the	double-slit	pattern	from	a	hologram	
that	separately	recorded	the	two	single-slit	patterns	separately.	The	process	is	also	known	as	
double	exposure	holography.	Bottom	right:	Re-generating	the	double-slit	fringes	by	real-time	
holographic	interferometry	–	the	signal	from	the	slit-1	arrives	directly	on	the	hologram	and	the	
signal	from	the	slit-2	is	reconstructed	from	the	holographic	record	(actual	slit-2	remains	closed	
during	this	observation)	[22].
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390 The Nature of Light: What Is a Photon?

consists	of	several	separate	smaller	experiments	that	we	routinely	carry	out	
in	the	laboratory.	We	have	a	pinhole	at	the	center	of	the	plane	that	can	record	
the	standard	double-slit	Fraunhofer	pattern	to	allow	the	collection	of	light	
for	 high	 resolution	 spectrometric	 analysis	 by	 a	 Fabry-Perot	 interferometer	
(FP)	operating	in	the	fringe	mode.	When	the	double-slit	is	illuminated	by	a	
coherent	beam	carrying	a	frequency	ν1,	one	can	observe	the	stationary	cosine	
fringes	on	the	Fraunhofer	plane	and	the	detector,	named	Ch.	1,	will	register	
some	count	since	the	location	has	been	chosen	where	the	FP	forms	the	fringe	
for	 frequency	ν1,	with	a	constructive	 interference	condition,	2dcosθ1	=	mλ1.	
If	one	switches	the	carrier	frequency	of	the	incident	beam	to	be	ν2	[condition,	
2dcosθ2	=	mλ2],	then	only	the	detector,	Ch.	2,	will	register	counts.	Let	us	now	
illuminate	 the	double-slit	with	a	 light	beam	of	 frequency	ν1,	but	 insert	an	
acousto	optic	modulator	behind	the	slit-1	that	generates	a	frequency	ν2.	The	
cosine	fringes	on	the	Fraunhofer	plane	will	now	be	given	by:

	 I e ei t i t( ) [ cos {(( )τ π ν νπν πν τ= + = +1 2| |2 2 2
12 1 2+ - 22 2) }]t - ν τ 	 (25.3)

These	spatial	fringes,	as	usual,	defined	by	the	spatial	delay	τ	along	the	spatial	
axis	 [see	 Eq.	 25.1],	 are	 temporally	 modulated	 by	 the	 difference	 frequency,	
(ν1−ν2),	which	is	the	traditional	beat	frequency.	A	pico	second	streak	camera,	
covering	a	segment	of	the	Fraunhofer	plane	can	easily	record	these	moving	
fringes	as	long	as	the	beat	frequency	is	in	the	domain	of	GHz	or	less.	Now,	if	
we	pay	attention	to	the	detectors,	Ch.	1	and	Ch.	2,	behind	the	FP	spectrometer,	
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FigURE 25.5
It	is	possible	to	determine	that	the	double	slit	pattern	is	actually	due	to	the	superposition	of	two	
signals	traveling	separately	through	each	slit	and	arriving	at	the	detector	plane	with	different	
relative	phase	delays.	In	the	above	experiment	the	identifier	is	a	Doppler	frequency	shifter,	ν1	to	
ν2.	This	makes	the	double-slit	fringes	at	the	Fraunhofer	plane	spatially	move	through	a	point	at	
a	rate	of	the	beat	frequency,	δν	=	(ν1–ν2).	A	high	resolution	spectrometer	behind	the	Fraunhofer	
plane	can	separately	count	the	photons	corresponding	to	each	frequency	and	the	counting	will	
show	precise	coincidence.	A	spatial	segment	on	the	Fraunhofer	plane	can	be	intercepted	by	a	
fast	Streak	Camera	to	record	the	fringes,	albeit	moving	spatially	[23].
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we	should	be	able	 to	 identify	 the	ν2-photons	as	 those	coming	 through	the	
slit-2	after	undergoing	Doppler	shift	by	the	AOM	and	the	ν1-photons	coming	
through	the	slit-1.

This	 is	 not	 a	 “Gedanken”	 experiment.	 This	 is	 an	 experiment	 that	 does	
not	challenge	the	current	technology	at	all.	Does	it	resolve	the	paradigm	of	
“single-photon	 interference”	 unambiguously?	 No,	 but	 the	 purpose	 of	 this	
chapter	is	to	underscore	that	interference	is	always	the	result	of	real	physi-
cal	superposition	of	more	than	one	signal	on	a	quantum	detector	carrying	
more	than	one	phase	information	(traveling	through	more	than	one	path).	
“Which	way”	can	be	determined	without	destroying	the	fringes,	if	we	use	a	
fast	enough	detector.

25.7 spatial Localization of Mach-Zehnder Fringes Using  
Polarization

This	experiment,	actually	carried	out	in	our	laboratory,	exploits	the	quantum	
properties	of	the	detectors	that	the	same	dipole	cannot	execute	two	orthogo-
nal	undulations	at	the	same	moment	in	the	linear	domain.	Since	light	does	not	
interfere	with	light,	the	absence	of	fringes	(local	re-distribution	in	detected	
energy)	due	to	the	superposition	of	orthogonally	polarized	light	beams,	has	
to	be	atributed	to	the	intrinsic	properties	of	the	detectors,	not	that	of	light.	
Fig.	25.6	gives	 the	schematic	diagram	of	 the	Mach-Zehnder	 interferometer	
(MZ),	the	recorded	fringes	and	the	schematic	representation	of	the	presence	
and	absence	of	spatial	fringes	over	the	screen.

Good	visibility	fringes	are	recorded	when	the	state	of	linear	polarization	
is	deliberately	set	 to	be	parallel.	Then,	 turning	 the	 two	parallel	polarizers	
in	the	two	arms	of	the	MZ	by	45°	in	the	opposite	directions,	the	fringes	are	
completely	destroyed.	But,	 insertion	of	a	linear	polarizer,	exactly	bisecting	
the	90°	restores	the	interference	fringes.	To	underscore	the	locality	of	inter-
ference	(detectors	carry	out	the	superposition	process),	we	deliberately	made	
the	fringe	restoring	polarizer	physically	smaller	than	the	total	beam	size.

Only	 behind	 the	 polarizer	 the	 two	 transmitted	 beams	 are	 now	 polar-
ized	 parallel	 and	 the	 detecting	 dipoles	 now	 can	 oscillate	 either	 strongly	
(bright	 fringes)	 wherever	 the	 superposed	 two	 E-vectors	 are	 in	 phase,	 or	
they	do	not	oscillate	(dark	fringes),	wherever	the	superposed	two	E-vectors	
are	out	of	phase.	Outside	the	polarizer	on	the	detector	screen,	the	dipoles	
can	respond	to	either	one	of	the	E-vectors,	not	to	both,	irrespective	of	their	
phases;	accordingly,	the	energy	absorption	is	uniform	without	modulation.	
Mathematically,	this	is	traditionally	taken	care	of	by	the	vector	product	of	
the	dipole	undulations:

	 I de de d d di t i t( ) cos)τ πν πν τ=| + | = ++ 2
� � � �

2 2 22( [ ⋅ 22πντ] 	 (25.4)

44249_C025.indd   391 6/24/08   12:17:41 PM



392 The Nature of Light: What Is a Photon?

Here	 d
�

	is	the	electric	field	induced	dipole	vector.	The	interference	cross	term	
vanishes	when	the	two	orthogonal	fields	try	to	stimulate	the	same	detecting	
dipole	at	the	same	instant.

25.8 spatial and temporal Localization of Mach-Zehnder  
Fringes by superposing train of translated Pulses 
with separate Beam Diameters

The	purpose	of	this	experiment	is	to	raise	further	doubts	on	the	concept	of	
non-locality	of	photons	when	one	can	easily	confine	the	energy	of	electromag-
netic	fields,	both	in	space	and	in	time,	simply	by	using	optical	components	
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FigURE 25.6
Mach-Zehnder	(MZ)	fringes	are	underscored	using	a	small	piece	of	Polaroid	 in	front	of	 the	
detector	 screen	 when	 the	 two	 superposed	 MZ	 beams	 are	 deliberately	 made	 orthogonally	
polarized.	Top:	MZ	interferometer	with	four	polarizers	to	assure	proper	manipulation	of	the	
state	of	polarization	while	keeping	the	amplitudes	of	the	two	beams	very	closely	equal.	Bottom	
left:	The	two	states	of	polarizations	are	parallel	in	the	two	MZ	arms.	Bottom	middle:	The	two	
states	of	polarizations	are	orthogonal	to	each	other	in	the	two	MZ	arms	indicating	complete	
loss	of	fringe	effect,	except	in	the	middle	where	a	linear	polarizer	is	placed	right	on	the	detec-
tor	plane	bisecting	the	two	orthogonal	directions.	Bottom	right:	Three	different	depictions	of	
the	intensity	record	on	the	detector	plane.	The	top	curve	describes	the	situation	shown	at	bot-
tom	left.	The	straight	middle	curve	depicts	the	situation	for	the	bottom	middle	figure	outside	
the	Polaroid.	Its	bottom	curve	indicates	the	re-appearance	of	the	fringes	just	behind	the	small	
Polaroid	(bottom	middle).
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and	 modulators.	 This	 is	 another	 experiment	 not	 yet	 carried	 out	 but	 quite	
feasible	 with	 the	 standard	 off-the-shelf	 technologies.	 Consider	 the	 MZ	 of	
Fig.	25.6	(“Top”)	illuminated	by	a	train	of	square	pulses,	derived	from	a	sta-
bilized	CW	laser	by	a	high	speed	amplitude	modulator.	The	pulses	can	be	
combined	at	the	output	of	the	MZ	with	variable	temporal	delay	(i)	either	to	
exactly	match	the	simultaneous	temporal	superposition	of	the	pulses	from	
the	two	arms	on	the	detector,	 (ii)	or,	 to	completely	mismatch	their	 time	of	
arrival	on	the	detector.

When	 the	pulses	are	 time	synchronous	on	 the	detector,	one	can	record	
perfect	fringes	with	simple	slow	detectors	like	photographic	plate	that	inte-
grates	the	signal	over	the	entire	period	of	exposure.	Remember	that	due	to	
delay,	this	interference	is	due	to	simultaneous	presence	of	different	pulses,	
and	hence	due	to	superposition	of	different	time	delayed	photons.	When	the	
pulses	are	exactly	asynchronous	(never	simultaneously	present	together	on	
the	detector),	there	will	be	uniform	intensity	record	but	no	fringes.	The	cross	
term	 between	 the	 two	 amplitudes	 is	 absent	 because	 the	 detector	 dipoles	
could	not	experience	the	simultaneous	stimulation	by	the	two	amplitudes	
at	the	same	time.	This	point	also	underscores	again	that	the	effect	of	super-
position	 becomes	 manifest	 only	 through	 the	 participation	 of	 the	 detector	
dipoles.

If	one	now	drastically	reduces	the	photo	count	by	reducing	the	input	beam	
energy,	 the	 appearance	 of	 the	 fringes	 will	 require	 long	 time	 integration.	
Does	this	classic	“click-by-click”	 integration	to	build	up	the	fringe	pattern	
imply	 the	 indivisible,	 non-local	 photons	 could	 anticipate	 the	 arrangement	
of	the	entire	apparatus	to	arrive	at	the	right	location	of	the	potential	fringe?	
This	cannot	be	right	because	now	the	photons	in	the	time	domain	have	been	
confined	within	the	pulse	width	and	one	can	validate	that	the	“clicks”	can	be	
registered	only	within	this	allowed	periodic	time	intervals.	Further,	one	can	
choose	an	interferometer	many	nano	seconds	long	while	the	photons	can	be	
kept	confined	within	the	pulse	width	of	a	few	pico	seconds.	The	implication	
is	that	the	paradigm	of	“non-local	photon”	is	self-contradictory.

If	the	beam	size	in	one	of	the	two	MZ	arms	is	telescoped	down	to	a	smaller	
size	than	the	other	one,	the	fringes	will	be	visible	only	over	the	smaller	beam	
size;	the	out	side	will	register	energy	without	fringes.	This	spatial	confine-
ment	is	some	what	similar	to	the	experiment	of	Fig.	25.6	where	the	fringes	
were	restored	just	behind	a	small	polarization	parallelizing	element.

If	the	MZ	beams	are	collimated	and	are	of	exactly	the	same	amplitude	and	
physical	shape,	and	further,	if	they	are	superposed	on	the	final	beam	split-
ter	surface	at	an	angle	such	that	they	create	perfect	co-linearity	between	the	
transmitted	beam	from	one	beam	with	the	reflected	counter	part	of	the	other	
beam,	then	the	total	energy	contained	in	both	the	beams	will	be	re-directed	
only	in	one	of	the	two	allowed	directions,	based	on	the	relative	phase	condi-
tions.	Again,	this	energy	re-direction	can	take	place	only	through	the	media-
tion	of	the	dipoles	on	the	surface	of	the	beam	splitters	and	the	derivation	was	
done	more	than	a	century	ago	using	Lorentzian	dipole	model	and	Maxwell’s	
equations,	without	the	advantage	of	quantum	mechanics.
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summary

We	do	not	see	light	without	the	mediation	of	other	materials.	Light	beams	
do	not	interfere	with	each	other	without	the	mediation	of	interacting	materi-
als	(detectors).	It	is	logically	inconsistent	that	we	should	be	able	to	produce	
a	new	phenomenon	of	interference	between	light	beams	without	the	media-
tion	of	detecting	materials	simply	by	reducing	the	intensities	to	arbitrary	low	
values.	So,	the	paradigm	of	non-local	and	indivisible	single	photon	produc-
ing	 interference	 effect	 should	 be	 carefully	 revisited	 [3–8].	 Even	 the	 use	 of	
Bell’s	inequality	to	justify	non-locality	has	been	logically	questioned	[24;	see	
also	Chapter	6].

We	presented	a	number	of	actual	and	potential	experiments	to	underscore	
that	the	effects	of	superposition	of	light	beams	can	become	observable	only	
when	 some	 appropriate	 detector	 is	 capable	 of	 simultaneously	 responding	
to	all	the	superposed	fields	arriving	through	all	the	allowed	paths.	All	the	
fields	must	also	be	physically	present	simultaneously	on	the	detector	(both	in	
space	and	in	time)	so	the	detector	has	the	causal	opportunity	to	act	on	all	of	
them	(or	be	simultaneously	influenced	by	all	of	them)	and	register	the	effect	
of	superposition.	Photons	definitely	contain	a	sharply	defined	quantum	of	
energy	∆E	=	hn	at	their	birth.	But,	how	do	they	evolve	as	they	propagate?	It	is	
worth	modeling	their	evolution	(propagation)	as	classical	wave	packets	fol-
lowing	the	classical	diffraction	theory	that	allows	them	to	evolve	collabora-
tively	(superposition	principle)	into	new	wave	packets	by	sharing	energies	
in	space	and	time	such	that	their	energy	loss	by	diffraction	is	minimized	in	
their	long	journey!	Without	first	finding	validated	failure	of	classical,	causal	
diffraction	theory,	it	is	premature	to	accept	a	non-causal	model	for	photons	
that	is	simultaneously	indivisible	and	non-local.
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Abstract

As low light detection technologies are advancing, novel experiments like 
single molecule spectroscopy, quantum computation, quantum encryption 
are proliferating. Quantum mechanical detectors can produce only discrete 
“clicks” at different rates based on the propagating field energy flux through 
them, irrespective of whether the photons are divisible or indivisible packets 
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398 The Nature of Light: What Is a Photon?

of energy. This is because electrons are quantized elementary particles and 
they are always bound in quantized energy levels in different quantum sys-
tems. Highly successful quantum formalism is not capable of providing the 
microscopic picture of the processes undergoing during QM interactions; 
that is left to human imaginations allowing for sustained controversies and 
misinterpretations. This chapter underscores the paradoxes that arise with 
the assumption that photons are indivisible elementary particles based on 
the obvious but generally ignored fact that EM fields do not operate on (inter-
fere with) each other. Then we propose that atomic or molecular emissions 
emerge and propagate out as space and time finite classical wave packets. 
We also suggest experiments to validate that the amplitude of a photon wave 
packet can be split and combined by classical optical components using the 
specific example of an N-slit grating.

26.1 Introduction

The current scientific culture accepts that light energy constitutes dis-
crete indivisible packets of energy, we call photons. The concept is sup-
ported by underscoring that in all photoelectric emission experiments 
only an integral number of electrons are emitted. But electrons being 
quantized themselves and always bound to quantized energy levels, dis-
crete photoelectron emission does not establish beyond doubt that the EM 
field energy constitutes only indivisible packets of energy. Let us briefly 
review the origin of the quantized photon concept. A little over a century  
ago in 1903 Planck introduced the concept that light energy is emitted 
and absorbed by atoms and molecules with discrete quantized amount 
of energy hn and a unique carrier frequency n. His idea was to correctly 
map the measured energy distribution of frequency-continuous black-
body radiation. His proposal also easily accommodated the measured 
discrete frequency spectrum of many gas-discharge emissions, both ter-
restrial and cosmic, given by already known Rydberg formula. But Planck 
never accepted that the photons themselves, containing quantized energy 
at emission, were indivisible packets as they propagate out. Einstein pro-
posed in 1905 that the photons might behave like indivisible packets of 
energy to explain the contemporary photoelectric emission experiments. 
However, he was strongly doubtful in the later part of his life whether he 
understood what a photon is [see Chapter 1]. Because of such prevailing 
doubts, we took the effort to publish the reference-1 that brings together 
the views of five global experts in quantum optics. Recently Goulielmakis 
et al. [2, or Chapter 27] has published a paper describing the success-
ful direct measurement of the sinusoidal undulation of the electric field 
strength of a carefully generated laser pulse with Gaussian-like envelope 
containing barely five cycles of light. If this pulse consisted of indivisible  
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photons, then the electric vectors of the photons in the pulse were march-
ing in remarkable unison to each other mimicking Maxwell’s classical 
description of an EM pulse. Since laser pulses are manipulatable by vari-
ous established techniques, one can conclude that the photons can have 
flexible temporal amplitude envelopes. Then we face the contradiction that 
a photon with a uniquely defined frequency n at the moment of emission 
can have different temporal envelopes as it propagates through differ-
ent optical systems that manipulates the pulse shapes. This would con-
flict with the time-frequency Fourier theorem that customarily dictates 
what the spectrum of a time-finite signal should be. Lamb, whose work 
gave credence to the quantum electrodynamics, also has shown consis-
tent critical views against associating a discrete photon with the emission 
of a discrete photo electron [3, 4]. Further, Panarella [5] has experimen-
tally demonstrated that a minimum of four photon equivalent energy is 
required to detect discernable diffraction pattern at very low light levels. 
This clearly raises doubt regarding one-to-one correspondence for pho-
toelectron emission. Comprehensive classical and quantum treatments of 
photo detection processes are given by Mandel and Wolf [6].

This chapter underscores the reasons for holding healthy doubts against 
the concept of photon as an indivisible elementary particle. We propose that 
photons are space and time finite classical wave packets that propagate out from 
light emitting atoms and molecules following Huygens-Fresnel principle. Our 
key logical platform derives form the commonsense fact, neglected in the 
books and literature that electromagnetic fields do not interfere with or 
operate on each other. Well formed light beams cross through each other 
without redistributing their spatial or temporal energy distributions. The 
effects of superposition of EM fields become manifest when the right detector mol-
ecule, allowed by QM rules, is able to respond to all the fields superposed on it, 
there by summing all the filed induced effects and absorbing proportionate amount 
of energy. QM formalism does not restrict simultaneous energy absorption 
from multiple sources. In fact, that is what the prescription given by the 
Superposition Principle. We have spent a considerable amount of time look-
ing at the various aspects of optical phenomena where two or more optical 
beams are simultaneously superposed, but the superposed EM fields do 
not interfere [7–17].

We discuss first Einstein’s photoelectric equation to emphasize the role 
played by detectors (atoms and molecules). We present the semi classical 
description of the photo detection process. After that we give some examples 
of paradoxes if we use the notion that light beams interfere with each other 
by themselves. Next we present results and implications of an important 
experimental observation made by Panarella [5] using low level light. In the 
next section we discuss our photon wave packet model (rapidly rising expo-
nential pulse envelope amplitude) and compare with a pure exponential 
model. The finite time and finite energy associated with photo induced tran-
sitions is then discussed. Finally, we discuss the implications of our divisible 
photon model.
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26.2 Einstein’s Photoelectric Equation

Our position is that Einstein’s photoelectric equation does not establish 
photons as indivisible packets of energy beyond any doubt. Since electrons 
are quantized elementary particles, they can be detected only as indivisible 
particles. Also electron transition (binding) energy is always quantized to a 
characteristic value DE = hn in all quantum systems. A particular quantum 
system must first undulate like a dipole at a frequency n while holding the 
electron before it can absorb energy DE and release the electron. Einstein’s 
1905 paper on photoelectric effect reflects the experimental observations of 
Hertz (1887) and others after him. In all these early experiments electrons 
were released free from metal plates and measured as a current through 
a collection plate whose voltage was manipulated to measure the kinetic 
energy of the free electrons. Einstein correctly formulated the observed 
results as if a photon carries a packet of energy hn which is expended to pro-
vide the binding energy of the electron in the metal (work function) and the 
rest is used by the electron as its kinetic energy (KE) as a free particle. This 
is a bound-free transition:

  hn = Work function + Electron KE (26.1)

In contrast, electrons in modern photo detectors undergo bound-bound 
transition (Fig. 26.1). These detectors, including “single photon” counters, are 
essentially semiconductor p-n junction devices where electrons experience 
quantum mechanical (QM) level transition from valance to the conduction 
band after absorbing energy from an incident EM field. The conduction band 
electrons are then measured as a photoelectric current by applying external 
voltage across the p-n junction. In this bound-bound QM transition kinetic 

Figure 26.1
A photon with a higher energy than hnmax will not transfer an electron to the conduction band. 
Unlike Einstein’s photoelectric equation, higher frequency (energy) “photon” does not get 
counted.

∆Emax=hνmax ∆Emin=hνmin

Broad band detector

Valence
band

Conduction
band
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energy does not play any explicit role. The transition can take place as long 
as the incident EM field frequency is such that the equivalent photon energy 
hn is bounded by:

  ( ) ( )max min max maxD DE h h h E= ≤ ≤ =n n n   (26.2)

A photon with higher frequency than hnmax will not help transfer an elec-
tron to the conduction band. Such EM radiation will not be detected by the 
photo detector. A silicon detector can be damaged by intense x-rays, but as a 
device it will keep on reporting that it is in “dark”.

The physical process behind Einstein’s photoelectric emission in free 
space is very different from photo induced photoconduction inside semi-
conductors (p-n, p-i-n, APD, etc.). In the first case, electrons are stimulated 
to acquire kinetic energy from the field and then use a portion of that energy 
to overcome the binding energy of the metal; the rest of the kinetic energy 
remains measurable externally. In the second case, electrons undergo pure 
band-to-band QM transition without acquiring any freely available kinetic 
energy. In fact, avalanche photo diodes (APD) have been constructed where 
one applies voltage gradient across the detector to provide extra kinetic 
energy to the conduction electron such that it can generate more charges 
via collision to provide photoconductive gain within the same structure [18]. 
Let us carefully recapitulate: (i) Electrons are quantized, (ii) their binding 
energies within the material are quantized and (iii) their release or QM level 
change is always stimulated by dipole-like stimulations requiring unique 
frequency n of the EM fields (relations 1 and 2). Thus, photoelectric emission 
or photoconduction current will always consist of discrete number of elec-
trons requiring trigger by unique frequency of the EM field. Accordingly, we 
cannot unambiguously claim that propagating EM field energy definitely 
consists of discrete, indivisible packets. Quantized energy exchange behav-
ior hn and their dipolar behavior with characteristic frequency n may be suf-
ficient to explain relations 1 and 2 without quantizing the EM field itself 
[3,4,19].

26.3 Semiclassical Model Adequately Explains 
Photo Induced Transitions

It is well recognized that for most of the normal photoelectric detection, the 
semiclassical model (without quantization of the EM field) is adequate (3, 4, 
19). Here we will underscore the key processes behind photo induced transi-
tion that are obvious in the semiclassical model. Any EM field incident on 
a material body will attempt to induce dipolar undulation in the constit-
uent atoms and molecules. The total polarization 

�
P t( ) is the sum of linear 
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polarizability χ1 and all the non-linear polarizability χn (n > 1), which are 
intrinsic properties of the medium dictated by the quantum properties of 
the constituents.

 
� � � �

�P t E t E t E t( ) ( ) ( ) ( )= + + +χ χ χ1 2
2

3
3   (26.3)

where 
� �
E t a t t( ) ( )exp[ ].= 2πn

Normally χn << 1 for quantum mechanically un-allowed frequencies. 
When the field frequency n matches with the required energy exchange 
relation,

 DE = hn (26.4)

the polarizability χ1 is strong and the atom undergoes through the quantum 
transitions by absorbing the required amount of energy hn if it is available 
from the field within its vicinity. The detector current is then given by the 
standard square modulus of the field:

 
D t a t t a t( ) ( )exp[ ] ( )= =χ πn χ1

2
1

2 22
 

(26.5)

26.4 Paradox of Non-Interference of Light

It is quite common to explain that no photons arrive at the location of dark 
fringes in a two beam interferometer (Mach-Zehnder, Michelson, Young’s 
double slit, etc.). The implication is that it does not matter whether the light 
beam contains one or multitude of indivisible photons, the outcome will 
always be the same. If photons are really indivisible packets of energy and 
“photon interferes only with itself”, then why do we need phase and fre-
quency coherence properties between different parts of a light beam? Our 
viewpoint is that the belief in “single photon interference” is a highly flawed 
simply because light beams do not interfere with each other, whether they 
contain one photon or trillions of photons. Both classical and QM mathemat-
ical formulations tacitly assume that EM fields do not interact with (oper-
ate on) each other. Then how can crossing light beams redistribute the field 
energy by themselves? Our model of expanding universe is based upon the 
measurement of Doppler frequency shifts of light from distant stars. Light 
from specific stars and galaxies from many light years distance away are 
always crossed by trillions of the light beam from other stars. Yet the Dop-
pler shift remains unchanged characteristic signature of each individual star. 
In our daily life, we have no problem recognizing a face from a distance even 

44249_C026.indd   402 6/24/08   12:18:35 PM



Do We Count Indivisible Photons  403

though the image carrying beam had to cross multitudes of other the light 
beams going in different directions. Well formed light beams do not interfere 
with each other. They pass through each other unperturbed in the absence of 
interacting molecules (detectors). Light does not interfere with light. This is 
why the WDM communication system works. We combine a large number of 
communication channels by wavelength domain multiplexing (WDM) using 
light beam with a distinct set of frequencies and send them through a com-
mon path of hair-thin fiber of tens of kilometer and we separate each chan-
nel by demultiplexing without loosing any data. If light beams of different 
frequencies interacted on each other by themselves, the output signal would 
have become chaotic pulses.

But we do record and measure the absence of any EM field energy at the 
dark fringes due to superposition of coherent beams on a detector array or a 
photographic plate. For two superposed coherent beams of equal amplitude 
with a delay t, the detector response produces sinusoidal fringes:

 D ae ae ai t i t= + = ++| | [ cos( )χ χ χ ππn πn t
1

2
1

2 2
1

2 22 1 2 nnt]  (26.6)

At a location where the two equal amplitudes fields are undulating with 
opposite phases, the detector dipoles cannot execute opposing dipolar undu-
lations at the same time. So they are not stimulated and hence they cannot 
absorb energy from superposed fields. EM field energy passes through them 
since they cannot redistribute their field energy by themselves [11].

26.5 Panarella’s Low Light Level Experiment

In view of the persisting claims of “single photon interference” for almost 
a century, we want to draw attention of the readers to a publication by Pan-
arella [5]. He carried out the measurements of the diffraction patterns due 
to a pin hole illuminated by a CW He-Ne laser beam whose intensity was 
systematically reduced by carefully calibrated steps. He found out that when 
the beam power drops below four-photon equivalent energy, the side lobes of 
diffraction rings cannot be recorded even with prolonged integration time. 
This result conforms to our semiclassical view. The detectors first stimulated 
as dipoles by the superposed fields can undergo QM transition provided 
there was enough field energy within their vicinity to absorb hn amount of 
energy. However, Panarella’s experiment brings up another important ques-
tion. Why does his experiment require the simultaneous presence of more 
than 4-photons to register a “click”? We believe that it is because photons, 
after being emitted by atoms and molecules, propagate as expanding (dif-
fractive) wave packets with reduced energy densities.
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26.6 Photons Are Divisible Classical Wave Packets

The field of optics has been successfully modeling the propagation of light 
beams using the mathematically advanced version of the Huygens-Fresnel 
(HF) principle [20]. The HF integral correctly predicts (i) the emergence of spa-
tial coherence out of completely incoherent thermal light (Van Cittert-Zernicke 
theorem), (ii) near field and far field diffraction patterns due to any simple and 
complex diffracting aperture, (iii) generation inside a laser and propagation 
outside a laser of Gaussian transverse mode pattern, (iv) evolution of spatial 
modes and the propagation characteristics in exquisite details inside simple 
single mode waveguides and the most complex nano-photonic waveguides. 
Quantum Mechanics has not produced any better substitute for HF integral. 
HF integral does not require quantization of EM fields. It is worth noting that 
the quantization of atoms has revolutionized our understanding of the mate-
rial world by providing us with a staggering amount of new knowledge about 
the material world. In contrast, the quantization of the EM field has actually 
suppressed the exploration of the real physical process taking place during 
the detection process of superposed light beams and gave birth to non-casual 
and non-local interpretation of superposition phenomenon. Embedded in HF 
integral are two profoundly important but dialectical characteristics of all 
wave phenomena. A wave is a collective phenomenon that will always have a 
finite space and time extension. The waves propagate as a group even though 
they constantly expand as if they have a built in propensity to diverge but 
evolve into a space-finite sustainable far-field pattern whose divergence angle 
remains constant [20]. Yet, if such a self-sustainable wave front is disrupted, 
the broken wave fronts always regroup themselves into a new pattern whose 
near field pattern and angular divergence evolve again into a new sustainable 
space-finite far field pattern. Thus, the field pattern or amplitudes distribu-
tion of a wave front is constantly evolving, which is equivalent to an evolu-
tion of available energy re-distribution of the field. Describing a light beam 
as consisting of multitudes indivisible photons and make them conform to 
these changing angular redistribution from near field into far field, are beyond 
casual description. Accordingly, we are forced to impose non-casual, non-local 
behavior on the indivisible photons.

We define photons as classical wave packets that evolve after atoms and 
molecules release their quantum of energy DE = hn into the cosmic medium 
as a time finite pulse with a carrier frequency exactly equal to n:

 
� � �
E t a t t a t ei t( ) ( ) cos Re[ ( ) ]= =2 2πn πn

 
(26.7)

In the far field from the atoms and molecules, the wave packet would have 
the physical shape of a Gaussian spatial wave front and a semi-exponential 
temporal envelope (Fig. 26.2 top curve). We are choosing Gaussian spatial 
cross-section in analogy with the spatially stable mode that always evolves 
in laser cavities and in long single mode wave guides [18, see Chapters. 7, 
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8, 9]. The choice of semi-exponential temporal wave envelope derives from 
the well established and measured spectral envelope of the so-called natu-
ral line width of spontaneous emission. Exponential and Lorentzian curves 
form a Fourier transform pair (Fig. 26.2 lower set of curves). It is important 
to recognize that the experimental time integrated spectral fringe shape due 
to a pulse can also be mathematically shown to be the Fourier transform of 
the pulse envelope while the carrier frequency of the pulse determines the 
central location of the spectral fringe [8, 14, 17]. But why choose a semi-expo-
nential pulse envelope? We believe that nothing in the universe can hap-
pen instantaneously or continue over an infinite duration. So it is physically 
impossible to start the rise of a pulse envelope at the peak exponential value 
instantaneously. It must start from zero value and very rapidly rise to the 
required exponential peak value and die down exponentially. We are also 
assuming that this rise time to exponential peak value is extremely short so 
that the Fourier transform of this semi-exponential envelope is still a small 
deviation from the true Lorentzian, the shape of the natural linewidth that 

Figure 26.2
Top: A model for a rapidly rising and exponentially dying photon wave packet envelope with 
carrier frequency n. Bottom Left: Pure exponential (lower curve) and rapidly rising but expo-
nentially dying (upper curve) photon wave packet amplitudes. The pure exponential a(t)  used 
here is given by a(t) = e-t/2t, where t � 1ns . The rapidly rising and exponential dying amplitude 
ar(t) model is given by ar(t) = tre-t/2t, where r = 0.05. Bottom Right: Fourier transform of the pure 
exponential has a slightly larger FWHM (upper curve) than the rapidly rising but exponen-
tially dying amplitude model (lower curve). We have used the frequency of red cadmium light 
as the resonance frequency.
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a traditional spectrometer measures. Our final assumption in constructing 
this semi-exponential pulse is that the electromagnetic energy carried under 
this envelope is exactly DE = hn.

26.7 Finite Time and Energy for A Single 
Photo Induced Transition

Both the proponents and opponents of photons (spontaneous emission from 
individual atoms or molecules) as indivisible packets of energy concur with 
the experimental observations that the transition time required for a photo 
induced transition is extremely short. For visible range (n ~ 1015 Hz) it is in 
the domain of 10-15 seconds or around one femto second. They also concur 
that even at very low intensity, if there is any photo induced transition, it 
always happens within the fs time constant; only the rates of clicks are very 
low. In this context we find the observation of Panarella [5] very interesting. 
At extremely low intensity he was unable to detect the secondary diffraction 
rings even after very long time integration when the low count rate for the 
central disc was still measurable. While Panarella has proposed a “photon 
clump” theory to explain his observation, we are proposing that it is due to 
photons being divisible, diffractively spreading classical wave packets, they pres-
ent much weaker field energy densities at larger diffraction angles.

For photo induced transition to take place, the quantum device must be 
bathed in sea of EM field energy with DE = hn amount of energy within its 
immediate vicinity whose E-vector undulation frequency n matches with that 
for the quantum transition. This will allow the field to induce dipole undu-
lation on the detecting device and trigger the required amount of energy 
absorption provided it is available in its immediate vicinity. It will take the 
EM field at least one cycle, if not more, of time to find its compatibility with 
the QM required dipole frequency n to trigger the quantum transition and 
energy absorption. While this time is finite, it is very short, a few fs, in the 
domain of visible light. So, Panarella’s experiment implies that when the field 
energy density (due to diffraction or wave front spreading) falls below some 
density, the detecting dipoles fail to absorb any energy. So one of the conclu-
sions is that dipoles cannot keep on integrating energy from the flowing weak 
field over a very long period to accumulate DE amount of energy. This is in 
congruence with the photo detecting community. Since we can never produce 
any abruptly rising sharp pulse, we may be ignoring the possibility that low 
energy tails of weak pulses prepare the detectors to undergo rapid transition 
when a sufficient amount of energy becomes available around its vicinity.

To test this possibility, we suggest the following experiment using a planar 
grating that produces multiple higher order diffraction spots with dimin-
ishing intensity. Each measurement should be carried out by illuminating 
the grating with a single short pulse whose input intensity is gradually 
diminished in a series of experiments to see which diffraction orders stop 
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producing photoelectrons. There is an advantage in using a single pulse and 
many diffraction orders with an array of identical detectors. Once a laser-
optical system has been well calibrated to produce a desired single pulse, it 
is easy to reproduce it. Second, the differential stretching of the single input 
pulse at different diffraction orders can be calculated analytically [17]. In 
fact, the peak to peak stretching of a pulse at the m-th order for an N-slit 
planar grating will be T N Nm cm m= =t λ/ . The experiment should first be 
calibrated with CW light to identify at what low intensity levels the differ-
ent orders stop producing photoelectrons. This should then be compared 
with the results for pulsed light. We believe it might reveal whether photo-
electrons require hn quantity of field energy within its immediate vicinity 
for instantaneous (“wave function collapse”) transition or it can accumulate 
energy from the traveling EM field over a finite period including the influ-
ence, if any, of the weak tails of pulses.

So far this N-slit grating experiment has been designed to validate that 
photon wave packets are classical and divisible. Then by the same classical 
model we should be able to synthesize a stronger field out of the many unde-
tectable weak fields. Let us now propose another experiment using the same 
N-slit grating to establish our proposition. This experiment can be done with 
a CW light source assuming that each of the N-slits of the grating has identi-
cal opening and all the slits are illuminated with a uniform amplitude wave 
front. An array of identical detectors placed at the various orders with ample 
intensity in the beam would produce photoelectrons in all the detectors. 
Let us then place a broad opaque aperture with only one single slit match-
ing that of the grating immediately after the grating on a translatable stage. 
This translatable single slit can now allow one to measure the photo count at 
selected places due to any one of the single slit out of the N-slits. Then one 
can reduce the input intensity to the minimum level that just stops the photo-
electron production even after long integration time (except inevitable steady 
dark current). Then we remove the broad screen to allow all the N-diffracted 
wave fronts to arrive on the detection plane. The new intensity will now be 
( )minN i 2 or N2imin, where imin is the intensity passing through one slit. With a 
typical 5 cm grating with N = 3 × 104 slits one can enhance intensity by a fac-
tor of 9 × 108. We believe that under this new condition, photoelectrons can be 
counted again. The above two proposed experiments will establish that pho-
tons are classical wave packets that can both be split by optical components 
and recombined by detectors with proper experimental set up.

26.8 What Are the Possible Impacts if Photons Are Divisible 
Wave Packets?

First, the unnecessary claims that interference phenomenon is non-local 
can be replaced by a causal and local model without compromising any 
prediction of quantum mechanics [7]. Of course, we will have to give up 
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the interpretation that each photoelectron implies the registration of a spe-
cific indivisible photon. We will have to give up the notion that no photons 
arrive at the location of the dark interference fringes. We also have to give 
up Dirac’s statement, “Each photon then interferes only with itself. Inter-
ference between two different photons never occurs” [21]. And, of course, 
those conceived experiments that literally require the production, propa-
gation, manipulation and detection of the same original indivisible pho-
ton, will have to be re-designed. EM field wave packets change constantly 
through incessant diffractive propagation. Also as a photon propagates 
through a material medium, it interacts with the dipoles of the medium and 
emerges as a different photon undergoing various changes in amplitude, 
phase, polarization and frequencies, depending upon the incident beam 
intensity and the polarizability χn of the medium. One should recognize 
that if photons were really indivisible and independent packets of energy 
and they can use their non-local properties to determine which place in 
an interferometer to appear or disappear from, then we should not have 
required any phase coherence property for superposition measurements 
(interferometry). The phase coherence is required by the detecting dipoles 
when they try to sum the induced dipole undulation amplitudes due to 
all the superposed fields at the same time. This is why the superposition 
effects necessarily have to be local (volume of the participating detecting 
molecules).
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Direct Measurement of Light Waves

E. Goulielmakis,�* M. Uiberacker,�* R. Kienberger,� A. Baltuska,� 
V. Yakovlev,� A. Scrinzi,� Th. Westerwalbesloh,2 U. Kleineberg,2 
U. Heinzmann,2 M. Drescher,2 F. Krausz�,�†

The electromagnetic field of visible light performs ~1015 oscillations 
per second. Although many instruments are sensitive to the amplitude 
and frequency (or wavelength) of these oscillations, they cannot 
access the light field itself. We directly observed how the field built 
up and disappeared in a short, few-cycle pulse of visible laser light 
by probing the variation of the field strength with a 250-attosecond 
electron burst. Our apparatus allows complete characterization of 
few-cycle waves of visible, ultraviolet, and/or infrared light, thereby 
providing the possibility for controlled and reproducible synthesis of 
ultrabroadband light waveforms.

Although the wave nature of light has long been known, it has not been 
possible to measure directly the oscillating field of light. Radiation in the 
visible and higher frequency spectral ranges can so far only be characterized 
in terms of physical quantities averaged over the wave period. Nonlinear 
optical techniques now allow measurement of εL(t), the amplitude envelope, 
and ωL(t), the carrier frequency, as a function of time t, for light pulses with 
durations that approach the wave cycle (1, 2). The carrier-envelope phase ϕ, 
which determines the timing between εL(t) and ωL(t), can also be measured 
(3). These measurements rely on carrier-envelope decomposition, which is 
physically meaningful only as long as the frequency spectrum of the wave is 
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confined to less than one octave (4). If the radiation is composed of frequen-
cies spanning a broader range (5–17), direct access to the field is required. 
Attosecond pulses of extreme ultraviolet (XUV) light were predicted to suit 
for this purpose (18, 19). We report the direct measurement of the buildup 
and disappearance of the electric field of a light pulse through the use of an 
attosecond probe.

The electric field is defined as the force exerted on a point charge of unit 
value. Its conceptually most direct measurement must therefore rely on mea-
surement of this force. In a light wave, the electric field EL, and hence the force 
F = qEL it exerts on a particle with charge q, are subject to rapid variations. 
Access to this force is possible only if the probe charge is instantly placed in 
the field, i.e., within a time interval τprobe over which the temporal variation 
of the force is “frozen”, i.e., τprobe << T0 = (2π)/ωL, where T0 is the wave period. 
The probe charge can be launched into the field by knocking electrons free 
from atoms or ions instantly. In a linearly polarized wave, the change of the 
electrons’ momentum ∆p r t( , )

�
 at location �

r and time t along the direction of 
the electric field is given by

 

∆ = ′ ′ =
∞

∫p r t e E r t t eA r t
t

( , ) ( , ) ( , )
� � �

L L
d

 

(27.1)

where e is the electron charge and A r tL( , )
�

 is the vector potential of the elec-
tric field E r t E r t kz tL L L( , ) ( , ) cos( )

� �
= − +0ε ω ϕ , where E0 is the maximum field 

amplitude, and k is the wave vector. In our analysis, we assumed the wave to 
propagate along the z direction, and t = treal – z/vg was defined in a retarded 
frame to yield t = 0 as locked to the peak of the pulse travelling at the group 
velocity vg.

The relation E r t A r t tL L( , ) ( , )/
� �
= −∂ ∂  implies that measuring the momentum 

boost ∆p r t( , )
�

 imparted to the freed electrons by the field at the location 
�
r 

at two instants differing in time by δt << T0/4 will yield the electric field 
strength and direction directly as E r t p r t t p r t t e tL( , ) [ ( , / ) ( , / )/ ].

� � �
= ∆ − − ∆ +δ δ δ2 2

This measurement procedure relies on a momentary release of the electrons 
within τprobe ≤ T0/4. For near infrared, visible, and ultraviolet light, this condi-
tion dictates that τprobe < 1 fs. Varying the timing of such a subfemto-second 
electron probe across the laser pulse provides complete information on the 
electric field of the light wave.

These considerations suggest that the electron probe needs to be localized 
not only in time to a tiny fraction of the wave period T0, but also in space to 
a tiny fraction of the wavelength λL of the light wave to be measured. The 
latter requirement can be substantially relaxed if we trigger the electron 
release with an energetic photon pulse that copropagates with the laser wave 
in a collinear beam (Figure 27.1). Because the timing of the probe electrons 
relative to the light field is invariant to space in this case, in a gently focused 
laser beam they can be released and are subsequently allowed to move 
over distances substantially larger than λL, in a volume within which the  
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spatial variation of the field amplitude εL( , )
�
r t  is negligibly small for a fixed 

value of t.
Putting the above concept into practice requires the electron probe to be 

scanned through the entire laser pulse. For each newly set timing t, measure-
ment of the momentum shift ∆p(t) of the probing electrons requires the laser 
pulse to pass through the measurement apparatus again. Full characteriza-
tion of the light waveform is therefore only feasible if it can be reproducibly 
generated for repeated measurements. Another equally important prerequi-
site for implementation of the above concept is the availability of an ener-
getic instantaneous excitation (for launching the probing electrons) that is 
not only confined temporally to a fraction of 1 fs but is also synchronized 
to the light wave with similar accuracy. With the generation of waveform 
controlled, intense, few-cycle light pulses (20) and their successful applica-
tion to producing single 250-as XUV pulses synchronized to the driver 
light wave (21), these preconditions are now fulfilled. The waveform-con-
trolled pulses—after having produced the attosecond photon probe—allow 
through nonlinear optical frequency conversion the synthesis of reproduc-
ible, synchronized, ultrabroadband, few-cycle waveforms (5–17). These 
can be repeatedly sent into the measurement apparatus with exactly the 
same waveform, and the subfemtosecond XUV pulse is able to produce the  

Figure 27.1
Schematic of the measurement principle. A few-cycle pulse of laser light, together with a syn-
chronized subfemtosecond XUV burst, is focused into an atomic gas target. The XUV pulse 
knocks electrons free by photoionization. The light electric field EL(t) to be measured imparts 
a momentum change to the electrons (black arrows), which scales as the instantaneous value 
of the vector potential AL(t) at the instant of release of the probing electrons. The momentum 
change is measured by an electron detector, which collects the electrons ejected along the 
direction of the linearly polarized E r tL( , )

�
.
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Electrons
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electrons by photoionization for probing the oscillating light field with suf-
ficient temporal resolution.

The electrons knocked free from the atoms by the XUV pulse can be most 
conveniently detected if the direction of their movement is left unchanged 
by the light field. This applies if electrons are detected within a narrow cone 
aligned with the electric field vector of the linearly polarized laser wave 
along the x direction and are ejected with a large-enough initial momentum 
pi to fulfill | pi | > |∆pmax|, where ∆pmax is the maximum momentum shift 
induced by the field. A large initial momentum also benefits the measure-
ment by enhancing the change of the electrons’ kinetic energy ∆W, according 
to ∆W ≈ (pi|m)∆p, and m is the electron’s mass. This expression, together with 
Eq. 27.1, implies that the energy shift scales linearly with both the electric 
field and the wavelength of the light field to be probed (22). The importance 
of a large ∆W lies in the facts that the probing electrons are emitted with 
an inherent uncertainty δWprobe ≈ < = h/τprobe (where h is Planck’s constant h 
divided by 2π) and that the dynamic range over which the light field strength 
can be reliably measured scales with ∆Wmax/δWprobe (∆Wmax is the maximum 
shift in the pulse).

Measurement of EL(t) over a substantial dynamic range requires a ∆Wmax of 
several tens of electron volts. For an initial kinetic energy of Wi ≈ 100 eV, this 
condition is satisfied for E0 < 108 V/cm for near-infrared light and requires E0 ≈ 
3 × 108 V/cm for ultraviolet light (22). Noble gases with a low atomic number 
(such as helium and neon) safely resist ionization by a few-cycle field at these 
field strengths (23). The accuracy of definition of the location �r is dictated by 
the size of the volume within which ε( , )

�
r t  is approximately independent of 

�
r. If the field is probed in the beam focus, this condition requires the probing 
electrons to be confined—during their interaction with the laser field— lat-
erally (xy) and longitudinally (z) to a small fraction of the diameter and to the 
confocal parameter of the beam, respectively.

In a proof-of-concept experiment, we directly measured the EL(t) of the 
few-cycle laser pulse used for producing the attosecond photon probe 
(Figure 27.1). Linearly polarized, waveform-controlled, < 5-fs, 0.4-mJ, 750-nm 
(T0 = 2.5 fs) laser pulses (20), with carefully optimized values of ϕ, and E0, 
produce single 250-as XUV pulses at (hωxuv)mean = 93 eV in a gas of neon 
atoms (21). The XUV pulse copropagates with the laser pulse in a collin-
ear, laserlike beam to a second neon target placed in the focus of a spheri-
cal, two component, Mo/Si multilayer mirror (21). The mirror, of 120-mm 
focal length, reflects XUV radiation over a band of ~9 eV, centered at ~93 
eV. Consequently, the XUV pulse sets electrons free by photoionization with 
an initial kinetic energy of p m Wi

2 2/ ,= −h xuvω  (where Wb is the electron’s 
binding energy) spread over an ~9-eV band, implying that δWprobe ≈ 9 eV. The 
electrons’ energy shift ∆W(t) ≈ e(pi /m)AL(t) probes the laser vector potential. 
The volume of light-field probing is defined laterally by the < 10-µm diam-
eter of the XUV beam at its waist and longitudinally by the <50-µm size 
of the neon jet, which is well confined within the focal volume of the laser 
beam (diameter, >60 µm; confocal parameter, >5 mm). For p mi

2 2 100/ ≈ eV, 
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the electrons traveled less than 1µm within 100 fs and hence remained safely 
confined to the region of constant laser field amplitude.

The field-induced variation of the final energy spectrum of the probe elec-
trons versus delay between the XUV burst and the laser pulse (Figure 27.2) 
reveal, without the need of any detailed analysis, that probing is imple-
mented by a single burst of subfemtosecond duration that is synchronized 
with subfemtosecond accuracy to the measured laser field. EL(t) can now be 
directly (i.e., without any iterative steps) obtained through the procedure 
outlined above (Figure 27.3). From the measured spectrum of the few-cycle 
laser pulse (Figure 27.3, inset), we calculated EL(t) by a simple Fourier trans-
formation on the assumption of absence of spectral phase variations. The 
result, with E0 and ϕ chosen to yield the best match to the measured values, 
is shown in gray. The excellent fit to the measured field evolution indicates 
a near-transform-limited pulse. Its duration was evaluated as 4.3 fs, in good 
agreement with the result of an autocorrelation measurement.

It has been predicted by theory that the few-cycle pulse pumping the XUV 
source has a “cosine” waveform (ϕ ≈ 0) if a single subfemtosecond pulse 
emerges from the ionizing atoms (24). Our results (Figure 27.3) yield the 
experimental evidence. From this measurement, we also learn that the electric  
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Figure 27.2
A series of kinetic energy spectra of electrons detached by a 250-as, 93-eV XUV pulse from 
neon atoms in the presence of an intense <5-fs, 750-nm laser field, in false-color representation. 
The delay of the XUV probe was varied in steps of 200 as, and each spectrum was accumu-
lated over 100 s. The detected electrons were ejected along the laser electric field vector with a  
mean initial kinetic energy of p m h W e e e

i xuv b
h V V=71.5 V2 2 93 21 5/ .≈ − = −ω . The energy shift  

of the electrons versus the timing of the XUV trigger pulse that launches the probing electrons 
directly represents AL(t). arb. u., arbitrary units.
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field points toward the electron detector at the pulse peak and that its strength 
is ~7 × 107 V/cm. With the temporal evolution, strength, and direction of EL(t) 
measured, we have performed a complete characterization of a light pulse in 
terms of its classical electric field.

Direct probing of light-field oscillations represents what we believe to 
be a substantial extension of the basic repertoire of modern experimental 
science. The door to practical applications is opened by the creation of the 
key element of the demonstrated light-field detector, the synchronized atto-
second electron probe, in a noninvasive manner. In fact, our intense <5-fs 
laser pulse appears to be capable of producing the necessary XUV trigger 
burst without suffering any noticeable back-action to its own temporal shape 
(Figure 27.3). After having produced the attosecond photon probe, this pow-
erful few-femtosecond pulse is ideally suited for the synthesis of ultrabroad-
band, few-cycle, optical wave forms (5–17). Being composed of radiation 
extending from the infrared through the visible to the ultraviolet region, the 
resultant few-cycle, monocycle, and conceivably even subcycle waveforms 
will offer a marked degree of control over the temporal variation of electric 
and magnetic forces on molecular and atomic time scales.

These light forces, in turn, afford the promise of controlling quan-
tum transitions of electrons in atoms and molecules and—at relativistic 
intensities—their center-of-mass motion. Reproducible ultrabroadband 
light wave synthesis, a prerequisite for these prospects to materialize, is 
inconceivable without subfemtosecond measurement of the synthesized 
waveforms. Beyond providing the subfemtosecond electron probe for these 

Figure 27.3
EL(t) reconstructed (solid line) from the data depicted in Fig. 2 and calculated (dashed line) 
from the measured pulse spectrum (inset) with the assumed absence of a frequency-dependent  
phase and with E0 and ϕ chosen so as to afford optimum matching to the measured field evolu-
tion, a.u., arbitrary units.

Time t (fs)
–5 0 5 10

Li
gh

t e
le

ct
ric

 fi
el

d,
 E

L(
t)(

10
7 V/

cm
)

8

6

4

2

0

–2

–4

–6

–8

Wavelength, nm
1000 857 750 667 600 545

300 350 400 450 500 550

4
3
2
1
0

Sp
ec

tr
al

 In
te

ns
ity

 (a
.u

.)

Frequency, THz

44249_C027.indd   416 6/24/08   12:19:34 PM



Direct Measurement of Light Waves 417

measurements, the substantial experimental efforts associated with the 
construction and reliable operation of a subfemtosecond photon source will 
pay off in yet another way. The envisioned control of electronic motion with 
light forces can only be regarded as accomplished once it has been mea-
sured. Owing to their perfect synchronism with the synthesized light wave-
forms, the subfemtosecond photon probe will allow us to test the degree of 
control achieved by tracking the triggered (and hopefully steered) motion 
in a time-resolved fashion.
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physical theories of, 52
quantization of, 259, 398
quantized radiation field and, 144–145
quasi-monochromatic, 158
real transmission, 276
rectilinear motion of, 285
relativity and, 8–9
single, 5–6 (See also Single photons)
soliton model of, 199
spin and angular momentum of, 277–278
spontaneous emission of, 45–46
transversality of, 275–276
virtual, 272, 318, 322, 326
Wigner functions of, 67–73

Physical information, 103
Pilot waves, 147
Pions, 133
Planck’s constant, 24, 165, 237–238
Planck’s radiation law, 12, 365
Planck, Max, 3–4, 41, 61, 208, 350
Plane-wave mode expansion, 273
Poincare deformation invariants, 252, 260, 

263, 265
Poincare transformations, 252
Point source, 241–242, 244
Point-like atoms, 155
Poisson equation, 336
Poisson’s spot, 40
Poisson, Siméon-Denis, 40
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Polarization, 28, 251
entanglement, 216
total, 401–402

Polarization-entangled light pulses,  
216–218, 221

Polarizers, 151
Positive operator-valued measure (POVM), 

219–220, 223
Poynting equation, 262, 267
Poynting vector, 240
Preacceleration solutions, 149
Primary emission, 282
Primary waves, 282–284, 294

extinction shift and, 285–287
Principle of causality, 197
Principle of Complementarity, 176

modern version of, 177–178
Principle of emission and re-emission, 285, 

288
Principle of least time, 39
Process driven interpretation, 90
Processes, commuting of, 24
Propagating discontinuities, 252, 268
Propagating topological singularities, 251
Propagation processes, 27
Ptolemy, 95
Pulse dispersion, 100
Pulses

detection of, 19–21
stretching, 100

Pure filtration, 27. See also Sharp filtration
Pythagoras, 96

Q

QED. See Quantum electrodynamics
Quanta, 23
Quantitative transformations, 89
Quantized electromagentics, 62
Quantum analogue, 65
Quantum beats, 5, 47–48, 146
Quantum computation, 397
Quantum correlation, 48
Quantum cryptography, 216, 227
Quantum decision theory, 223, 229–231
Quantum electrodynamics (QED), 5, 44–45, 

145, 272, 319, 322–323
cavity, 73
Feynman diagram from, 329
formulation, 272
relevance of ZPF in, 165

Quantum electromagnetic field, 51
Quantum emitter, 241–242
Quantum encryption, 397

Quantum eraser, 48–49
Quantum field theory, 50–51, 55, 83. See also 

Radiation, quantum theory of
Quantum formalism, 164, 398
Quantum harmonic oscillators, 12
Quantum interpretations, 318
Quantum key distribution, 217
Quantum key distribution (QKD), 

frequency spectra of light in, 217–223
Quantum mechanical detectors, 397
Quantum mechanics, 83, 85–86, 112

relativistic, 46
trace rule of, 226

Quantum modeling, 219
Quantum non-commutativity, 29
Quantum nondemolition measurements, 

180
Quantum numbers, 6
Quantum optics, 4, 12

formulating for fiber-optic QKD, 220–223
Wigner representation and, 171–172

Quantum pathways, 277
Quantum states, 30, 62–63, 66–67

tomography of, 71
Quantum theory, 11, 62, 350

Copenhagen interpretation of, 134
photodetection, 156

Quantum tomography, 349
time-domain, 354–359

Quantum-state tomography, 213
Quasi-monochromatic photons, 158

R

Radial gradients, orthogonality of, 202–203
Radiant flux, 182

total, 183–184
Radiation

background, 164
blackbody, 3, 6, 41, 60–61, 85, 328–329, 350, 

398
electromagnetic, 23, 32, 138–139, 153, 238
Planck’s law, 12
quantized states of, 278
quantum theory of, 38, 42, 43–45, 50–51, 

62
reaction, 43, 149

Radiationless resonance energy transfer, 
275

Radon transform, 71
Raman stimulations, 98
Ramsey interferometry, 72
Ramsey set-up, 71
Rayleigh criterion, 159
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Rayleigh limit, 49
Rayleigh scatterers, 299
Rayleigh-Jeans law, 61
Rayleigh-Jeans ultraviolet catastrophe, 41
Real random radiation, 165
Receding source, 286
Reciprocal Hall impedance, 267
Reciprocity, 25
Rectilinear motion, 282, 285
Reduced density operator, 220
Refraction, 318
Relativity, 41, 133–134

photons and, 8–9
time dilation of, 283

Rényi entropy, 233
Resonance, 43

energy transfer, 272, 275
Rest mass-energy, 26
Retardation, 272
Retarded electric fields, 275–276
Retrograde QED. See Stochastic 

electrodynamics
Reverse temporal ordering, 347
Ritz, Walter, 282
Rubens, Heinrich, 61
Run-away solutions, 149
Rydberg-Ritz formula, 85

S

Sagnac effect, 150
Saturable absorbers, 99
Scattering, Lande’s quantized model of, 386
Schrödinger equation, 29, 43, 83, 106, 147, 

156, 212, 239, 243
Schrödinger quantum mechanics, 200
Schrödinger, Erwin, 42, 61
Schwarzshild’s delayed direct interaction, 

144
Second quantized fields, 144
Secondary disturbances, 135
Secondary emission, 282
Secondary waves, 283

extinction shift and, 286–287
Segal constants, 32–33
Self-conjugate solutions, 264
Semiclassical theory, 43–45
SEMT, 88–90, 106
Sharp filtration, 27–28
Single molecule spectroscopy, 397
Single photons, 5–6, 112, 349

beam splitters and, 12–14
generation of, 15
indivisible beams of, 388–389

input state, 15
interference, 124, 364, 380
wave-particle duality for, 123

Single-mode theory, 12–14, 20
Single-photon spatial interference, 5
Single-photon-added coherent states 

(SPACSs), 351–352
production of, 352–354

Sisyphus-type mechanisms, 305
Soliton wave, 197, 201–202

orthogonality of radial gradients of, 
202–203

Sommerfeld Wilson quantization rule, 166
Space, 148

normalization, 211
Space-space transform, 97
Space-time concepts, 129, 334

perception, 344–347
Spatial discreteness, 52
Spatial interference, single-photon, 5
Spatial resolution, 49
Spatio-temporal location, 5
Special relativity, 25–26, 41, 83, 131, 144, 150

principle of causality of, 198
Spectral microscopy, 49
Spherical waves, 168
Spin, 277–278
Spinors, 257–258, 264, 268
Spintronics, 277–278
Spontaneous decay, 157
Spontaneous emission of photons, 45–46, 

155
Squeezed states, 63
Standard Model, 25
Stapp, Henry, 140
State reconstruction, 354–359
State-vector, 30
Stationary state, 165
Stochastic electrodynamics, 50, 146–147, 165
Stochastic optics, 167–171
String theory, 83, 96
Strong coupling constant, 24
Strong nuclear force, 90
Superconductivity, 167
Superposition, 6, 89, 100, 103, 152, 298, 338, 

340, 364–365, 373–375, 382, 391, 399. 
See also Interference

amplitudes, 135
causal and local effects of, 106
coherent, 178–179, 191
fringes, 99
of Fock states, 157
synthesis of composite fields by 

electromagnetic fields under, 368–371
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Superposition Effects as Measured 
Transformations. See SEMT

Symmetric beam splitters, 13
Symplectic manifold, 254

T

Tactile theory, 39
Tensor product space, 219–220
Theoretical irradiance profiles, 179–180
Thomas precession, 25
Thomson, J.J., 202
Time, 148, 334

perception of, 344–347
Time integrated fringe broadening, 97,  

104
Time integrated pulse broadening, 100
Time reversal symmetry, 165
Time shift, transverse relative, 289–290
Time-dependent perturbation theory, 274
Time-domain quantum tomography, 

354–359
Time-frequency transform, 97–100
Topological constraints, 253–255
Topological quantization, 268
Topological spin, 251, 260
Topological thermodynamics, 261
Topological torsion, 251, 260
Total charge-source, 338–339
Total radiant flux, 183–184, 194–195
Trace distance, 231–234
Trace rule of quantum mechanics, 226
Transformations, quantitative, 89
Transquantum constants, 23, 34
Transverse gauge, 63
Transverse relative time shift, 289–290
Traveling-wave modes, 20
Two-level atom, 43
Two-particle correlation physics, 50
Two-photon

cascade wave function, 160
entanglement, 159–160
interferometry, 48

Two-site downconversion interferometry, 
49–50

Two-slit experiment. See Young’s two-slit 
experiment

Two-wave interference, 298
Two-wave interferometers, 299

U

Ultraviolet catastrophe, 41
Uncertainty principle. See Heisenberg’s 

Uncertainty Principle

Uncertainty relation. See Heisenberg’s 
Uncertainty Principle

Unentangled detectors, 228

V

Vacuum
chirality of, 261–268
Fourier monochromatic mode of, 97–98, 

104
radiation field, 274
wave functional of, 73–74

Vacuum fluctuations, 38, 45–47, 136, 145, 164
Vacuum-fluctuation physics, 50
Vacuum-induced dipole fluctuations, 300, 307
Van Cittert-Zernike theorem, 365, 382
Vector fields, 158

three-component, 210
Vector meson dominance models, 138–139
Vector wave function, 55
Vectors, single-particle, 171
Velocity, 284–285

Galilean transformations of, 281–283, 285, 
288

redefinition of, 150
Very low intensity diffraction

recording by photographic plate, 113–115
recording patterns by photoelectric 

detector, 116–120
Virtual photons, 272, 318, 322, 326
Visible light, electromagnetic field of, 411
von Neumann entropy, 227
von Neumann’s measurement theory, 152

W

Wave analysis, 257
Wave equation, invariance of, 287–288
Wave functions, 39, 207

incident, 186
Maxwell, 208–212
photodetector, 158
Wigner function of, 68

Wave packets, 404–407
causally localized, 158
localization of, 156
non-orthogonality of, 159
single-photon state, 212

Wave propagation, 105
Wave theory, 3, 40, 43
Wave-functions, quantum, 30
Wave-like behavior, coherence and, 181
Wave-particle debate, 42, 52–55
Wave-particle duality, 112, 123–124, 135–138, 

176, 318
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Wavefunction collapse, 176
Waveguides, nano-photonic, 383
Wavelength domain multiplexed 

communication, 367, 403
Wavelengths of atoms, 246–248
Wavepacket creation operator, 20
Wavepackets, 19
Waves, 144
Weak nuclear force, 90
Weber’s instantaneous direct  

interaction, 144
Weisskopf-Wigner approximation,  

157
Welcher weg, 176, 179
Wheeler, John A., 60–61
Which-way experiments, 176
Which-way information, destructive 

measurement of, 179–180
Wiener-Khintchine theorem, 98
Wigner functions, 67–70, 164, 171–172,  

207, 212, 350, 354–359
measured, 70–73

Wigner phase space distribution, 61
definition of, 68

Working equations, 88

X

X-rays, diffraction of, 319

Y

Young’s two-slit experiment, 17, 40, 42, 
52–53, 160, 318, 320–321

Young, Thomas, 24, 27, 40, 59, 350

Z

Zeeman effect, 84
Zeeman states, anti-trapping, 303
Zeeman-degenerate internal structure, 299
Zero energy balance, 239, 244–245
Zeropoint field (ZPF), 164–172
Zitterbewegung, 140
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