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Virtual probability current associated with the spin
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A simple derivation of the spin probability current density from the expectation value of the spin
operator is given. The properties of the spin probability current density are then examined in detail.
We show that the spin probability current is solenoidal, virtual, and gives null contribution to the
momentum of the particle. Expressions of the spin probability current density are derived for the
Gaussian wave packet and the s states of the hydrogen atom. © 2000 American Association of Physics
Teachers.

I. INTRODUCTION

The spin current is a concept not often treated in textbooks
of quantum mechanics, appearing in a very small number of
texts. In the text by Landau and Lifshitz, the spin current
density is derived, without mentioning its name, in an analy-
sis of the current density for a charged particle moving in an
external magnetic field.1 In a more recent text, Greiner intro-
duces the spin current density ad hoc, and without an ex-
ample, drawing an analogy with the magnetization current
density of classical electromagnetic theory.2
The lack of coverage is also reflected in this journal. We

again find only a couple of papers on the spin current. Parker
derived the hyperfine structure Hamiltonian for hydrogen by
evaluating the magnetic field at the nucleus due to the elec-
tron’s spin current density.3 In an attempt to obtain a con-
crete physical picture of the spin, Ohanian used the spin
current to argue that ‘‘the spin may be regarded as an angular
momentum generated by a circulating flow of energy in the
wave field of the electron.’’ 4 His discussion is based on the
momentum density of the Dirac field obtained from the sym-
metrized energy-momentum tensor. Though Ohanian’s pic-
ture of the spin is intuitively appealing, it unfortunately goes
beyond the level of undergraduate quantum mechanics, and
is difficult to introduce in a classroom setting.
Except for Ohanian’s paper, in all of the references previ-

ously cited, the spin current is introduced in conjunction with
a magnetic field, whether the field is external or the elec-
tron’s own. From this situation, one may acquire the impres-
sion that the spin current exists only in the context of the
magnetic properties of the electron. Such is not the case.
In this article, we offer a straightforward derivation of the

spin probability current, within the scope of nonrelativistic
quantum mechanics, without relying on the magnetic prop-
erties of the electron !Sec. II". We then investigate the prop-
erties of the spin probability current !Sec. III". We will show
that the spin probability current is solenoidal, virtual, and
gives null contribution to the particle’s momentum. Finally,
expressions of spin probability current densities are derived
for the Gaussian wave packet and the s states of the hydro-
gen atom, and their physical properties are examined !Sec.
IV".

II. DERIVATION OF THE SPIN PROBABILITY
CURRENT DENSITY

For a quantum particle of mass m, the expectation value of
the orbital angular momentum operator L can be written in
the form

#L$!m!
V0
r"jd3r , !1"

where j is the probability current density defined by

j!
%

i2m !&*“&#&“&*", !2"

and V0 denotes the entire space. The probability current den-
sity j satisfies the equation of continuity

'

't !&*&"$“•j!0, !3"

expressing the local conservation of probability. Equation !1"
expresses the orbital angular momentum of a quantum par-
ticle in terms of the circulating probability current. Equation
!1" is derived in Appendix A.
For a particle with spin %/2, we will rewrite the expecta-

tion value of the spin operator

#S$!
%

2 !V0&†!&d3r !4"

in the same form as the orbital probability current, as ex-
pressed in Eq. !1". Following Ohanian, the idea is that the
spin is another form of angular momentum due to another
kind of circulating ‘‘current.’’ The nature of this current is
investigated in Sec. III. In Eq. !4", & denotes a two-
component spinor.
To carry this out, first observe the vector identity

“!A•B"!!B•“ "A$!A•“ "B$B"!“"A"

$A"!“"B", !5"

and let A!r and B!&†!& in Eq. !5". Then we obtain

&$!&! 1
2 r"(“"!&†!&")# 1

2 “(r•!&†!&")

$
1
2 *
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3
'

'xi
(xi!&$!&") . !6"

Integrating Eq. !6" over the entire space, we have
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Associated Laguerre Polynomials

Some wag once said the nice thing about standards is that there are so many to choose
from. I have been trying to come to grips with the difference between what I presented
in class and the formulae in Sakurai. It is easy to explain the differences on the basis of
different conventions about the associated Laguerre polynomials.

If you want to skip details, a main result is that Sakurai and Mathematica use different
conventions. If we call Lq

n(ρ) the convention of Sakurai and L
(q)
p (ρ) the convention of

Mathematica, we have

Lq
p+q(ρ) = (p + q)!(−1)qL(q)

p (ρ) .

Below are the details. They are presented somewhat in the order of my investigation
and not according to the shorted derivation of the above result.

Differential equation

I have consulted two well known books on mathematical functions that adhere to the
same index convention, but have different normalization conventions. The first book that
I consulted by Abramowitz & Stegun states on pg 778, Eqs. (22.5.16) and (22.5.17):

L(0)
n (x) = Ln(x)

L(m)
n (x) = (−1)m dm

dxm
[Ln+m(x)]

Also, on pg 781, in Eq. (22.6.15), the differential equation is given.

x
d2

dx2
L(α)

n (x) + (α + 1 − x)
d

dx
L(α)

n (x) + nL(α)
n (x) = 0 .

The differential equation is very valuable, but being linear, does not tell us anything
about the normalization.

Another well known book by Morse & Feshbach on pg 784, in an unnumbered equation
three lines from the bottom of the page gives their convention for the associated Laguerre
polynomials.

Lm
n (z) = (−1)m dm

dxm
[L0

n+m(z)] .

The differential equation is also given a few lines above:

z
d2

dz2
La

n(z) + (a + 1 − z)
d

dz
La

n(z) + nLa
n(z) = 0 .

Morse & Feshbach do not put the upper index in parentheses, otherwise, it looks like these
conventions might agree. We can be pretty certain that in these two books the L

(a)
n is a

polynomial of degree n. However, we will soon see that the normalizations don’t agree in
the two books.
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Sakurai convention

Now, let’s turn to Sakurai. On pg 454 in Eq. (A.6.4), we find

Lq
p(ρ) =

dq

dρq
Lp(ρ) .

This leads us to conclude that Lq
p is of degree p− q, and makes the result above plausible.

In fact, if the normalizations were the same, we would expect:

Lq
p+q(ρ) =

dq

dρq
Lp+q(ρ) = (−1)qL(q)

p (ρ) Not quite correct! .

Class Derivation

In class, I presented the differential equation for the associated Laguerre polynomials
as stated by Mathematica,

xy′′ + (a + 1 − x)y′ + ny = 0 .

This is the same convention as Abramowitz & Stegun and Morse & Feshbach.
In class, we found we needed to solve this differential equation:

ρL′′ + (2(l + 1) − ρ)L′ + (λ − l − 1)L = 0 ,

but λ = n, the total quantum number, and n− l− 1 = n′ the radial quantum number. So,
we have

ρL′′ + (2l + 1 + 1 − ρ)L′ = n′L = 0 .

In the notation of Abramowitz & Stegun, Mathematica or the Morse & Feshbach index
convention, the solution to the differential equation is

L
(2l+1)
n′ (ρ) = L

(2l+1)
n−l−1(ρ) .

In Sakurai notation, L
(2l+1)
n−l−1(ρ) = (−1)2l+1L2l+1

n+l = −L2l+1
n+l . This explains the indices

for Rnl in Sakurai in the equation above (A.6.3).
Pinning Down the Normalizations

We still need to consider normalization conventions, and that can be done from the
generating function or from what is know as Rodrigues’ formula. In fact, in retrospect, it
seems that just looking at the Rodrigues’ formulae in the three books might have been the
easiest way to proceed.

In Abramowitz & Stegun, we find on pg 785, Eq. (22.11.6)

L(α)
n (x) =

1
n!

exx−α dn

dxn
[xn+αe−x] .

2

Larry


Larry


Larry




On pg 784 of Morse & Feshbach, we find

La
n(z) =

Γ(a + n + 1)
Γ(n + 1)

ez

zα

dn

dzn
[za+ne−z ] .

If we set α and a to zero, we can compare with Sakurai, which states in Eq. (A.6.5)

Lp(ρ) = eρ dp

dρp
(ρpe−ρ) .

We immediately see that Sakurai agrees in normalization with Morse & Feshbach, at least
for the Laguerre polynomials, if not for the associated Laguerre polynomials. However, the
two books on mathematical methods differ by a factor of (n + a)! in their normalizations
with Abramowitz & Stegun convention being smaller by division by that factor. Morse &
Feshbach include a small table of associated Laguerre polynomials at the bottom of page
784. They have Ln

0 = n!, whereas Abramowitz & Stegun according to Eq. (22.4.7) have
L

(α)
0 = 1. The only remaining mystery is which normalization convention Mathematica

obeys. With this command

Table[{n, LaguerreL[0, n, x]}, {n, 0, 6}]

you will easily find that all results are 1 and Mathematica follows the Abramowitz & Stegun
normalization.

Further, I coded up the Rodrigues’ formula with the Sakurai convention and compared
with (p + q)!(−1)qL

(q)
p where the I used the Mathematica function LaguerreL[p,q,x].

They were in agreement.
Mystery solved! Quantum mechanics and children can now sleep soundly at night.
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Chapter 10 The Hydrogen Atom

There are many good reasons to address the hydrogen atom beyond its historical significance.
Though hydrogen spectra motivated much of the early quantum theory, research involving the
hydrogen remains at the cutting edge of science and technology. For instance, transitions in
hydrogen are being used in 1997 and 1998 to examine the constancy of the fine structure constant
over a cosmological time scale2. From the view point of pedagogy, the hydrogen atom merges many
of the concepts and techniques previously developed into one package. It is a particle in a box
with spherical, soft walls. Finally, the hydrogen atom is one of the precious few realistic systems
which can actually be solved analytically.

The Schrodinger Equation in Spherical Coordinates
In chapter 5, we separated time and position to arrive at the time independent Schrodinger

equation which is
H

��Ei> = Ei

��Ei>, (10− 1)

where Ei are eigenvalues and
��Ei> are energy eigenstates. Also in chapter 5, we developed a one

dimensional position space representation of the time independent Schrodinger equation, changing
the notation such that Ei → E, and

��Ei> → ψ. In three dimensions the Schrodinger equation
generalizes to �

− h̄2

2m
∇2 + V

�
ψ = Eψ,

where ∇2 is the Laplacian operator. Using the Laplacian in spherical coordinates, the Schrodinger
equation becomes

− h̄2

2m

�
1
r2

∂

∂r

�
r2 ∂

∂r

�
+

1
r2 sin θ

∂

∂θ

�
sin θ

∂

∂θ

�
+

1
r2 sin2 θ

∂2

∂φ2

�
ψ + V (r)ψ = Eψ. (10− 2)

In spherical coordinates, ψ = ψ(r, θ, φ), and the plan is to look for a variables separable solution
such that ψ(r, θ,φ) = R(r)Y (θ, φ). We will in fact find such solutions where Y (θ, φ) are the
spherical harmonic functions and R(r) is expressible in terms of associated Laguerre functions.
Before we do that, interfacing with the previous chapter and arguments of linear algebra may
partially explain why we are proceeding in this direction.

Complete Set of Commuting Observables for Hydrogen
Though we will return to equation (10–2), the Laplacian can be expressed

∇2 =
∂2

∂r2
+

2
r

∂

∂r
+

1
r2

�
∂2

∂θ2
+

1
tan θ

∂

∂θ
+

1
sin2 θ

∂2

∂φ2

�
. (10− 3)

Compare the terms in parenthesis to equation 11–33. The terms in parenthesis are equal to
−L2/h̄2, so assuming spherical symmetry, the Laplacian can be written

∇2 =
∂2

∂r2
+

2
r

∂

∂r
− L2

r2h̄2 ,

2 Schwarzschild. “Optical Frequency Measurement is Getting a Lot More Precise,” Physics
Today 50(10) 19–21 (1997).
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and the Schrodinger equation becomes
�
− h̄2

2m

�
∂2

∂r2
+

2
r

∂

∂r
− L

2

r2h̄2

�
+ V (r)

�
ψ = Eψ. (10− 4)

Assuming spherical symmetry, which we will have because a Coulomb potential will be used for
V (r), we have complicated the system of chapter 11 by adding a radial variable. Without the radial
variable, we have a complete set of commuting observables for the angular momentum operators
in L

2 and Lz. Including the radial variable, we need a minimum of one more operator, if that
operator commutes with both L

2 and Lz. The total energy operator, the Hamiltonian, may be
a reasonable candidate. What is the Hamiltonian here? It is the group of terms within the square
brackets. Compare equations (10–1) and (10–4) if you have difficulty visualizing that. In fact,

�
H, L2

�
= 0, and

�
H, Lz

�
= 0,

so the Hamiltonian is a suitable choice. The complete set of commuting observables for the
hydrogen atom is H, L2, and Lz. We have all the eigenvalue/eigenvector equations, because the
time independent Schrodinger equation is the eigenvalue/eigenvector equation for the Hamiltonian
operator, i.e., the the eigenvalue/eigenvector equations are

H
��ψ> = En

��ψ>,

L
2
��ψ> = l(l + 1)h̄2

��ψ>,

Lz

��ψ> = mh̄
��ψ>,

where we subscripted the energy eigenvalue with an n because that is the symbol conventionally
used for the energy quantum number (per the particle in a box and SHO). Then the solution to
the problem is the eigenstate which satisfies all three, denoted |n, l,m> in abstract Hilbert space.
The representation in position space in spherical coordinates is

<r, θ,φ
��n, l, m> = ψnlm(r, θ,φ).

Example 10–1: Starting with the Laplacian included in equation (10–2), show the Laplacian
can be express as equation (10–3).

∇2 =
1
r2

∂

∂r

�
r2 ∂

∂r

�
+

1
r2 sin θ

∂

∂θ

�
sin θ

∂

∂θ

�
+

1
r2 sin2 θ

∂2

∂φ2

=
1
r2

�
2r

∂

∂r
+ r2 ∂2

∂r2

�
+

1
r2 sin θ

�
cos θ

∂

∂θ
+ sin θ

∂2

∂θ2

�
+

1
r2 sin2 θ

∂2

∂φ2

=
∂2

∂r2
+

2
r

∂

∂r
+

1
r2

∂2

∂θ2
+

1
r2 tan θ

∂

∂θ
+

1
r2 sin2 θ

∂2

∂φ2

=
∂2

∂r2
+

2
r

∂

∂r
+

1
r2

�
∂2

∂θ2
+

1
tan θ

∂

∂θ
+

1
sin2 θ

∂2

∂φ2

�
,

which is the form of equation (10–3).

Example 10–2: Show
�
H, L2

�
= 0.

�
H, L2

�
= HL

2 − L
2
H
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=
�
− h̄2

2m

�
∂2

∂r2
+

2
r

∂

∂r
− L

2

r2h̄2

�
+ V (r)

�
L

2 − L
2

�
− h̄2

2m

�
∂2

∂r2
+

2
r

∂

∂r
− L

2

r2h̄2

�
+ V (r)

�

= − h̄2

2m

∂2

∂r2
L

2 − h̄2

2m

2
r

∂

∂r
L

2 +
h̄2

2m

L
4

r2h̄2 +
h̄2

2m
V (r)L2

+
h̄2

2m
L

2 ∂2

∂r2
+

h̄2

2m
L

2 2
r

∂

∂r
− h̄2

2m

L
4

r2h̄2 −
h̄2

2m
L

2V (r)

= − h̄2

2m

∂2

∂r2
L

2 − h̄2

2m

2
r

∂

∂r
L

2 +
h̄2

2m
V (r)L2 +

h̄2

2m
L

2 ∂2

∂r2
+

h̄2

2m
L

2 2
r

∂

∂r
− h̄2

2m
L

2V (r)

where the third and seventh terms in L
4 sum to zero. The spherical coordinate representation of

L
2 is

L
2 = −h̄2

�
∂2

∂θ2
+

1
tan θ

∂

∂θ
+

1
sin2 θ

∂2

∂φ2

�

and has angular dependence only. The partial derivatives with respect to the radial variable act
only on terms without radial dependence. Partial derivatives with respect to angular variables do
not affect the potential which is a function only of the radial variable. Therefore, the order of the
operator products is interchangeable, and

�
H, L2

�
= − h̄2

2m
L

2 ∂2

∂r2
− h̄2

2m
L

2 2
r

∂

∂r
+

h̄2

2m
L

2V (r) +
h̄2

2m
L

2 ∂2

∂r2
+

h̄2

2m
L

2 2
r

∂

∂r
− h̄2

2m
L

2V (r) = 0.

Instead of the verbal argument, we could substitute the angular representation of L
2, form the

18 resultant terms, explicitly interchange nine of them, and get the same result.

Example 10–3: Show
�
H, Lz

�
= 0.

�
H, Lz

�
= HLz − Lz H

=
�
− h̄2

2m

�
∂2

∂r2
+

2
r

∂

∂r
− L

2

r2h̄2

�
+ V (r)

�
Lz − Lz

�
− h̄2

2m

�
∂2

∂r2
+

2
r

∂

∂r
− L

2

r2h̄2

�
+ V (r)

�

= − h̄2

2m

∂2

∂r2
Lz −

h̄2

2m

2
r

∂

∂r
Lz +

h̄2

2m

L
2
Lz

r2h̄2 +
h̄2

2m
V (r)Lz

+
h̄2

2m
Lz

∂2

∂r2
+

h̄2

2m
Lz

2
r

∂

∂r
− h̄2

2m

Lz L
2

r2h̄2 −
h̄2

2m
LzV (r)

= − h̄2

2m
∂2

∂r2
Lz −

h̄2

2m

2
r

∂

∂r
Lz +

h̄2

2m
V (r)Lz +

h̄2

2m
Lz

∂2

∂r2
+

h̄2

2m
Lz

2
r

∂

∂r
− h̄2

2m
LzV (r)

where the third and seventh terms in L2 Lz sum to zero because we already know those two
operators commute. The spherical coordinate representation of Lz is

Lz = −ih̄
∂

∂φ

and has angular dependence only. Again there are no partial derivatives which affect any term of
the other operator, or the potential V (r), in any of the operator products. Therefore, the order
of the operator products is interchangeable, and

�
H, Lz

�
= − h̄2

2m
Lz

∂2

∂r2
− h̄2

2m
Lz

2
r

∂

∂r
+

h̄2

2m
Lz V (r) +

h̄2

2m
Lz

∂2

∂r2
+

h̄2

2m
Lz

2
r

∂

∂r
− h̄2

2m
LzV (r) = 0.
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Separating Radial and Angular Dependence
In this and the following three sections, we illustrate how the angular momentum and magnetic

moment quantum numbers enter the symbology from a calculus based argument. In writing
equation (10–2), we have used a representation, so are no longer in abstract Hilbert space. One of
the consequences of the process of representation is the topological arguments of linear algebra are
obscured. They are still there, simply obscured because the special functions we use are orthogonal,
so can be made orthonormal, and complete, just as bras and kets in a dual space are orthonormal
and complete. The primary reason to proceed in terms of a position space representation is to
attain a position space description. One of the by–products of this chapter may be to convince
you that working in the generality of Hilbert space in Dirac notation can be considerably more
efficient. Since we used topological arguments to develop angular momentum in the last chapter,
and arrive at identical results to those of chapter 11, we rely on connections between the two to
establish the meanings of of l and m. They have the same meanings within these calculus
based discussions.

As noted, we assume a variables separable solution to equation (10–2) of the form

ψ(r, θ, φ) = R(r)Y (θ, φ). (10− 5)

An often asked question is “How do you know you can assume that?” You do not know. You
assume it, and if it works, you have found a solution. If it does not work, you need to attempt
other methods or techniques. Here, it will work. Using equation (10–5), equation (10–2) can be
written

1
r2

∂

∂r

�
r2 ∂

∂r

�
R(r)Y (θ,φ) +

1
r2 sin θ

∂

∂θ

�
sin θ

∂

∂θ

�
R(r)Y (θ, φ)

+
1

r2 sin2 θ

∂2

∂φ2
R(r) Y (θ,φ)− 2m

h̄2

�
V (r)−E

�
R(r)Y (θ, φ) = 0

⇒ Y (θ,φ)
1
r2

∂

∂r

�
r2 ∂

∂r

�
R(r) + R(r)

1
r2 sin θ

∂

∂θ

�
sin θ

∂

∂θ

�
Y (θ, φ)

+R(r)
1

r2 sin2 θ

∂2

∂φ2
Y (θ,φ)− 2m

h̄2

�
V (r)− E

�
R(r)Y (θ, φ) = 0.

Dividing the equation by R(r)Y (θ, φ), multiplying by r2, and rearranging terms, this becomes
�

1
R(r)

∂

∂r

�
r2 ∂

∂r

�
R(r)− 2mr2

h̄2

�
V (r)− E

��

+
�

1
Y (θ,φ) sin θ

∂

∂θ

�
sin θ

∂

∂θ

�
Y (θ,φ) +

1
Y (θ, φ) sin2 θ

∂2

∂φ2
Y (θ, φ)

�
= 0.

The two terms in the curly braces depend only on r, and the two terms in the square brackets
depend only upon angles. With the exception of a trivial solution, the only way the sum of the
groups can be zero is if each group is equal to the same constant. The constant chosen is known
as the separation constant. Normally, an arbitrary separation constant, like K, is selected and
then you solve for K later. In this example, we are instead going to stand on the shoulders of
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some of the physicists and mathematicians of the previous 300 years, and make the enlightened
choice of l(l + 1) as the separation constant. It should become clear l is the angular momentum
quantum number introduced in chapter 11. Then

1
R(r)

d

dr

�
r2 d

dr

�
R(r)− 2mr2

h̄2

�
V (r)− E

�
= l(l + 1) (10− 6)

which we call the radial equation, and

1
Y (θ, φ) sin θ

∂

∂θ

�
sin θ

∂

∂θ

�
Y (θ,φ) +

1
Y (θ, φ) sin2 θ

∂2

∂φ2
Y (θ,φ) = −l(l + 1), (10− 7)

which we call the angular equation. Notice the signs on the right side are opposite so they do,
in fact, sum to zero.

The Angular Equation
The solutions to equation (10–7) are the spherical harmonic functions, and the l used in

the separation constant is, in fact, the same used as the index l in the spherical harmonics
Yl,m(θ, φ). In fact, it is the angular momentum quantum number. But where is the index m?
How is the magnetic moment quantum number introduced? To answer these questions, remember
the spherical harmonics are also separable, i.e., Yl,m(θ,φ) = fl,m(θ) gm(φ). We will use such a
solution in the angular equation, without the indices until we see where they originate. Using the
solution Y (θ,φ) = f(θ) g(φ) in equation (10–7),

1
f(θ) g(φ) sin θ

∂

∂θ

�
sin θ

∂

∂θ

�
f(θ) g(φ) +

1
f(θ) g(φ) sin2 θ

∂2

∂φ2
f (θ) g(φ) = −l(l + 1)

⇒ 1
f(θ) sin θ

∂

∂θ

�
sin θ

∂

∂θ

�
f(θ) +

1
g(φ) sin2 θ

∂2

∂φ2
g(φ) = −l(l + 1).

Multiplying the equation by sin2 θ and rearranging,

sin θ

f (θ)
∂

∂θ

�
sin θ

∂

∂θ

�
f(θ) + l(l + 1) sin2 θ +

1
g(φ)

∂2

∂φ2
g(φ) = 0.

The first two terms depend only on θ, and the last term depends only on φ. Again, the only
non–trivial solution such that the sum is zero is if the groups of terms each dependent on a single
variable is equal to the same constant. Again using an enlightened choice, we pick m2 as the
separation constant, so

sin θ

f(θ)
d

dθ

�
sin θ

d

dθ

�
f(θ) + l(l + 1) sin2 θ = m2, (10− 8)

1
g(φ)

d2

dφ2
g(φ) = −m2, (10− 9)

and that is how the magnetic moment quantum number is introduced. Again, (10–8) and (10–9)
need to sum to zero so the separation constant has opposite signs on the right side in the two
equations.
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The Azimuthal Angle Equation
The solution to the azimuthal angle equation, equation (10–9), is

g(φ) = eimφ ⇒ gm(φ) = eimφ, (10− 10)

where the subscript m is added to g(φ) because it is now clear there are as many solutions as
there are allowed values of m.

Example 10–4: Show gm(φ) = eimφ is a solution to equation (10–9).

d2

dφ2
gm(φ) =

d2

dφ2
eimφ =

d

dφ
(im)eimφ = (im)2eimφ = −m2gm(φ).

Using this in equation (10–9),

1
g(φ)

d2

dφ2
g(φ) = −m2 ⇒ 1

g(φ)

�
−m2gm(φ)

�
= −m2 ⇒ −m2 = −m2,

therefore gm(φ) = eimφ is a solution to equation (10–9).

The Polar Angle Equation
This section is a little more substantial than the last. Equation (10–8) can be written

sin θ
d

dθ

�
sin θ

d

dθ

�
f(θ) + l(l + 1) sin2 θ f (θ)−m2 f(θ) = 0.

Evaluating the first term,

sin θ
d

dθ

�
sin θ

d

dθ

�
f(θ) = sin θ

d

dθ

�
sin θ

d f(θ)
dθ

�

= sin θ

�
cos θ

d f (θ)
dθ

+ sin θ
d2 f(θ)

dθ2

�

= sin2 θ
d2 f (θ)

dθ2
+ sin θ cos θ

d f(θ)
dθ

.

Using this, equation (10–8) becomes

sin2 θ
d2 f(θ)

dθ2
+ sin θ cos θ

d f(θ)
dθ

+ l(l + 1) sin2 θ f (θ)−m2 f(θ) = 0. (10− 11)

We are going to change variables using x = cos θ, and will comment on this substitution later.
We then need the derivatives with respect to x vice θ, so

d f(θ)
dθ

=
d f(x)

dx

dx

dθ
=

d f(x)
dx

�
− sin θ

�
= − sin θ

d f(x)
dx

,
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and

d2 f (θ)
dθ2

=
d

dθ

�
− sin θ

d f(x)
dx

�
= − cos θ

d f(x)
dx

− sin θ
d

dθ

d f (x)
dx

= − cos θ
d f(x)

dx
− sin θ

d

dx

dx

dθ

d f(x)
dx

= − cos θ
d f(x)

dx
− sin θ

d

dx

�
− sin θ

�d f(x)
dx

= − cos θ
d f(x)

dx
+ sin2 θ

d2 f(x)
dx2

.

Substituting just the derivatives in the equation (10–11),

sin2 θ

�
sin2 θ

d2 f(x)
dx2

− cos θ
d f (x)

dx

�
+sin θ cos θ

�
− sin θ

d f(x)
dx

�
+l(l+1) sin2 θf(x)−m2 f(x) = 0,

which gives us an equation in both θ and x, which is not formally appropriate. This is, however,
an informal text, and it becomes difficult to keep track of the terms if all the substitutions and
reductions are done at once. Dividing by sin2 θ, we get

sin2 θ
d2 f(x)

dx2
− cos θ

d f(x)
dx

− cos θ
d f(x)

dx
+ l(l + 1) f(x)− m2

sin2 θ
f(x) = 0.

The change of variables is complete upon summing the two first derivatives, using cos θ = x, and
sin2 θ = 1− cos2 θ = 1− x2, which is

�
1− x2

� d2 f(x)
dx2

− 2x
d f(x)

dx
+ l(l + 1) f(x)− m2

1− x2
f (x) = 0.

This is the associated Legendre equation, which reduces to Legendre equation when
m = 0. The function has a single argument so there is no confusion if the derivatives are indicated
with primes, and the associated Legendre equation is often written

�
1− x2

�
f ��(x)− 2x f �(x) + l(l + 1) f(x)− m2

1− x2
f(x) = 0,

and becomes the Legendre equation,
�
1− x2

�
f ��(x)− 2x f �(x) + l(l + 1) f (x) = 0,

when m = 0. The solutions to the associated Legendre equation are the associated Legendre
polynomials discussed briefly in the last section of chapter 11. To review that in the current
context, associated Legendre polynomials can be generated from Legendre polynomials using

Pl,m(x) = (−1)m
�

(1− x2)m
dm

dxm
Pl(x),

where the Pl(x) are Legendre polynomials. Legendre polynomials can be generated using

Pl(x) =
(−1)l

2ll!
dl

dxl
(1− x2)l.
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The use of these generating functions was illustrated in example 11–26 as intermediate results in
calculating spherical harmonics.

The first few Legendre polynomials are listed in table 10–1. Our interest in those is to generate
associated Legendre functions. The first few associated Legendre polynomials are listed in table
10–2.

P0(x) = 1 P3(x) = 1
2

�
5x3 − 3x

�

P1(x) = x P4(x) = 1
8

�
35x4 − 30x2 + 3

�

P2(x) = 1
2

�
3x2 − 1

�
P5(x) = 1

8

�
63x5 − 70x3 + 15x

�

Table 10− 1. The First Six Legendre Polynomials.

P0,0(x) = 1 P2,0(x) = 1
2

�
3x2 − 1

�

P1,1(x) = −
√

1− x2 P3,3(x) = −15
�√

1− x2
�3

P1,0(x) = x P3,2(x) = 15x
�
1− x2

�

P2,2(x) = 3
�
1− x2

�
P3,1(x) = −3

2

�
5x2 − 1

�√
1− x2

P2,1(x) = −3x
√

1− x2 P3,0(x) = 1
2

�
5x3 − 3x

�

Table 10 − 2. The First Few Associated Legendre Polynomials.

Two comment concerning the tables are appropriate. First, notice Pl = Pl,0. That makes
sense. If the Legendre equation is the same as the associated Legendre equation with m = 0, the
solutions to the two equations must be the same when m = 0. Also, many authors will use
a positive sign for all associated Legendre polynomials. This is a different choice of phase. We
addressed that following table 11–1 in comments on spherical harmonics. We choose to include a
factor of (−1)m with the associated Legendre polynomials, and the sign of all spherical harmonics
will be positive as a result.

Finally, remember the change of variables x = cos θ. That was done to put the differential
equation in a more elementary form. In fact, a dominant use of associated Legendre polynomials is
in applications where the argument is cos θ. One example is the generating function for spherical
harmonic functions,

Yl,m(θ, φ) = (−1)m

�
(2l + 1)(l −m)!

4π(l + m)!
Pl,m(cos θ) eimφ m ≥ 0, (10− 10)

and
Yl,−m(θ, φ) = Y ∗

l,m(θ,φ), m < 0,

where the Pl,m(cos θ) are associated Legendre polynomials. If we need a spherical harmonic with
m < 0, we will calculate the spherical harmonic with m =

��m
��, and then calculate the adjoint.

To summarize the last three sections, we separated the angular equation into an azimuthal
and a polar portion. The solutions to the azimuthal angle equation are exponentials including the
magnetic moment quantum number in the argument. The solutions to the polar angle equation
are the associated Legendre polynomials, which are different for each choice of orbital angular
momentum and magnetic moment quantum number. Both quantum numbers are introduced into
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the respective differential equations as separation constants. Since we assumed a product of the
two functions to get solutions to the azimuthal and polar parts, the solutions to the original angular
equation (10–7) are the products of the two solutions Pl,m(cos θ) eimφ. These factors are included
in equation (10–10). All other factors in equation (10–12) are simply normalization constants. The
products Pl,m(cos θ) eimφ are the spherical harmonic functions, the alternating sign and radical
just make the orthogonal set orthonormal.

Associated Laguerre Polynomials and Functions
The azimuthal equation was easy, the polar angle equation a little more substantial, but you

will likely percieve the solution to the radial equation as plain, old heavy! There is no easy way to
do this. Our approach will be to relate the radial equation to the associated Laguerre equation,
for which the associated Laguerre functions are solutions. A popular option to solve the radial
equation is a power series solution, for which we will refer you to Griffiths3, or Cohen–Tannoudji4.

Laguerre polynomials are solutions to the Laguerre equation

x L
��

j (x) +
�
1− x

�
L

�

j(x) + j Lj(x) = 0.

The first few Laguerre polynomials are listed in table 10–3.

L0(x) = 1
L1(x) = −x + 1
L2(x) = x2 − 4x + 2
L3(x) = −x3 + 9x2 − 18x + 6
L4(x) = x4 − 16x3 + 72x2 − 96x + 24
L5(x) = −x5 + 25x4 − 200x3 + 600x2 − 600x + 120
L6(x) = x6 − 36x5 + 450x4 − 2400x3 + 5400x2 − 4320x + 720

Table 10 − 3. The First Seven Laguerre Polynomials.

Laguerre polynomials of any order can be calculated using the generating function

Lj(x) = ex dj

dxj
e−x xj .

The Laguerre polynomials do not form an orthogonal set. The related set of Laguerre functions,

φj(x) = e−x/2Lj(x) (10− 13)

is orthonormal on the interval 0 ≤ x < ∞. The Laguerre functions are not solutions to the
Laguerre equation, but are solutions to an equation which is related.

Just as the Legendre equation becomes the associated Legendre equation by adding an ap-
propriate term containing a second index, the associated Laguerre equation is

xLk��

j (x) +
�
1− x + k

�
Lk�

j (x) + j Lk
j (x) = 0, (10− 14)

3 Griffiths, Introduction to Quantum Mechanics (Prentice Hall, Englewood Cliffs, New Jersey,
1995), pp. 134–141.

4 Cohen–Tannoudji, Diu, and Laloe, Quantum Mechanics (John Wiley & Sons, New York,
1977), pp. 794–797.
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which reduces to the Laguerre equation when k = 0. The first few associated Laguerre polyno-
mials are

L0
0(x) = L0(x) L2

0(x) = 2
L0

1(x) = L1(x) L0
3(x) = L3(x)

L1
1(x) = −2x + 4 L1

3(x) = −4x3 + 48x2 − 144x + 96
L1

0(x) = 1 L3
2(x) = 60x2 − 600x + 1200

L0
2(x) = L2(x) L3

3(x) = −120x3 + 2160x2 − 10800x + 14400
L1

2(x) = 3x2 − 18x + 18 L2
3(x) = −20x3 + 300x2 − 1200x + 1200

L2
2(x) = 12x2 − 96x + 144 L3

1(x) = −24x + 96
L2

1(x) = −6x + 18 L3
0(x) = 6

Table 10 − 4. Some Associated Laguerre Polynomials.

Notice L0
j = Lj. Also notice the indices are all non–negative, and either index may assume any

integral value. We will be interested only in those associated Laguerre polynomials where k < j
for hydrogen atom wave functions.

Associated Laguerre polynomials can be calculated from Laguerre polynomials using the gen-
erating function

Lk
j (x) =

�
− 1

�k dk

dxk
Lj+k(x).

Example 10–5: Calculate L1
3(x) starting with the generating function.

We first need to calculate L4(x), because

Lk
j (x) =

�
− 1

�k dk

dxk
Lj+k(x) ⇒ L1

3(x) =
�
− 1

�1 d1

dx1
L3+1(x) = − d

dx
L4(x).

Similarly, if you want to calculate L2
3, you need to start with L5, and to calculate L3

4, you
need to start with L7. So using the generating function,

L4(x) = ex d4

dx4
e−xx4

= ex d3

dx3

�
− e−xx4 + e−x 4x3

�

= ex d2

dx2

�
e−xx4 − e−x 4x3 − e−x 4x3 + e−x 12x2

�
= ex d2

dx2

�
e−xx4 − e−x 8x3 + e−x 12x2

�

= ex d

dx

�
− e−xx4 + e−x 4x3 + e−x 8x3 − e−x 24x2 − e−x 12x2 + e−x 24x

�

= ex d

dx

�
− e−xx4 + e−x 12x3 − e−x 36x2 + e−x 24x

�

= ex
�
e−xx4 − e−x 4x3 − e−x 12x3 + e−x 36x2 + e−x 36x2 − e−x 72x− e−x 24x + e−x 24

�

= exe−x
�
x4 − 16x3 + 72x2 − 96x + 24

�

= x4 − 16x3 + 72x2 − 96x + 24,
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per table 10–4. Then to get L1
3(x),

L1
3 = − d

dx
L4(x)

= − d

dx

�
x4 − 16x3 + 72x2 − 96x + 24

�

= −
�
4x3 − 48x2 + 144x− 96

�

= −4x3 + 48x2 − 144x + 96,

per table 10–3.

Associated Laguerre polynomials are not orthogonal but associated Laguerre functions of
the type

Φk
j (x) = e−x/2xk/2Lk

j (x)

are orthogonal on the interval 0 ≤ x <∞, so can be made an orthonormal set. Again, the Φk
j (x)

are not solutions to the associated Laguerre equation but are solutions to a related equation.

We are specifically interested in a slightly different associated Laguerre function than the usual
first choice indicated above, i.e., we are interested in

yk
j (x) = e−x/2x(k+1)/2Lk

j (x). (10− 15)

These are also not solutions to the associated Laguerre equation, but they are solutions to

yk��

j (x) +
�
−1

4
+

2j + k + 1
2x

− k2 − 1
4x2

�
yk

j (x) = 0. (10− 16)

The reason for our interest in (10–16) and its solutions (10–15), is that equation (10–16) is a form
of the radial equation, so the radial functions R(r) we seek are Rn,l(r) = A yl

n(r), where A is
simply a normalization constant.

Example 10–6: Show equation (10–15) satisfies equation (10–16).

Unlike some of the toy problems given as examples, this example is a critical connection...unless
you take our word for it, and then you should skip this. We are going to use the result of this
example as a direct link to the solution of the radial equation. We are going to simplify the notation
to minimize clutter, and will explain as we go.

To attain the second derivative, we need the first derivative, and use the notation

y = e−x/2x(k+1)/2v,

for equation (10–15) where v = Lk
j (x), because the indices do not change and only serve to add

clutter, and we can remember the independent variable is x. The first derivative is

y� = −1
2
e−x/2x(k+1)/2v + e−x/2

�
k + 1

2

�
x(k−1)/2v + e−x/2x(k+1)/2v�

=
�
−1

2
v +

�
k + 1
2x

�
v + v�

�
e−x/2x(k+1)/2

⇒
�
ex/2x−(k+1)/2

�
y� = −1

2
v +

k + 1
2x

v + v�.
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Notice we adjusted the second term on the right to do the factoring. Using the same adjustment
technique, will factor these terms out of the second derivative as we go. These are also factors
common to equation (10–15). Since the right side of equation (10–16) is zero, after we substitute
the second derivative and the function into (10–16), we will simplify the equation by dividing
the equation by common factors, therefore, none of the common factors will enter into the final
solution. The exponentials and powers still need to be considered in differentiation, but their
inverses will appear on the left and only the terms which have impact will appear on the right.
Proceeding....

�
ex/2x−(k+1)/2

�
y�� =

1
4
v−1

2
k + 1
2x

v−1
2
v�−1

2
k + 1
2x

v+
k + 1
2x

k − 1
2x

v+
k + 1
2x

v�−1
2

v�+
k + 1
2x

v�+v��.

Substituting the second derivative and the function into equation (10–16),

y�� +
�
−1

4
+

2j + k + 1
2x

− k2 − 1
4x2

�
y = 0,

and dividing by the common factor of e−x/2x(k+1)/2, the remaining terms are
�

1
4
v − 1

2
k + 1
2x

v − 1
2
v� − 1

2
k + 1
2x

v +
k + 1
2x

k − 1
2x

v +
k + 1
2x

v� − 1
2

v� +
k + 1
2x

v� + v��
�

+
�
−1

4
+

2j + k + 1
2x

− k2 − 1
4x2

�
v = 0

⇒ v�� +
1
4
v

�
− 1

2
k + 1
2x

v − 1
2
v� − 1

2
k + 1
2x

v +
k2 − 1
4x2

v

�
+

k + 1
2x

v� − 1
2

v� +
k + 1
2x

v�

−1
4

v

�
+

2j + k + 1
2x

v − k2 − 1
4x2

v

�
= 0

⇒ v�� − k + 1
4x

v

�
− 1

2
v� − k + 1

4x
v

�
+

k + 1
x

v� − 1
2

v� +
j

x
v +

k + 1
2x

v

�
= 0

⇒ v�� − v� +
k + 1

x
v� +

j

x
= 0

⇒ x v�� − x v� + (k + 1) v� + j v = 0
⇒ x v�� + (1− x + k) v� + j v = 0 (10− 17)

which is the associated Laguerre equation. Since v = Lk
j (x), and the Lk

j (x) are solutions to the
associated Laguerre equation, equation (10–17) is equivalent to

xLk��

j (x) +
�
1− x + k

�
Lk�

j (x) + j Lk
j (x) = 0,

which is the associated Laguerre, which we know to be a true statement, so

y = e−x/2x(k+1)/2v

= e−x/2x(k+1)/2Lk
j (x)

are solutions to equation (10–16).
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The Reduced Mass
Equation (10–2) describes a single particle in a central potential. The hydrogen atom is a two

body problem, and the potential is not central but is dependent upon the distance between the
nucleus and the electron. Were we able to anchor the nucleus to a stationary location we could
designate an origin, equation (10–2) would be an accurate description. This is not possible, but
we can reach a similar end by picturing the center of mass being anchored to a fixed location. If
we use the reduced mass in place of the electron mass,

µ =
mp me

mp + me
,

the radial coordinate r accurately describes the distance between the nucleus and the electron.
The effect in equation (10–2) is cosmetic; where there was an m representing me, it is replaced
by µ. Because the proton is about 1836 times more massive than the electron, the reduced mass
is nearly identically the electron mass. Many authors simply retain the electron mass. Since the
center of mass is not actually anchored, a second set of coordinates is required to track the center
of mass using this scheme. This consideration and other details of reducing a two particle problem
to a one particle problem are adequately covered in numerous texts, including Chohen–Tannoudji5,
Levine6, and many classical mechanics texts.

Solution of the Radial Equation
The radial equation (10–6) using the reduced mass and the Coulomb potential, V (r) = −e2/r,

is

1
R(r)

d

dr

�
r2 d

dr

�
R(r)− 2µr2

h̄2

�
− e2

r
− E

�
− l(l + 1) = 0

⇒ d

dr

�
r2 d

dr

�
R(r)− 2µr2

h̄2

�
− e2

r
− E

�
R(r)− l(l + 1)R(r) = 0

⇒ d

dr

�
r2 d

dr

�
R(r) +

�2µr2

h̄2

e2

r
+

2µr2

h̄2 E − l(l + 1)
�
R(r) = 0. (10− 18)

The plan is to get (10–18) into a form comparable to equation (10–16), and we already know the
solutions are equation (10–15). We will be able to glean additional information by comparing the
equations term by term. The energy levels of the hydrogen atom and the meaning of the indices
of the associated Laguerre polynomials, which will be quantum numbers for the hydrogen atom,
will come from the comparison of individual terms.

We will make three substitutions to get the last equation into the form of equation (10–16).
The first is

y(r) = r R(r) ⇒ R(r) =
y(r)
r

. (10− 19)

5 Cohen–Tannoudji, Diu, and Laloe, Quantum Mechanics (John Wiley & Sons, New York,
1977), pp. 784–788.

6 Levine, Quantum Chemistry (Allyn and Bacon, Inc., Boston, Massachusetts, 1983), pp. 101–
106.
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Making this substitution in the first term and evaluating the derivatives

d

dr

�
r2 d

dr

�
R(r) =

d

dr

�
r2 d

dr

��
r−1

�
y(r)

=
d

dr
r2

��
−r−2

�
y(r) +

�
r−1

� d y(r)
dr

�

=
d

dr

�
−y(r) + r

d y(r)
dr

�

= −d y(r)
dr

+
d y(r)

dr
+ r

d2 y(r)
dr2

= r
d2 y(r)

dr2
.

The substitution serves to eliminate the first derivative. We would have both a first and second
derivative if we had evaluated the first term using R(r). With this and the substitution of
equation (10–19), equation (10–18) becomes

r
d2 y(r)

dr2
+

�2µre2

h̄2 +
2µr2

h̄2 E − l(l + 1)
� y(r)

r
= 0

⇒ d2 y(r)
dr2

+
�2µe2

r h̄2 +
2µE

h̄2 − l(l + 1)
r2

�
y(r) = 0.

The second substitution is essentially to simplify the notation, and is
� �

2

�2
= −2µE

h̄2 (10− 20)

where the negative sign on the right indicates we are looking for bound states, states such that
E < 0, so including the negative sign here lets us have an � which is real. The last equation
becomes

d2 y(r)
dr2

+
�2µe2

r h̄2 −
�2

4
− l(l + 1)

r2

�
y(r) = 0.

The third substitution is a change of variables, and notice it relates radial distance and energy
through equation (10-20),

x = r� ⇒ r =
x

�
, (10− 21)

⇒ dr =
dx

�
⇒ d2 y(r)

dr2
=

d

dr

d y(r)
dr

= �
d

dx
�
d y(x)

dx
= �2

d2 y(x)
dx2

,

so our radial equation becomes

�2
d2 y(x)

dx2
+

�2µe2�

x h̄2 −
�2

4
− �2

l(l + 1)
x2

�
y(x) = 0

⇒ d2 y(x)
dx2

+
�
− 1

4
+

2µe2

h̄2�x
− l(l + 1)

x2

�
y(x) = 0, (10− 22)

and equation (10–22) is equation (10–16) where

l(l + 1) =
k2 − 1

4
, (10− 23)
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and
2µe2

h̄2�
=

2j + k + 1
2

, (10− 24)

Per example 10–6, the solutions are equation (10–15),

yk
j (x) = e−x/2x(k+1)/2Lk

j (x).

Eigenenergies from the Solution of the Radial Equation
Equation (10–23) tells us k = 2l + 1.

Example 10–7: Show k = 2l + 1.

Equation (10–23) is
k2 − 1

4
= l(l + 1)

⇒ k2 = 4l(l + 1) + 1
= 4l2 + 4l + 1

=
�
2l + 1

�2

⇒ k = 2l + 1.

We are going to take what appears to be a slight diversion to evaluate a particular set of
factors in equation (10–24), h̄2/µe2, which recurs repeatedly. Going back to the old quantum
theory, this is called the Bohr radius, that is

a0 =
h̄2

µe2
= 0.529 Å. (10− 25)

We want to express lengths in terms of the Bohr radius because it is a natural length for the
hydrogen atom.

Example 10–8: Show a0 = 0.529 Å, using both the electron mass and the reduced mass.

This example is intended to illustrate three simple things. First, a0 = 0.529 Å, second is to
work out the CGS units for e2, and then to show the electron mass is a very good approximation
to the reduced mass in hydrogen. The electrostatic force in MKS and CGS systems is defined

1
4π�0

e2
MKS

r2
= F =

e2
CGS

r2

⇒ e2
CGS =

e2
MKS

4π�0
=

�
1.602 × 10−19 C

�2�8.988× 109 N · m2/C2
�

= 2.307 × 10−28 N · m2 = 2.307 × 10−19 dyne · cm2

= 2.307 × 10−19 erg · cm = 14.42 eV · Å.

So

a0 =
h̄2

mee2
=

1
4π2

(hc)2

mec2e2
=

1
4π2

(1.240 × 104 eV · Å)2

(0.5110× 106 eV )(14.42 eV · Å)
= 0.5286 Å.
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The reduced mass is

µ =
mp me

mp + me
=

1.673 × 10−24

1.673× 10−24 + 9.110 × 10−28
me = 0.9995 me,

⇒ h̄2

µe2
=

h̄2

0.9995mee2
=

0.5286 Å
0.9995

= 0.5288 Å.

There is 0.03% difference between the electron mass and reduced mass values. Many authors
simply use the electron mass and it yields a good approximation. The CGS value of e2 can
be mysterious for those who have worked primarily in MKS units. By the way, the square root
e = 3.797 (eV · Å)1/2 can be a convenient way to express the charge on the electron in CGS units.

Equation (10–24) gives us the eigenenergies of the hydrogen atom, but requires some devel-
opment. Since k = 2l + 1,

2j + k + 1
2

=
2j + (2l + 1) + 1

2
= j + l + 1.

From the discussion on associated Laguerre polynomials, the indices j and k are non–negative.
The sum j + l + 1 can, therefore, assume any integer values of 1 or greater. We are going to
rename it n, or

n = j + l + 1. (10− 26)

The new integer index n is known as the principal quantum number. Using the principal
quantum number, it follows that the eigenenergies of the hydrogen atom are

En = − h̄2

2µa2
0n

2
= −13.6 eV

n2
, (10− 27)

where the quantity 13.6 eV is called the Rydberg, usually denoted R or Ry. The ground state
energy is E0 = −13.6 eV when n = 1. It is often convenient to express excited state energies
in terms of the ground state energy.

Example 10–9: Show equation (10–27) follows from equation (10–24).

2µe2

h̄2�
=

2j + k + 1
2

⇒ j + l + 1 = n =
2µe2

h̄2�

⇒ � =
2µe2

h̄2n

⇒ �2 =
4µ2e4

h̄4n2
.

Substituting equation (10–20) to eliminate � and insert energy,

−4
2µE

h̄2 =
4µ2e4

h̄4n2
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⇒ E = − µ2e4h̄2

2µh̄4n2
= −

�
µe2

h̄2

�2
h̄2

2µn2

⇒ En = − h̄2

2µa2
0n

2
.

Inserting numerical values,

En = − h̄2

2µa2
0n

2
= − 1

4π2

(hc)2

2(µc2)a2
0n

2

= − 1
4π2

(1.24 × 104 eV · Å)2

2(0.511 × 106 eV )(0.529 Å)2n2
= −13.6 eV

n2
,

so eigenenergies do follow from the solution of the radial equation.
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