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Interpersonal communications have long been recognized as an influential source of information for con-
sumers. Internet-based media have facilitated information exchange among firms and consumers, as well

as observability and measurement of such exchanges. However, much of the research addressing online com-
munication focuses on ratings collected from online forums. In this paper, we look beyond ratings to a more
comprehensive view of online communications. We consider the sales effect of the volume of positive, negative,
and neutral online communications captured by Web crawler technology and classified by automated sentiment
analysis. Our modeling approach captures two key features of our data, dynamics and endogeneity. In terms
of dynamics, we model daily measures of online communications about a firm and its products as contributing
to a latent demand-generating stock variable. To account for the endogeneity, we extend the latent instrumental
variable technique to account for dynamic endogenous regressors. Our results demonstrate a significant effect of
positive, negative, and neutral online communications on daily sales performance. Failure to account for endo-
geneity results in a severe attenuation of the estimated effects. From a managerial perspective, we demonstrate
the importance of accounting for communication valence as well as the impact of shocks to positive, negative,
and neutral online communications.
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1. Introduction
Interpersonal communication, or word of mouth, is
recognized as an influential source of information for
consumers. For example, Rist (2005) reports that inter-
personal communication is the most influential infor-
mation source among various types of media when
making a purchase. As recently as 10 years ago, most
interpersonal communication took place in person or
over the telephone. Today, billions of people engage
in conversations via Internet-based social media such
as blogs and online social communities. From the
perspective of consumers, online communications are
scalable. Rather than one-to-one or one-to-few, online
communications tend to be one-to-many or many-to-
many, facilitating information exchange and the dif-
fusion of user-generated content (Godes et al. 2005).
As the popularity of social media increases with con-
sumers, firms are increasing spending on word-of-
mouth marketing. From 2007 to 2008, spending on
word-of-mouth marketing rose 14.2% to $1.54 bil-
lion and is expected to reach $3 billion by 2013 (PQ
Media 2009).

From the perspective of the firm, online com-
munications are observable. Observability facilitates
the measurement of online communications, which
enables the estimation of the impact of online com-
munications on sales and other quantities of interest
to the firm. As consumers are influenced by interper-
sonal communication, there is reason to expect that
online communications will influence consumer deci-
sions, especially for search goods (Giese et al. 1996).
Regarding valence, consumer behavior theory argues
that negative communications may be more diag-
nostic and thus have greater impact compared with
positive communications (Herr et al. 1991). How-
ever, behavioral research has also identified situa-
tions where positive communications may be more
diagnostic. For example, Ahluwalia (2002) finds that
positive information is more persuasive in the case
of a familiar brand. Although theory points to a
potentially stronger effect for positive and negative
communications because of their diagnostic nature,
communications scored as neutral may help spread
awareness and inform consumers about the installed
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base of the firm’s products. Higher awareness can
lead to adoption by innovators, whereas information
about the installed base can lead to adoption by imi-
tators (Bass 1969).

Much of the research addressing the impact of
online communications has restricted consideration
to ratings. Ratings for products such as books
and movies are widely available on sites such as
Amazon.com or Yahoo! Movies and are also inher-
ently quantitative. Chevalier and Mayzlin (2006) find
that differences in the number of ratings (volume)
and the average rating (valence) across online book
retailers affect relative sales. Dellarocas et al. (2007)
demonstrate that the volume and valence of online
customer movie ratings are related to future box office
revenues. However, other studies have found mixed
results in terms of the effect of ratings volume and
valence. Duan et al. (2008) find that rating valence
does not affect movie box office revenues directly,
but rather indirectly through an effect on the volume
of ratings. Chintagunta et al. (2010) find that ratings
valence explains opening-day movie box office rev-
enues, whereas the volume and variance of ratings
does not.

Moe and Trusov (2011) argue that the informa-
tion content in online ratings may be limited by
social dynamics in the ratings environment. They
find that consumers’ ratings are influenced by pre-
viously posted ratings and that the resulting sales
effect resulting from this social dynamic is small.
Some empirical work addresses the effects of online
communications more broadly defined than ratings
data collected from a single website or small set
of websites.1 Dhar and Chang (2009) find that the
overall volume of blog posts about a music album
across the Internet predicts the album’s sales rank-
ings. Their data do not contain the valence of the blog
posts. A problem with obtaining the valence infor-
mation in this setting is the sheer magnitude of the
data. Godes and Mayzlin (2004) navigate around this
problem by restricting their data gathering to com-
ments posted in a single online community and hand-
coding sentiment for a random sample of 10% of their
data. They find that the dispersion of online con-
versations regarding new television programs across
Usenet forums predicts the program’s Nielsen ratings,
whereas the volume and valence of conversations do
not. Similarly, Liu (2006) restricts his data gathering to
text reviews posted on the Yahoo! Movies website. He
also hand-codes valance for his sample of text reviews

1 Outside the realm of online communications, Luo (2007, 2009)
uses data on customer complaints filed with the U.S. Department
of Transportation to show that the number of complaints about an
airline is associated with lower stock returns.

and finds that volume, but not valence, explains box
office revenue.2

A central tension in the investigation of the effect of
online communications beyond ratings is that consid-
ering a wider swath of online communications exac-
erbates the problem of coding valence. In response,
researchers looking beyond ratings have tended to
restrict their attention to a single website or online
forum when valence is of interest (Godes and Mayzlin
2004, Liu 2006). Contrary to the normative findings of
the consumer behavior literature, these studies have
not found an effect for valence. The burden of col-
lecting online communications from a broader set of
sources than a single website or forum and subse-
quently hand-coding valance has recently been eased
by what a recent New York Times article refers to
as “sentiment analysis” (Wright 2009). For example,
firms such as Visible Technologies and Scout Labs
measure the volume and valence of online commu-
nications across a variety of social media, including
blogs, chat rooms, news sites, YouTube, and Twitter.
Sentiment analysis tools hold the promise of assisting
companies struggling to assimilate and understand
the torrent of communications about their products
and services.3

The intended contribution of our research is both
substantive and methodological. Substantively, we
investigate the effect of the volume of positive, nega-
tive, and neutral online comments, captured by Web
crawler technology and classified by automated senti-
ment analysis, on daily sales performance. Compared
with previous research, our data provide a more com-
prehensive view of online communications regard-
ing our firm. We are among the first to study the
effect of online communications with valence classi-
fied by automated sentiment analysis and the first
to show that positive, negative, and neutral com-
ments all affect firm sales performance. Method-
ologically, our modeling approach captures two key
features of our online communications data, dynam-
ics and endogeneity. Previous research has shown
that the effect of online communications may be
dynamic (Godes and Mayzlin 2004, Liu 2006). We

2 In a recent working paper, Tirunillai and Tellis (2010) investigate
the effect of online reviews on stock returns. Similar to Liu (2006),
they code text reviews from Amazon, Yahoo!, and Epinions as pos-
itive or negative. They find an effect for the total volume of reviews
and for negative reviews, with the former being stronger.
3 Two recent working papers make use of automated sentiment
analysis data. Shin et al. (2010) find that positive (negative)
online comments are a leading indicator of future price increases
(decreases) for low price and follower brands (all brands) of MP3
players. Onishi and Manchanda (2010) investigate the effect of blog-
ging during new product introduction and find a positive sales
effect for the cumulative volume of blogs and the number of posi-
tive blogs but no effect for the number of negative blogs.
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view daily measures of online communications about
a firm and its products as contributing to a latent
dynamic demand-generating stock variable. Similar
to goodwill models of advertising (e.g., Nerlove and
Arrow 1962, Bass et al. 2007), our model demon-
strates a parsimonious means of allowing informa-
tion contained in past daily online communications
to affect sales. Whereas goodwill advertising models
have considered the potential endogeneity of adver-
tising in the stock equation (Bass et al. 2007), because
of a lack of appropriate instruments, the problem has
not been addressed. In the context of our problem
and data, endogeneity concerns loom large because
of measurement error, omitted variables, and simul-
taneity. Further complicating matters, our measure
of potentially endogenous online communications is
multivariate and dynamic. Our methodological con-
tribution stems from the need to address this chal-
lenge. We do so by extending the latent instrumental
variable (LIV) method (Ebbes et al. 2005, Zhang et al.
2009) to account for a dynamic multivariate endoge-
nous regressor. We are among the first to use the LIV
method to address endogeneity and the first to con-
sider the method in the context of time-series data.

Our data are provided by a well-known technology
firm selling a variety of durable goods in an online
channel. The firm’s products could be characterized
as search goods because product features and charac-
teristics are easily evaluated prior to purchase (Nelson
1970). The firm partners with a leading provider of
social media-monitoring tools to collect data on the
number of times the firm and its products are men-
tioned on the Internet. The comments in which the
firm is mentioned are classified via a proprietary text
mining algorithm as positive, negative, and neutral.
Rather than ratings data from a single website such
as Yahoo! Movies (Duan et al. 2008) or postings from
a single forum such as Usenet (Godes and Mayzlin
2004), our data capture a broader view of the online
communications about the firm and its products on
the Internet. Of interest to managers and academics
is the question of whether or not such data explain
sales performance.

We use the online communications data along with
daily sales data to estimate our model, employing a
Bayesian forward-filtering, backward-sampling algo-
rithm to estimate the dynamic parameters. Log Bayes
factors and step-ahead forecasts strongly support our
proposed model. Our results indicate that positive
and neutral comments increase the dynamic stock,
whereas negative comments decrease it. Furthermore,
the magnitude of the effects is larger for positive
and negative online comments compared with neu-
tral online comments. In terms of dynamics, the dura-
tion of the effect of a shock to online communications
is estimated to be slightly longer than one week. We

find significant correlations in the residual terms of
the stock and online communications equations, and
we demonstrate that ignoring this endogeneity leads
to severely biased estimates of the effects of online
communications.

We demonstrate the managerial relevance of our
findings by showing the importance of comment
valence. We contrast our model with that of an
alternative model that uses total comment volume
aggregated across valence. A substitute for costly
automated sentiment data is volume data available
from public sources (e.g., Technorati). We aggregate
the online communications into a count of total
comment volume analogous to the volume data avail-
able from public sources and reestimate our pro-
posed model. We find that the model that accounts for
valence provides superior fit. Perhaps more impor-
tantly, we find that the effect of online communica-
tion on sales is masked when using comment volume
aggregated over valence. We also use the model to
demonstrate the magnitude of the effect of shocks to
positive, negative, and neutral comments. Our results
suggest that firms seeking to initiate positive and
neutral communications as part of marketing cam-
paign may be justified in doing so (Godes and May-
zlin 2009). Our results also suggest that firms should
proactively manage situations leading to negative
comments, as such comments can result in a substan-
tial negative impact on sales.

The remainder of our paper is structured as fol-
lows. In §2, we present our dynamic model of the
effect of online communications on sales. In §3, we
discuss some pertinent features of our data and the
estimation results. In §4, we discuss some managerial
implications of our results. In §5, we summarize and
conclude.

2. Model
Sales response models have a rich history in the
marketing literature. Recently, researchers have con-
sidered sales response models through the lens of
dynamic linear models (Van Heerde et al. 2004, Bass
et al. 2007, Naik et al. 2010). Building on these mod-
els, we treat daily sales observations as a function of a
latent, dynamic demand-generating stock of informa-
tion and exogenous covariates (Naik et al. 2010, Rutz
and Bucklin 2011). The information stock, in turn, is
affected by the previous period’s stock and online
communications. Let sales and the information stock
at time t be denoted by yt and St , respectively. Let the
K-dimensional vector x contain the exogenous covari-
ates. Finally, let positive, negative, and neutral online
communications be denoted by cp, cn, and co, respec-
tively. To motivate the specification of our model, con-
sider a model of sales as a function of current and
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past online communications. Such a model could be
expressed as

yt = x′

t�+ c′

t�+

L
∑

l=1

c′

t−l�l + �t1 (1)

where L denotes the lag length, ct = 6cp cn co7′t , 6�
′ �′7′

are parameters to be estimated, and �t ∼ N401 �2
� 5 is

an error term.
To estimate Equation (1), the researcher must

specify L. With daily time-series data, the number
of appropriate lags is potentially large, creating a
proliferation of parameters. Lagged regressors are
also typically correlated, leading to multicollinearity
problems in estimation. Consistent with this issue, the
significance of different lagged terms is often sensi-
tive to L. To allow for a more parsimonious treatment
of dynamics, we specify the sales model as

yt = x′
t�+ St + �t1

St = �St−1 + c′
t� +�S

t 0
(2)

In Equation (2), sales is a function of exogenous
covariates x and a latent information stock, St . The
scalar parameter � measures the carryover effect in
the stock equation, and the parameter vector � mea-
sures the effect of positive, negative, and neutral
online communications on the information stock St .
Assuming �S

t ∼ N401 �2
�5, the model can be estimated

as a Bayesian dynamic linear model (DLM) with the
equations for yt and St as the observation and state
equations, respectively (West and Harrison 1997).

The model specification in Equation (2) accounts
for dynamics in the effect of online communications
on sales by allowing past online communications to
accumulate in a latent stock of demand-generating
information. From our perspective, this is appropri-
ate as it seems unlikely that daily online communica-
tions are direct calls to action. Given that our technical
firm sells durable search goods, consumers are likely
seeking information about product features and char-
acteristics prior to purchase. Current and past online
communications about the firm and its products can
be a source of relevant information for consumers
to use during their search process. In a similar set-
ting, Naik et al. (2010) argue that corporate adver-
tising (i.e., advertising for Ford as a brand versus
Ford Explorer as a product) does not directly gener-
ate sales revenue but rather contributes to a stock of
corporate goodwill. Our expectation is that positive
online communications will replenish the demand-
generating stock, whereas negative online communi-
cations will diminish it. With respect to neutral online
communications, we argue that they may help spread
awareness and product information or inform con-
sumers about the installed base of the firm’s products,
which may replenish the stock variable (Bass 1969).

In terms of estimation, the full conditional distribu-
tion of the dynamic state variable St can be sampled
via the forward-filtering, backward-sampling algo-
rithm. Conditional on the current draw of St and
assuming online communications are exogenous, stan-
dard Bayesian regression steps can be used to sam-
ple from the full conditional distribution of the � and
� parameters. However, estimation of the � parame-
ters via standard regression techniques will result in
biased estimates if online communications are endoge-
nous. We argue that there are three reasons to be
concerned about the potential endogeneity of online
communications: measurement error, omitted vari-
ables, and coevolution between the information stock
and online communications.

Measurement error seems to be a likely source
of endogeneity when using Web crawler technol-
ogy to measure online communications. For exam-
ple, if consumers use jargon or abbreviations (e.g.,
MS to refer to Microsoft) to refer to the company
and its products, the crawler technology may not
capture the communications. The crawler technology
may also erroneously classify unrelated communica-
tions as relevant. Although exclusion terms can be
included in the crawler search (e.g., search for Ford,
exclude Harrison Ford), measures of online communi-
cation are unlikely to be error-free. More importantly,
it is very unlikely that either human or automated
classification of the valence of an online communi-
cation is error-free (Wright 2009). It is well known
that measurement error induces correlation between
the regression residual and the mismeasured regres-
sor (Greene 2000). In terms of omitted variable bias,
it is possible that unobserved firm activity affects
goodwill and is also correlated with online commu-
nications. Firms have become more engaged in par-
ticipating in online communications with customers
(Godes et al. 2005) and even seeding online commu-
nications (Godes and Mayzlin 2009). It is likely that
unobserved activity, such as advertising or promo-
tion, coincides with online communications, generat-
ing correlation between the stock equation error term
and measures of online communication.4 Finally, it is
possible that the information stock and online com-
munications are codetermined. We note that feedback

4 In most cases, advertising data are available on a weekly or
monthly level, but not daily. For example, Taylor Nelson Sofres, the
provider of the Leading National Advertisers data, offers weekly
advertising data, but not daily. This creates an inherent trade-off for
the researcher. The data could be aggregated to a level for which
marketing mix data (e.g., advertising) are available. However, daily
variation in online communications and sales would be ignored,
and the effect of online communications on sales may suffer from
aggregation bias. However, if the marketing mix data are not avail-
able at the finer level of temporal aggregation, omitted variable bias
becomes a greater concern.
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effects have been found in previous research consid-
ering ratings and online word of mouth (Godes and
Mayzlin 2004, Duan et al. 2008).

Empirical applications of advertising goodwill
models have considered the possible endogeneity of
variables in the stock equation, but they have not
addressed this issue because of a lack of instru-
ments (Bass et al. 2007). Indeed, without appropriate
instruments, there is little that can be done. Finding
appropriate instruments is nontrivial. In the case of
endogenous prices in demand models for products
with commodity inputs, for example, input prices
may be a suitable instrument (Kuksov and Villas-Boas
2008, Musalem et al. 2008). For daily online commu-
nications, this is less applicable. The most obvious
candidate for an instrument is lagged online com-
munications. However, if online communications are
measured with error, or if past online communica-
tions are correlated with the contemporaneous values
of the omitted variable, lagged values are invalid as
an instrument (Angrist and Krueger 2001).5 Weak or
invalid instruments can result in parameter estimates
that are more biased than those obtained by simply
ignoring the endogeneity problem (Stock et al. 2002,
Zhang et al. 2009).

To address the endogeneity of online communi-
cations in the stock equation, we make use of the
LIV technique (Ebbes et al. 2005). As with fru-
gal instrumental variable techniques, which exploit
the moments of the distribution of the endogenous
regressor, the LIV approach alleviates the problem of
finding valid instruments. The LIV approach func-
tions much like the standard instrumental variable
approach that expresses an endogenous regressor as
a function of some observed instrument presumed
to be correlated with the endogenous regressor but
orthogonal to the error term. In the LIV approach, a
latent variable model is used to account for depen-
dencies between the endogenous covariate and the
error by introducing unobserved discrete binary vari-
ables. These latent variables are used to decompose
the endogenous covariate into a systematic part that is
uncorrelated with the error and one that is possibly
correlated with the error. This allows for unbiased
estimation of the effect of endogenous covariates,
such as online communications, in the stock equation.

To elaborate our approach, we begin by expressing
the vector of communications at time t as follows:









cp

cn

co
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c̃n

c̃o
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+
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�n
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t

1 (3)

5 Note that such a problem could also plague the standard vector
autoregression approach as the impulse response function could be
biased by the errors in variables.

where c̃t = 6c̃p c̃n c̃o7′t is the systematic component
of the communication variables and is independent
of �S

t , the goodwill residual, and �c
t = 6�p �n �o7′t ,

the random component of the communication vari-
ables. Let �t = 6�S �c ′7′t . We assume �t follows a
multivariate normal distribution, �t ∼ MVN401ì5,
where ì is a full 4 × 4 matrix. The three off-diagonal
elements in the first row of ì are the covariance
terms between the goodwill and online communica-
tion residuals. Nonzero covariance terms imply the
conditional distribution of �S

t , given ct = 6cp cn co7′t ,
depends on cp, cn, and/or co. Thus, estimation of the
structural parameter � (the effect of online commu-
nications on the information stock) via a standard
Bayesian regression step will result in biased esti-
mates (Rossi et al. 2006).6

If we observe a set of variables that are correlated
with online communications but orthogonal to �S

t ,
we can use these observed instruments in estima-
tion. Denote such an instrument for online commu-
nications by the vector zt = 6zp zn zo7′t . We may then
express the systematic portion of online communica-
tions as
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where the � parameters are to be estimated. As noted
above, such instruments are difficult to observe in
general and especially in our context of daily mul-
tivariate observations. To overcome this issue, Ebbes
et al. (2005) propose a latent discrete binary vari-
able to decompose a single distributed endogenous
regressor into a systematic part uncorrelated with the
error term and a part potentially correlated with the
error term. Zhang et al. (2009) extend this approach to
the case of multiple endogenous regressors. Follow-
ing Zhang et al. (2009), we can express the systematic
part of our vector of endogenous online communica-
tions as a function of a latent binary instrument, v,
that divides the online communication measures into
discrete categories and �, the category parameters:









c̃p

c̃n

c̃o









t

=









v
p′

t �
p

vn′

t �
n

vo′

t �
o









0 (5)

We call the model described by Equation (5) the
categorical LIV model. Each latent instrument vl

t (for

6 We use the term structural to differentiate between the parameters
in Equation (2) versus the reduced-form representation achieved
by substituting for the endogenous regressors, according to the
researcher’s specification for c̃t .
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l = p1 n1 o5 follows a J -dimensional multinomial dis-
tribution with probabilities 8� l

11 0 0 0 1�
l
J 9, where � l

j is
the probability that the jth latent instrument for the
lth type of online communications is one. The proper-
ties of the LIV estimator are discussed in Ebbes et al.
(2005). As discussed therein, the model is identified
by the likelihood, with the requirement that J ≥ 2. For
any of the endogenous regressors, with J = 1 the sys-
tematic portion is constant, and there is no informa-
tion with which to estimate the structural parameter.
It follows that as any of the � l

j approach 0 or 1, the
latent instrument is weakened in its ability to identify
the structural parameter.

Ebbes et al. (2005) apply the categorical LIV model
to the classic problem of estimating the effect of
education on earnings. They find that ordinary least
squares estimates suffer from an omitted variable bias
ably controlled for by the categorical LIV approach
and that the approach is robust to misspecification of
the number of categories. Zhang et al. (2009) apply
the categorical LIV method to account for endogene-
ity in a mediation analysis of the effect of atten-
tion to feature advertisements on sales. The data sets
used in both these studies make use of cross-sectional
variation. In contrast, our daily sales data are time-
series data.

A concern with the categorical LIV model for our
application is that the behavior of the estimator in
the presence of a dynamic endogenous variable is not
well understood. If the latent categories fail to cap-
ture much of the correlation with the endogenous
regressor, there will be less information to identify
the structural parameter. We propose an alternative
specification of the LIV model to account for dynamic
endogenous regressors. Specifically, we model the
endogenous online communications as a function of
a dynamic state variable uncorrelated with the stock
residual �S

t . Let the systematic portion of online com-
munications be
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1 (6)

where �t = 6�p �n �o7′t is a dynamic state matched to
the observed vector of online communications as in
Equation (3). The state equation for � is

�t =é�t−1 + �t1 (7)

where é is a diagonal matrix of parameters and the
vector of residual terms �t is distributed as multi-
variate normal with full covariance matrix ë , �t ∼

MVN401ë5. We refer to the model described by Equa-
tions (6) and (7) as the dynamic LIV model. The model
hierarchy for our dynamic LIV model is

yt � xt1�1St1�
2
� 1

� � yt1xt1 St1�
2
� 1

�2
� � yt1xt1 St1�1

St � yt1xt1 ct1�1St−11 �t1�1�1ì1

ct � �t1ì1

� � ct1 St1 St−11�1ì1

� � ct1 St1 St−11�1ì1

ì � ct1 St1 St−11�1�1�t1

�t � �t−11é1ë1

é � �t1 �t−11ë1

ë � �t1 �t−11é 0

(8)

The model is completed by proper but diffuse prior
distributions for the initial conditions of the two
dynamic state variables, as well as priors for other
model hyperparameters. Details are included in the
appendix.

In the categorical LIV model, the instrument is
specified via latent categories and the category
parameters. In the dynamic LIV model, the latent
instrument is specified via an autoregressive process.
As with a standard Bayesian DLM, the autoregres-
sive process on �t allows for separate identification of
the error variances ì and ë . Analogous to the case
of a single category in the categorical LIV model, if
the dynamic LIV is modeled using a process with a
constant mean, the variances would not be separately
identified.

To assess the performance of our dynamic LIV
model and the categorical LIV in the presence of
a dynamic endogenous regressor, we simulate three
data sets according to the model described by Equa-
tion (8) with a single endogenous regressor for
ease of exposition. The data sets differ in the data-
generating values of the parameter é , which governs
the carryover dynamics in the latent instrument. We
investigate values of é = 005, 0.7, and 0.9. The diago-
nal elements in ì, which represent the variance of the
information stock 4St5 and the variance of the endoge-
nous regressor 4ct5, are set to 0.5 and 1.0, respectively.
The off-diagonal element of ì, which represents the
covariance between the stock residual 4�S

t 5 and the
residual of the instrument equations 4�c

t 5, is set to
−007.7 Finally, we set the structural parameter � to 1.

7 The direction of the bias is determined by the sign of the corre-
lation. A negative correlation will induce a downward bias in the
structural parameters, whereas a positive correlation will induce an
upward bias.
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Table 1 Coefficient Estimates for a Dynamic Endogenous Regressor
Under Different Carryover Parameters for the Dynamic Latent
Instrument

Specification of endogenous regressor

Exogenous Endogenous

Variable Categorical LIV Dynamic LIV

Estimates for �b

Data-generating value, é a é = 005
Posterior mean 0.76 0.69 0.97c

Posterior standard error (0.03) (0.18) (0.03)
95% coverage interval 40071100825 40028100955 40090110045

Data-generating value, é é = 007
Posterior mean 0.70 0.74 0.95
Posterior standard error (0.04) (0.11) (0.05)
95% coverage interval 40063100765 40053100945 40085110065

Data-generating value, é é = 009
Posterior mean 0.72 0.72 0.98
Posterior standard error (0.03) (0.07) (0.04)
95% coverage interval 40066100785 40058100865 40091110055

aThe parameter é governs the carryover dynamics in the dynamic latent
instrument.

bThe parameter � is the effect of the endogenous regressor on the stock
variable. In all three cases, we generate data with � = 10

cBold indicates the 95% coverage interval spans the data-generating value
of � = 1.

The remaining details of the simulation are omitted
for brevity but are available from the authors upon
request. For each of the three simulated data sets,
we estimate the exogenous stock model described
by Equation (2), the categorical LIV model, and the
dynamic LIV model.

In Table 1, we report the posterior mean and stan-
dard error of the � estimates from the three mod-
els, as well as the 95% coverage intervals. Given the
data-generating parameters, we expect to see a down-
ward bias in the estimates of the structural parameter
that ignores endogeneity. For all three simulated data
sets, treating the endogenous regressor as exogenous
results in biased estimates of the structural parame-
ter, with posterior mean estimates of � ranging from
0.70 to 0.76 across the data sets. None of the cover-
age intervals spans the data-generating value of � = 1.
The categorical LIV estimator does not seem to be
able to capture sufficient exogenous variation in the
dynamic endogenous regressor to remedy the endo-
geneity bias, yielding posterior mean estimates of �
ranging from 0.69 to 0.74 across the data sets. As with
the exogenous model, none of the coverage intervals
spans the data-generating value of � = 1.8 For the

8 For each scenario 4é = 005100710095, we generated multiple data
sets and estimated the exogenous model, categorical LIV model,
and dynamic LIV model. In the interest of brevity, we do not
present a full simulation study. For the exogenous and dynamic
models, the results are consistent with the estimates reported in

dynamic LIV model, the posterior mean estimates of
� range from 0.95 to 0.98 across the three data sets.
In all cases, the 95% coverage interval spans the data-
generating value of � = 1. We now turn our attention
to the performance of the models in our empirical
application.

3. Data and Estimation Results
Online communication data for our firm were col-
lected by a leading provider of social media-
monitoring tools via their proprietary Web crawler
technology. The data consist of daily counts of online
comments for the firm and its products and services
for the period April 1, 2007 to December 7, 2007.
The valence of each mention is classified by a pro-
prietary algorithm as positive, negative, or neutral.9

Table 2 presents some descriptive statistics for the
daily counts. The neutral category accounts for the
majority of observations.

In addition to the online communication data, our
cooperating firm provided us with daily sales rev-
enue data and data on the date of new product launch
announcements (covering the same period as the
online communications data). To specify our model
of sales performance, we include in the vector xt a
dummy variable for weekends and a dummy vari-
able for new product launch announcements. We esti-
mate four models. Model M1 is described by Equation
(2) and treats the online communications as exoge-
nous. Models M2–M4 treat online communications
as endogenous. Model M2 uses lagged communica-
tions as an instrument, model M3 uses the categorical
LIV approach, and model M4 uses our dynamic LIV
approach. Table 3 reports the posterior mean esti-
mates of the structural parameters and the parameters
on the weekend and new product dummies, along
with the standard error of the estimates (in parenthe-
ses) across the four models. The asterisks in the tables
denote parameter estimates for which the coverage
intervals of the estimates do not span zero. We use the
coverage intervals to assess the statistical significance
of the parameter estimates.

Table 1. However, on occasion, the coverage interval for the cate-
gorical LIV model contains the data-generating value for the struc-
tural parameter. In these cases, the posterior mean of the standard
error is relatively high and the coverage intervals relatively wide.
This is similar to the case of estimation with weak instruments,
which sometimes alleviate parameter bias but at the expense of
higher standard errors.
9 The provider uses supervised machine learning to perform the
automated sentiment analysis. Two broad categories of data fea-
tures are used: those derived from natural language processing and
those derived from social context. The features are derived from
titles, bodies, threads, sites, permalinks, authors, publication dates,
queries, customers, etc. For example, a simple feature might be the
existence of a word such as “love” in a post, which would be sta-
tistical evidence in favor of a positive classification.
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Table 2 Descriptive Statistics: Positive, Negative, and Neutral
Comments

Valence of comment Average per day Median Standard deviation

Positive 255 199 249
Negative 370 301 333
Neutral 21287 11975 11436

For model M1, which treats online communications
as exogenous, the 95% coverage intervals on the coef-
ficients for positive, negative, and neutral online com-
munications all span zero. We find a similar result
for model M2, which uses lagged online communica-
tions as an instrument. For model M3, the categori-
cal LIV model, the 95% coverage interval on positive
online communications does not span zero; the 95%
coverage intervals on the negative and neutral coef-
ficients do. However, the posterior mean estimates
of the probabilities for the categorical latent instru-
ments are 0.98, 0.02, and 0.04 for positive, negative,
and neutral online communications, respectively. This
is an important point because these estimates indicate
that there is little variation with which to identify the
structural parameters (Ebbes et al. 2005). The results
for models M2 and M3 suggest that lagged values as
instruments, as well as the categorical LIV approach,
do little to alleviate endogeneity concerns.

For model M4, the dynamic LIV model, we find
that positive and neutral comments have a positive
effect on the stock variable, whereas negative com-
ments have a negative effect. In all cases, the 95% cov-
erage intervals of the estimates do not span zero. The
posterior mean estimate of the coefficient on positive

Table 3 Parameter Estimates for Positive, Negative, and Neutral
Comments and Exogenous Covariates Across Alternative
Model Specifications

Specification of online communications

Exogenous Endogenous

M1: M2: M3: M4:
Variable Exogenous Lagged IV Categorical LIV Dynamic LIV

Comment valence
Positive 00010 00069 00022∗ 00424∗

4000055 4000445 4000095 4001175
Negative −00002 −00022 00012 −00250∗

4000045 4000275 4000075 4000765
Neutral 00001 00006 00003 00024∗

4000015 4000065 4000025 4000065
Exogenous covariates

Weekend −140110∗ −140080∗ −140190∗ −130940∗

4003205 4003205 4003105 4003505
New product launch −00680 −00670 −00590 −00690

announcement 4004805 4004705 4004805 4004805

Note. Cell entries are posterior mean and posterior standard error (in
parentheses).

∗95% coverage interval does not span zero.

comments is larger in magnitude than that of nega-
tive comments. This result is consistent with behav-
ioral research that finds positive information is more
persuasive in the case of a familiar brand (Ahluwalia
2002). The coefficient for neutral comments is pos-
itive, but it is smaller in magnitude than those for
positive and negative comments. This is consistent
with the idea that neutral comments spread aware-
ness and/or inform consumers about the installed
base of the firm’s products, the latter of which can
be important if adoption is influenced by imitators
(Bass 1969).10

Under the dynamic structure of the model, the con-
temporaneous effect of an increase in the lth category
of online comments at time t on sales at time t is
measured by � l.11 The effect on future sales in period
k > t is given by � l�k−1. It follows that the cumula-
tive effect up to time k on sales of an increase in the
lth type of online comments at time t is

∑k
t=1 �

l�t−1,
a geometric series. Assuming an infinite horizon, we
measure the long-run effect of an increase in the lth
category of online comments at time t as � l/41 − �5.

Table 4 reports the contemporaneous and long-run
elasticities of sales with respect to each category of
online communications. Positive and negative com-
ments have elasticities that are larger in magnitude
compared with neutral comments. Among positive
and negative comments, positive comments have a
slightly larger elasticity. These results demonstrate
the importance of valence in measuring the effect of
online communications. Figure 1 presents a plot of the
duration of the elasticities with respect to a change in
online comments of each type at time t. The majority
of the effects have dissipated within a week. The mag-
nitude of the long-run elasticities and the duration
of the elasticities indicate that ignoring the dynamic
effects would severely understate the effect of online
communications on sales.

For all four models, the coefficient on the week-
end dummy is negative, indicating a sales drop on
the weekends. The 95% coverage intervals on the
estimates do not span zero for any of the four models.
In contrast, the new product launch announcements
do not appear to have a significant effect on sales.

10 As discussed in West and Harrison (1997) and Van Heerde et al.
(2004), an advantage of the DLM framework is that the model may
be specified directly in levels rather than changes, even in the pres-
ence of a random walk. However, concerns may linger over the
issue of serial correlation in the observation equation errors. Using
the Durbin–Watson and Bruesch–Godfrey tests (Greene 2000), we
find no evidence of serial correlation in the errors. If serial correla-
tion were present, it could easily be accommodated in the DLM by
augmenting the state space to allow for autoregressive error terms.
See Rutz and Bucklin (2011) for details.
11 Recall that l ∈ 8p1n1 o9 stands for the three categories of online
communications: positive, negative, and neutral.
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Table 4 Contemporaneous and Long-Run Elasticities of Sales
with Respect to Online Communications

Valence of comment Contemporaneous Long run

Positive 0064∗ 1054∗

400185 400345
Negative −0056∗ −1034∗

400175 400385
Neutral 0034∗ 0080∗

400095 400115

Note. Cell entries are posterior mean and posterior standard error (in
parentheses).

∗95% coverage interval does not span zero.

To compare the models estimated thus far, we com-
pute log Bayes factors using the step-ahead predic-
tive densities (West and Harrison 1997, Van Heerde
et al. 2004, Bass et al. 2007). We also compute the
mean absolute error (MAE) and mean squared error
(MSE) of the step-ahead forecasts (West and Harrison
1997). We treat model M4, the dynamic LIV model,
as the null model. A log Bayes factor between 1
and 2 indicates evidence in favor of the null model,
whereas a log Bayes factor greater than 2 indicates
strong evidence in favor of the null model. Table 5
reports the results. We find strong evidence for the
dynamic LIV model over the alternative models. Fig-
ure 2 presents a plot of weekday sales along with the
step-ahead forecasts and coverage intervals. Figure 3
presents the evolution of the stock variable St for our
dynamic LIV model. The posterior mean estimate of
the carryover parameter � is 0.58 (with a standard
error of 0.10). The 95% coverage interval does not
span zero.

In Table 6, we report the posterior mean estimates
of the correlation between the stock equation error

Figure 1 Elasticity Wearout for Online Communications
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Table 5 Model Comparison

Specification
of online Log Bayes

Model communications Instruments factora MAEb MSEc

M1 Exogenous — 17060 1080 6052
M2 Endogenous Lagged 69042 1083 7008

communications
M3 Endogenous Categorical LIV 11070 1076 6016
M4 Endogenous Dynamic LIV — 1060 4089

aModel M4 is the null model.
bMean absolute error of step-ahead forecast.
cMean squared error of step-ahead forecast.

terms and the errors from the dynamic LIV equa-
tions. We find negative correlations between the stock
error and the LIV error for positive and neutral com-
ments (posterior mean estimates of −0080 and −0046,
respectively). We find positive correlation (posterior
mean estimate of 0.32) between the stock error and

Figure 2 Plot of Weekday Sales Revenues and Step-Ahead Forecast
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Notes. To aid the graphical presentation of the data, the plot excludes week-
ends because weekend sales are orders of magnitude lower than weekday
sales. In the model, the drop in sales on weekends is ably captured by the
weekend dummy.

Figure 3 Plot of Posterior Mean of a Stock Variable with a 95%
Coverage Interval
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Table 6 Error Correlations for the Stock
and Instrument Equations of the
Dynamic LIV Model

Correlation estimates

Variable �S
t

�pos
t −0080∗

400045
�neg
t 0032∗

400105
�neu
t −0046∗

400085

Note. Cell entries are posterior mean and pos-
terior standard error (in parentheses).

∗95% coverage interval does not span zero.

the LIV error for negative comments. For all three
correlations, the 95% coverage interval does not span
zero. These results strongly indicate the presence of
regressor-error dependencies in the stock equation.
Furthermore, given the estimated signs of the coef-
ficients (positive for positive and neutral comments
and negative for negative comments) and the corre-
lations (negative for positive and neutral comments
and positive for negative comments), the expecta-
tion is that ignoring the dependencies in estimation
will bias the coefficient estimates toward zero. This is
consistent with the estimation results for model M1,
which treats online communications as exogenous,
giving face validity to our results.

4. Managerial Implications
Our results thus far demonstrate that online com-
munications beyond those captured by product rat-
ings and reviews have an effect on firm sales. We
now turn our attention to two specific managerial
implications of our results. First, we examine the
importance of accounting for the sentiment of online
communications. Second, we examine the revenue
impact of shocks to positive, negative, and neutral
online communications.

Table 7 The Importance of Accounting for Sentiment

Specification of Restrictions on
Model online communications Instruments structural parameters Log Bayes factora MAEb MSEc

M4 Endogenous Dynamic LIV None — 1060 4089
M5d Endogenous Dynamic LIV �p = �n = �o = � 14071 1078 6056
M6e Endogenous Dynamic LIV �p = �n = �o = 0 14089 1083 7014

aModel M4 is the null model.
bMean absolute error of step-ahead forecast.
cMean squared error of step-ahead forecast.
dModel M5 aggregates positive, negative, and neutral communications into a total count.
eModel M6 restricts the effect of online communications to zero.

4.1. The Importance of Accounting for Sentiment
Several new sentiment analysis companies are
attempting to interest client firms in their ability to
help understand the information being exchanged in
the online space (Wright 2009). However, automated
sentiment analysis data are ostensibly more costly.
Indeed, firms can obtain volume data for free
from sites such as Technorati. Furthermore, previ-
ous research has found an effect for the simple over-
all volume of communications. We investigate the
importance of accounting for sentiment by estimat-
ing a restricted model, M5, which sets �p = �n =

�o = �. This tests the null model, M4, against a
restricted model where online communications have
the same effect across positive, negative, and neutral
comments (i.e., a single coefficient on the total vol-
ume of comments aggregated over positive, negative,
and neutral). For the sake of completeness, we also
test a second restricted version of the dynamic LIV
model, M6, which sets �p = �n = �o = 0. This tests the
null model against the restricted model, where online
communications have no effect.

The log Bayes factor as well as the MAE and MSE
of the step-ahead forecasts, reported in Table 7, indi-
cate strong support for model M4, which accounts
for sentiment. Furthermore, the 95% coverage interval
for � in model M5, which aggregates over valence,
spans zero. Thus, the effect of online communica-
tions is masked by ignoring comment valence cap-
tured by automated sentiment analysis. This result
demonstrates the value of automated sentiment data.
Firms that currently rely on free or less costly total
volume data may be underestimating the value of
online communications.

4.2. Revenue Effects of Shocks to Positive,
Negative, and Neutral Communications

Firms are increasingly attempting to initiate word-of-
mouth communications among existing and potential
customers with the goal of generating awareness and
spreading positive information (Godes and Mayzlin
2009). Although it seems extremely unlikely that a
firm would attempt to trigger negative comments,
it is the case that small mistakes by firms can also
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quickly become large problems. For example, in 2006,
a Comcast repair technician fell asleep during a ser-
vice call to a customer’s home. The customer shot a
video of the sleeping technician and posted it to a
blog. The video generated more than 200,000 views
and was discussed by the technology blog Gizmodo
and the mainstream news, including MSNBC and the
New York Times (Belson 2006). Using our model, we
investigate the effect of a shock to positive, negative,
and neutral online communications.

Under our dynamic LIV model, a shock to the
lth category of online comments at time t will carry
over to future values. To capture this dynamic, we
use the forecast distributions of the observation and
state variables in our DLM (West and Harrison 1997)
to generate 14-day forecasts of online comments and
sales. Letting T represent the terminal period of
our data, the posterior distributions of the dynamic
state variables in the model become the prior dis-
tribution for the T + 1st period. We first compute
a baseline forecast and subsequently shock the T +

1st prior, in turn, for each of the l ∈ 8p1n1 o9 cate-
gories and recompute the forecasts. Figure 4 presents
the cumulative revenues over the forecast period for
the baseline and the three scenarios where positive,
negative, and neutral comments receive a 10% shock
in the initial forecast period. For positive comments,
the shock results in an 18% increase in cumulative
revenues over the forecast period. For negative com-
ments, the shock results in an 11% decrease in cumu-
lative revenues. For neutral comments, the shock
results in a 7% increase in cumulative revenues.

The results on positive and neutral communica-
tions complement the existing literature that shows
that word-of-mouth campaigns can be an effective
tool for the firm (Godes and Mayzlin 2009) while
also underscoring the importance of managing situ-
ations that may result in negative communications.
For example, given the expected revenue decline fol-
lowing a negative shock to online communications,

Figure 4 Fourteen-Day Cumulative Revenue Forecasts Under Baseline
and 10% Shocks
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the firm may want to increase advertising and pro-
motional spending to offset the decline. On the other
hand, following a positive shock to online commu-
nications, the firm may want to decrease spending
to boost profitability. A full treatment of this issue
would require spend data, which we unfortunately
do not have.

5. Summary and Conclusions
The rise of Internet-based social media has facilitated
the spread of online communications as well as the
observability and measurement of the same. In par-
ticular, ratings and reviews permeate the online space
for a wide range of categories. The academic market-
ing literature has begun to explore the role of online
ratings in explaining firm outcomes. We argue that
although interesting and important, ratings data are
only a narrow slice of online communications about
a firm and its products. Web crawler technology has
enabled firms to measure the number of mentions
regarding a firm and its products or services across
a much wider swath of the online space. Such data
are currently available to firms via public and private
sources. Furthermore, private firms are investing in
automated classification of online comments as posi-
tive, negative, or neutral (Wright 2009). In this paper,
we investigate whether and how such information
affects sales and develop an estimation methodology
for uncovering such an effect.

Our measures of online communications consist of
daily counts of comments for a durable goods firm
selling via an online channel. The data are captured
by Web crawler technology. Rather than ratings data
from a single website such as Yahoo! Movies (Liu
2006, Duan et al. 2008) or postings from a single
forum such as Usenet (Godes and Mayzlin 2004), our
data capture a broader view of the online commu-
nications about the firm and its products across the
Internet. Via a proprietary technique for conducting
automated sentiment analysis, the comments are clas-
sified as positive, negative, and neutral. With these
data, we model the effect of online communications
on sales. Our model of the effect of online commu-
nications contains two important features. First, we
account for dynamic effects of online communica-
tions by modeling sales as arising from a demand-
generating dynamic stock variable. Positive, negative,
and neutral online communications contribute to the
evolution of the dynamic stock. The model is inspired
by goodwill models of advertising. However, such
models typically assume exogeneity of the advertis-
ing variables in the stock equation, prompting the sec-
ond important feature of our model. We account for
potential endogeneity in the estimation of the effect
of online communications on the stock variable by
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extending the latent instrumental variable estimator
to account for dynamic endogenous regressors.

We argue that endogeneity of online communica-
tions is a concern for at least three reasons. First,
Web crawler technology operates by searching for
keywords. For some firms and products, keywords
may not be unique. Although searches can be nar-
rowed and refined by exclusion terms, the possibility
of measurement error looms. Furthermore, the algo-
rithms that classify mentions as positive, negative,
and neutral are unlikely to be error-free, which also
raises the potential for measurement error. Second, we
do not have data on daily advertising or promotional
activities of the firm. In addition, firms may engage in
efforts to mediate, moderate, or seed online commu-
nications (Godes et al. 2005). These unobserved activi-
ties are likely to be correlated with observed measures
of online communications, causing an omitted vari-
ables problem. Finally, research on the effect of rat-
ings and reviews on sales has demonstrated feedback
effects in sales and ratings data. Similarly, the stock
variable and our measures of online communication
may coevolve.

The essential problem with an endogenous regres-
sor is correlation between the regressor and the error
term. With a valid observed instrumental variable in
hand, correcting for endogeneity bias is straightfor-
ward. However, the search for good instruments is a
classic problem in applied econometrics. With weak
or invalid instruments, the solution may aggravate
rather than ameliorate the problem. Recent work in
marketing has considered a new estimator to correct
for endogeneity bias based on latent instruments. The
LIV estimator (Ebbes et al. 2005) divides the endoge-
nous regressor into systematic and random compo-
nents. The systematic component is then modeled as
arising from a set of latent categories with category-
specific means. Most, if not all, of the existing appli-
cations of the LIV method make use of data with
cross-sectional variation. The properties of this esti-
mator are not well explored in the context of time-
series data. In simulated time-series data as well as
our actual data, we find the categorical LIV method
is unable to correct the endogeneity bias. To over-
come the problem, we extend the LIV method by
modeling the systematic component of the endoge-
nous regressor as a latent dynamic state matched
to the observed endogenous online communications
variable and, by construction, orthogonal to the stock
equation error term.

Our empirical results show that endogeneity bias
hampers estimates of the effect of online com-
munications on sales. Models that treat online
communications as exogenous or use lagged com-
munications as an instrument suggest no effect. In

contrast, our dynamic LIV model finds a signifi-
cant impact of online communications on sales. Log
Bayes factors and step-ahead forecast performance
indicate strong support for our proposed dynamic
LIV model. We are among the first to document the
impact of online communications measured by Web
crawler technology and scored with automated senti-
ment analysis. To the best of our knowledge, we are
the first to document an effect for positive, negative,
and neutral comments in this domain. Our findings
underscore the importance of accounting for dynam-
ics and endogeneity in the model. We find that the
effect sizes for positive and negative comments are
larger than that of neutral comments and that the
effect size for positive comments is larger than that of
negative. In terms of the duration of the effects, we
find that the majority of the effects have dissipated
after about a week.

Important for managers, we find that aggregating
online comments over valence masks the effect on
sales. Thus, although obtaining the sentiment analy-
sis data is costly relative to publicly available data
on the total volume of comments, the sentiment anal-
ysis data improve model fit and lead to a funda-
mentally different conclusion regarding the effect of
online communications. Previous research has noted
the increasing propensity of firms to attempt to ini-
tiate word-of-mouth communications among existing
and potential customers (Godes and Mayzlin 2009).
Our forecasting exercise demonstrates that firms have
good reason to focus on increasing positive and neu-
tral comments, but it also demonstrates that events
precipitating negative comments can adversely affect
revenues.

A limitation of our study is that our data are for
a single firm. However, our goal here is to provide
an initial step toward understanding the effect of
online communications on sales performance. To this
end, we develop a method for coping with the chal-
lenges of dynamics and endogeneity inherent in this
new data. Future research should strive to replicate
this result across other firms and industries. Addi-
tional future research topics in this area are plenti-
ful. As noted in §1, firms are increasing spending
on word-of-mouth marketing. We do not have data
to address issues such as the relationship between
advertising and promotional spending and the gener-
ation of online communications. Our data were col-
lected by our cooperating firm with an intentionally
broad focus. Future research may investigate a more
refined classification of online communications, such
as brand comments, product comments, or service
comments. Such refinements could lead to impor-
tant strategic findings in terms of differential effects
across types of online communication. Finally, an
interesting issue to consider is the strategic role of
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the firm. Beyond listening to and measuring online
communications, firms may take a more active role in
shaping or seeding online conversation. Indeed, our
results suggest that firms have an incentive to involve
themselves in the process. However, as firms become
more engaged in the process, consumers’ perceptions
regarding the authenticity of online communications
may be harmed, eventually dampening or eliminating
the effect. Future research should seek to understand
effective strategies for firm involvement that preserve
the authenticity of the information and its ultimate
effect.
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Appendix
We detail the sampler used to estimate the dynamic LIV
model described in Equation (8):

yt � xt1�1St1�
2
� 1

� � yt1xt1 St1�
2
� 1

�2
� � yt1xt1 St1�1

St � yt1xt1 ct1�1St−11 �t1�1�1ì1

ct � �t1ì1

� � ct1 St1 St−11�1ì1

� � ct1 St1 St−11�1ì1

ì � ct1 St1 St−11�1�1�t1

�t � �t−11é1ë1

é � �t1 �t−11ë1

ë � �t1 �t−11é 0

Where convenient, we drop the subscript t for ease of
exposition.
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1
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a� = 2 +K1

b� = 10

3. Generate St � yt1xt1 ct1�1St−11 �t1�01�1ì.
We estimate the information stock via a dynamic linear

model (West and Harrison 1997). The observation equation
of our DLM matches observed sales with the latent dynamic
variable of interest—in our case, the stock variable. The
observation and state equations of the DLM are given by

yt = x′
t�+ St + �t1

St = �St−1 + c′
t� +�S

t 1
(9)

where �t ∼ N401�2
� 5. The latent instrument equation for the

vector of online communications is ct = �t + �c
t and �t ∼

MVN401ì5, where ì is a full 4 × 4 matrix. We partition
ì such that ì = 6ìss ìsc

ìcs ìcc
7, where ìss is the scalar variance

of �S
t , ìcc is the 3 × 3 covariance matrix of �c

t , and ì′
sc =

ìcs is a 3 × 1 vector of covariance terms for �S
t and �c

t .
We use the forward-filtering and backward-smoothing algo-
rithm (West and Harrison 1997) to sample St . The posterior
at t − 1 is

St−1 �DS
t−1 ∼ N4mS

t−11C
S
t−150 (10)

The prior at time t is

St �DS
t−1 ∼ N4aSt 1R

S
t 51 (11)

where aSt = �mS
t−1 +c′

t�+ìscì
−1
cc 6ct − �tt7

′ and RS
t = �CS

t−1�
′ +

ìss −ìscì
−1
cc ìcs .

The step-ahead forecast distribution is

yt �DS
t−1 ∼ N4f S

t 1Q
S
t 51 (12)

where f S
t = aSt + x′

t� and QS
t =RS

t +�2
� .

Finally, the posterior at time t is

St �DS
t ∼ N4mS

t 1C
S
t 51 (13)

where mS
t = aSt + AS

t 4yt − f S
t 5, C

S
t = RS

t − AS
tQ

S
t A

S
t , and AS

t =

RS
t 4Q

S
t 5

−1.
We use backward sampling to obtain draws of St for

all t = 11 0 0 0 1 T . First, we sample ST � DS
T from its condi-

tional distribution as described in (13). Second, for each
t = T − 11T − 21 0 0 0 10, we sample from 4St � St+11D

S
t 5 ∼

N4gS
t 1H

S
t 5, where gS

t = mS
t + BS

t 4St+1 − aSt+15, H S
t = CS

t −

BS
t R

S
t+1B

S′

t , and BS
t =CS

t �4R
S
t+15

−1.
4. Generate �1� � ct1 St1 St−11ì.
Let �̃ = 6 � � ′ 7′, ỹt = St − ìscì

−1
cc 6ct − �t7

′, x̃t = 6 St−1 c′
t 7,

and ¶ìss =ìss −ìscì
−1
cc ìcs . Then

�̃ � ỹ1 ·X1ì∼ MVN
(

b̃1

[

1
¶ì ss

·X
′
·X +è−1

�̃

]−1)

1

b̃ =

[

1
¶ìss

·X
′
·X +è−1

�̃

]−1[ 1
¶ìss

·X
′

ỹ+è−1
�̃

¯̃�

]

1

è�̃ = 106
× I41

¯̃�= 040

5. Generate ì � ct1 St1 St−11�1�1�t .

ì � ct1 St1 St−11�1�1�t

∼ IW
(

qì + T 1

(

V ì
+

T
∑

t=1

4�t − �̄t54�t − �̄t5
′

))

1
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�t = 6 St c
′
t 7

′1

�̄t = 6 �St−1 + c′
t� �t 7

′1

qì = 61

V ì
= I40

6. Generate �t � �t−11é1ë .
To generate �t , we transform to the reduced form of the

model. To accommodate the transformation, we define the
following terms.

Let

S̃t = St − �St−11 ỹt = 6 S̃t c
′
t 71 Ft =















�p �n �o

1 0 0

0 1 0

0 0 1















1

�̃t = 6 �S
t +�c′

t � �c′

t 7′1 L=















1 �p �n �o

0 1 0 0

0 0 1 0

0 0 0 1















1

and ¶ì= LìL′0

The observation equation of the reduced form matches
the stock variable and online communications with the
latent dynamic instrument. The observation and state equa-
tions of this DLM are given by

ỹt = Ft�t + �̃t1

�t =é�t−1 + �t1
(14)

where �t ∼ MVN401ë5. We use the forward-filtering and
backward-smoothing algorithm (West and Harrison 1997)
to sample �t . The posterior at t − 1 is

�t−1 �D�
t−1 ∼ N4m�

t−11C
�
t−150 (15)

The prior at time t is

�t �D�
t−1 ∼ N4a�t 1R

�
t 51 (16)

where a�t =ém�
t−1 and R�

t =éC�
t−1é

′ +ë .
The step-ahead forecast distribution is

ỹt �D�
t−1 ∼ N4f �

t 1Q
�
t 51 (17)

where f �
t = Fta

�
t and Q�

t = FtR
�
t F

′
t + ¶ì.

Finally, the posterior at time t is

�t �D�
t ∼ N4m�

t 1C
�
t 51 (18)

where m�
t = a�t + A�

t 4ỹt − f �
t 5, C

�
t = R�

t − A�
tQ

�
tA

�
t , and A�

t =

R�
t 4Q

�
t 5

−1.
We use backward sampling to obtain draws of �t for

all t = 11 0 0 0 1 T . First, we sample �T � D�
T from its condi-

tional distribution as described in (18). Second, for each
t = T − 11T − 21 0 0 0 10, we sample from 4�t � �t+11D

�
t 5 ∼

N4g�
t 1H

�
t 5, where g�

t = m�
t + B�

t 4�t+1 − a�t+15, H�
t = C�

t −

B�
t R

�
t+1B

�′

t , and B�
t =C�

t é
′4R�

t+15
−1.

7. Generate é � �t1 �t−11ë .
Let

�̃= diag6é 71 ỹt = �′

t1 ·Xt =









�
p
t−1 0 0

0 �nt−1 0

0 0 �ot−1









1 and

ë̃ = IT ⊗ë1

�̃ � ỹ1 ·X1ë̃ ∼ MVN4b̃1 6 ·X
′

ë̃−1 ·X +è�̃−1 7−151

b̃ = 6 ·X
′

ë̃−1 ·X +è−1
�̃
7−16 ·X

′

ë̃−1ỹ+è−1
�̃

¯̃�71

è�̃ = 106
× I31

¯̃�= 030

8. Generate ë � �t1 �t−11é .

ë � �t1 �t−11é

∼ IW
(

qé + T 1

(

V é
+

T
∑

t=1

4�t −é�t−154�t −é�t−15
′

))

1

qé = 51

V é
= I30
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