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that this approach ably forecasts relative ad performance by leveraging
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A New Method to Aid Copy Testing of Paid
Search Text Advertisements

In the last decade, paid search advertising has emerged as
an important component of digital marketing. In 2015, total
spending on Internet advertising amounted to $59.6 billion
(PwC 2016). Of this overall spending amount, nearly half is
related to search engine marketing. In paid search advertising,
the search engine presents text ads to consumers in response
to a keyword search. Although paid search text ads1 share
some similarities with more typical forms of advertising and

promotion, there are some important differences in both form
and function. Traditional advertising often aims to build aware-
ness or create unique and favorable brand image associations. In
contrast, the main goal of a text ad is to entice the consumer to
respond immediately by clicking on the ad. In this sense, paid
search ads share some commonalities with lower-funnel pro-
motional tactics that aim to elicit a more immediate consumer
response.However, an important differencebetween a text ad and,
for example, a print advertisement or a point-of-sale promotional
tool, is that the content of a text ad is restricted and, thus, very
sparse. Text ads that appear onGoogle are formatted to consist of a
headline, a display URL, and two lines of text (or a total of 95
characters).2 This renders development of ad copy relatively in-
expensive compared with most other forms of advertising.

Broadly speaking, firms might create ad copies for a paid
search campaign using either human copywriters or machine-
based approaches. An example of amachine-based approach is
dynamic keyword insertion, in which the searched keyword is
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placed into a preexisting set of text to create an ad. In theory,
this helps ensure the relevance of a text ad served in response
to a keyword search while enabling advertisers to have small
bodies of text (e.g., potentially a single ad) that appears dif-
ferently to customers depending on their search terms. Whether
created by humans or machines, it is relatively inexpensive to
generate a large corpus of text advertisements. Copy testing these
ads, however, is not as straightforward.

A common practice in advertising copy testing is to develop
a set of copies (e.g., a few executions of a television or print ad)
and experiment (e.g., using A/B split testing) to find the best-
performing copies. Adapting this practice to copy test text ads is
complicated by the scale of the problem. According to Google,
the average click-through rate (CTR) on AdWords paid search
ads is 2%.Under this average CTR, a copy test with only five ads
that generates 20,000–30,000 impressions might take two to
three months to generate enough data to yield reliable results
(Rauschenbach 2012). In addition to the time required, if ads in
the test group perform poorly in terms of generating clicks, the
firm’s quality score on the ad group may suffer, causing deg-
radation in position, CTRs, and, ultimately, conversions for the
whole campaign. Practitioners have noted this to be the case even
in simple A/B tests (Rauschenbach 2012). Thus, although cre-
ating different text ads is relatively easy and inexpensive, testing a
moderate to large set of text ads in a real business environment
might be costly for the firm in terms of both time and money. It
seems advantageous to consider methods to complement tradi-
tional copy testing by first reducing a large set of candidate text
ads to a smaller set more suitable to in-market test procedures.

This article presents a novel approach to complement tra-
ditional copy testing methods (i.e., A/B or multivariate testing)
in the domain of paid search advertising. From a broad vantage
point, our approach consists of two parts. First, we demonstrate
an experimental approach to scoring a large set of text ads on
multiple dimensions of interest, including click performance
and the perceived ability of the ad to generate awareness,
interest, desire, and action. Second, we show how the textual
characteristics of the ads can be used to predict the score of a
new set of ads on these dimensions of interest. Our intended
contribution is both substantive and methodological. From a
substantive vantage point, our approach demonstrates how to
identify a small set of higher-performing text ads from a large
set of ads. This identification is facilitated by extant statistical
methods to score a large set of objects on the basis of paired
comparisonsof objects in the set.Althoughour paired-comparison
approach alone is easy to implement and can yield insights into ad
copy performance, it is useful to also consider how to assess the
perceptions and performance of new ads without rerunning the
paired-comparison experiments. We demonstrate how the textual
characteristics of the ads can be used to predict an out-of-sample
ad’s perceptions and performance scores. This prediction task
raises a significant methodological challenge. The number
of textual covariates is likely to be large, approaching or
exceeding the number of ads (i.e., the “large p, small n”
problem). Allowing for interaction effects aggravates the
problem considerably. However, such effects are likely to be of
interest in our setting. For example, the word “sale” and “now”
may interact with each other if included in the same ad. To
address this challenge, we propose a novel Bayesian approach to
estimate a penalized system-of-equations model that addresses
the “large p, small n” problem, allows for flexible treatment of
main and interaction terms, and accounts for residual correlations.

We demonstrate our proposed approach using a set of 284
text ads.3 First, we collect primary data on ad perceptions and
performance through approximately 15,000 nonexhaustive
paired-comparison experiments. Using a statistical ranking
model to account for the nature of the paired-comparison data
collection approach, we then rank-order the text ads in terms of
the perceptions and performance scores. We find a significant
relationship between an ad’s perceived ability to generate in-
terest, desire, and action and an ad’s click performance, lending
face validity to the proposed method. In addition, we repeat
our approach using an auxiliary data set of text ads for which
we observe actual click rates. Our derived click performance
ranking correlates strongly with the ranking based on observed
click rates, lending external validity to our proposed method.

To demonstrate the predictive validity of our approach, we
specify a set of holdout ads from the set of 284 ads. Becausewe
know the rank of each of the holdout ads, we can examine how
well our approach forecasts the perceptions and performance
of these ads relative to the existing set of ads. We calibrate the
relationship between the textual content and perceptual attributes
of the ads and use the model to forecast the holdout ads’ per-
ceptual attributes. We then predict performance on the basis of
the perceptual attribute forecasts combined with ad content. This
allows content to have a direct effect on performance aswell as an
indirect effect though the perceptions.Our approach ably predicts
the rank of the holdout ads relative to the existing ads. We show
that competing models, including those that do not account for
interactions in textual content or that forecast performance di-
rectly as a function of content alone (i.e., bypassing the perceptual
attributes), perform worse in terms of holdout performance.

The remainder of the article is structured as follows. We
begin with a brief overview of the paid search advertising
literature, including the treatment of the text advertisement.We
then present a detailed discussion of our proposed method,
including our approach to data collection. We follow with a
description of the data and our empirical results. In the pen-
ultimate section, we discuss the implications of our framework
and illustrate how new ads can be classified relative to the set of
existing ads. We conclude by noting some limitations of our
approach and discussing future research in the domain of text
mining and marketing.

BACKGROUND

Designing an effective ad is perhaps one of the hottest topics
among paid search practitioners and has been extensively
discussed in numerous online forums. For example, a recent
Harvard Business Review article discusses research conducted
by eBay Research Labs (Blake, Nosko, and Taedelis 2015)
concluding that paid search advertising has been largely in-
effective in driving sales on eBay (Fisman 2013). Many in the
practitioner community have argued that eBay’s overreliance
on dynamic keyword insertion has resulted in poor ad design
and performance. Indeed, this strategy has resulted in the
creation of some bizarre text advertisements suggesting that
babies, perpetual motionmachines, and evenBill Gates can be
purchased on eBay for low prices (Kim 2013). The underlying
theme of this and similar discussions among practitioners is
that ad content in part determines ad performance (i.e., CTRs).

3Our results are reported for text ads from home lighting category. We
replicated the results in two other product categories (for these results, see the
Web Appendix).
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Both industry experts and search engines offer numerous
design recommendations. For example, Google AdWords has
recommended “keep[ing] ad content simple”; focusing on
unique features, such as price and promotional information;
using a “strong call-to-action”; and including keywords in the
ad text. Baidu has recommended embedding keywords to
“help catch the user’s eye” and to use plain language and clear
descriptions, which “makes it easy for the user to understand
what he/she will find on your landing page.” While there are
many trade publications and online sources that offer advice on
how to design effective paid search ads, academic research on
the effect of ad content is scarce.

Extant empirical research on paid search advertising has
provided insights into keyword selection, the role of position
and cost-per-click, and the general attribution problem (e.g.,
Chan, Wu, and Xie 2011; Ghose and Yang 2009; Rutz and
Bucklin 2011). Dhar and Ghose (2010) provide an excellent
overview of the state of paid search research and discuss future
areas of research on the topic. In particular, this research has
highlighted the effect of ad position in determining CTR as well
as the importance of accounting for position endogeneity. Ac-
counting for position endogeneity is especially challenging
becausefinding strong, valid instruments is a difficult task (Rutz,
Bucklin, and Sonnier 2012). As such, researchers often turn to
field experiments or other methods (e.g., regression disconti-
nuity designs) to evaluate paid search advertising (Agarwal,
Hosanagar, and Smith 2011; Narayanan and Kalyanam 2015).
Our goal is to understand whether and how subjective and
objective measures of ad content can be used to predict click
performance. Obtaining measures of the subjective perceptions
of ad content requires us to collect primary data. Moreover,
collecting primary data on click performance enables us to ab-
stract away from the confounding effects of position and sharpen
our focus on predicting performance as a function of content.

Computer science literature has studied the ability to predict
the performance of a new ad. This stream of research on the
role of text ads consists of three main areas: ad relevance to the
search term or to the context (e.g., Broder et al. 2007; Gao
and Gao 2013; Savenkov, Braslavski, and Lebedev 2011;
Shaparenko, Cetin, and Iyer 2009), ad textual attributes (ad com-
position), and ad position (rank) on the result screen (Joachims
et al. 2005). After controlling for position and relevance, studies
have shown that large variation in ad performance remains
(Richardson, Dominowska, and Ragno 2007). It seems rea-
sonable that the textual content of the ad may account for some
of this variation. Several papers in the computer science liter-
ature have studied the effects of the textual attributes of paid
search ads. Kim et al. (2011) develop a factor graph model that
links ad “attractiveness,” measured by the attractiveness of
individual words contained in the ad, to click-through perfor-
mance. Leveraging historical performance records for a large set
of ads, their model allows identification of words that are as-
sociated with better-performing ads. Dembczynski, Kotłowski,
and Weiss (2008) propose a rule-induction algorithm approach
to learn an ensemble of decision rules that help predict CTRs for
new ads. Dave and Varma (2010) propose that semantically
similar ads should have similar click-through performance.
Their approach combines historical CTRs for a large set of
existing ads with a similarity measure of new ads to generate
predictions. Richardson, Dominowska, and Ragno (2007) use a
logistic regression model to explore a broad range of ad attri-
butes that can potentially be predictive of ad performance.

Similar to our approach, they treat the ad copy as a “bag of
words” and combine it with their own manually coded features
(e.g., “aesthetically pleasing,” “attention grabbing,” “reputable
brand”). Surprisingly, they find that neither the proposed ad
features nor inclusion of interaction effects significantly im-
prove the model’s predictive accuracy.

From our perspective, a major difference between the afore-
mentioned computer science studies and our work relates to the
data. The majority of the articles we have discussed rely on data
sets from search engines. In contrast, a typical advertiser does not
have the luxury of observing contemporaneous or historical
records of competitive search engine data. In essence, an ad-
vertiser has access only to its own data. Even if competitor data
were available, it would not contain measures of the subjective
perceptions of ad content (for either own or competitive ads). It
is, however, relatively straightforward to capture the ads served
in response to a search; the remaining task is to collect primary
data on both consumers’ subjective perceptions ad click rates.
To this end, we next discuss our methodology in detail.

METHODOLOGY

We aim to achieve two distinct but related objectives with
regard to understanding text ad performance (in terms of click
behavior) and the role of content in determining the performance
of a paid search campaign. First, we propose a novel market
research approach to evaluate the relative performance of an
existing set of text ads. Although in-market testing methods such
as A/B and multivariate testing have the advantage of high ex-
ternal validity, they are not well-suited to test large sets of paid
search ads, which are easy for copywriters ormachine approaches
to produce. LowCTRsmean that tests run with even amodest set
of ads may need to stay in the field for months to accumulate
enough data to yield reliable results. This may also result in
negative effects on the firm’s quality score if ads in the test group
are performing poorly (Rauschenbach 2012). Our approach en-
ables thefirm to recover the rankorder of a large set of ads in terms
of perceptions and performance. This allows for the evaluation
of a large number of text ads that may be served in response to a
search. The firm may want to subject the resulting smaller set of
high-performing ads to in-market testing or to roll out this smaller
set of high-performing ads. In addition to collecting primary data
on click performance through a paired-comparison exercise, it is
also straightforward to measure consumers’ subjective percep-
tions of the ad content. Following the growing literature that
argues for the role of mindset metrics in understanding sales
performance (e.g., Hanssens et al. 2014), we show that consumer
perceptions explain ad performance and, more importantly, im-
prove the prediction of the click performance for new out-of-
sample ads, which is our second objective. Using only the new
ad’s textual content metrics and our model calibrated on existing
ads, we are able to forecast the perceptions and click performance
of the newad.The advantage of this approach is that it obviates the
need to collect primary data on the new ad. However, achieving
this second objective raises some notable statistical challenges.
Next, we discuss the motivation for a relative evaluation and then
detail the methods for existing and new ads.

The Need for Primary Data Collection in a Relative
(or Competitive) Setting

In an ideal setting, we could investigate the performance of
text ads by collecting cross-firmCTRs for a set of ads served in
response to a search. Several interesting considerations arise.
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First, the ads served in response to a search are from a cross-
section offirms. Second, since a set of ads is served, consumers
are likely engaged in a relative evaluation (i.e., ad performance
is affected by competitive context). Third, since the ads are
typically served in a list, click performance is affected not only
by the ad but also by the ad’s position in the list. Thus, to
evaluate the performance of text ads, the analyst likely would
desire an approach that captures competitive click perfor-
mance, provides insights into the relative perceptions and
performance of a set of ads, and either controls for or abstracts
away from the position effect. These considerations present
significant challenges to the analyst. The major search engines
do not provide competitive cross-firm data. Even if the ana-
lyst managed to obtain competitive click performance, mea-
sures of perceptions for own and competitive ads are not
available. Moreover, even if the analyst overcame the two
aforementioned limitations, existing research has demonstrated
that ad position is endogenous, which complicatesmodel-based
efforts to control for position effects. Fortunately, the analyst
can capture a set of competitive ads served in response to a
search.4 What is then required is obtaining relative measures of
perceptual attributes (e.g., attracts attention, stimulates action) and
performance (i.e., click) that are not confounded with position.

Evaluating Existing Paid Search Text Ads

The literature on classified advertising (i.e., ads that are
similar to paid search ads in that they are also predominately
text based) has suggested the importance of four perceptual
attributes in understanding text ad performance: the ability of
the ad (1) to generate awareness, (2) to stimulate interest in the
product, (3) to stimulate desire for the product, and (4) to
prompt consumer to act (Bruthiaux 1996, 2000; Vestergaard
and Schroder 1985). Thus, our goal is to obtain relative
measures on these perceptual attributes for a set of ads along
with relative measures of performance (i.e., click). While it is
possible to obtain aggregate measures of performance for a
single firm using secondary data (i.e., average click behavior),
neither competitive performance data nor data on the perceptual
attributes are available through secondary data sets. Thus,we are
motivated to collect primary data on perceptual attributes and
performance. This task is complicated by the fact that wewish to
investigate a large sample of ads on perceptions and perfor-
mance. Standard marketing research methods to obtain per-
ception and performance measures include ratings tasks, in
which respondents might rate each ad on the dimensions (i.e.,
perceptions and click performance), or ranking tasks, in which
respondents rank-order the set of ads on the dimensions. It
is well known that ratings data suffer from low discriminant
validity as well as scale usage biases. Ranking tasks can force
discrimination across items but become cognitively more dif-
ficult as the number of objects to be ranked increases.

To address these issues, researchers in other settings have
turned to the method of paired comparisons (MPC) and, more
recently, maximum difference scaling (MaxDiff) to obtain
measures on the dimensions of interest for each item. Given
our desire to evaluate a large number of ads, designing MPC
or MaxDiff experiments is problematic. Optimal experimental

designs for MPC or MaxDiff require feature frequency
balance, orthogonality, connectivity, and positional balance
conditions (Sawtooth Software 2013). A rule of thumb for
designing such experiments is to show one-and-a-half times
as many paired comparisons as available items. Clearly,
designing such experiments with many items (e.g., hun-
dreds) is challenging. Both the sheer number of paired
comparisons required per respondent and the financial costs
of collecting such a large number of ratings are likely to be
prohibitive.

Obtaining measures on a dimension or dimensions of in-
terest for a large set of items is a common problem in the
domain of sports. For example, there are 120Division I college
football teams, most of which never play each other during the
11–12 game college football season and certainly do not play
each other according to any optimal experimental design. To
determine postseason matchups, however, it is necessary to
rank-order the teams on the basis of their performance in
the season. Historically, subjective rankings of coaches and
sportswriters determined the rank order of the top 20 teams.
More recently, the Elo method (Elo 1978) has been used to
rank-order all 120 teams. The Elo method is a rating system
that can be used to rank items when exhaustive comparisons
are not possible but paired comparisons are available and are
not necessarily generated according to an optimal experimental
design. The Elo method was developed by Arpad Elo for the
purpose of rating chess players.5 The basic premise of the
method is that conditional on a certain rating of two items, a
paired comparison of the items can be used to update their
respective latent scores, s, which generate the rankings. The
score update snewi for item i is based on the outcome of a paired
comparison with item j as well as both items’ precomparison
scores, si and sj. Thus, the updating step simultaneously takes
into account the information contained in the outcome of the
paired comparison as well as the information in the ratings of
the items prior to the comparison. This is important because the
comparisons are not necessarily generated (and may not be
feasibly generated) according to an experimental design. For
example, if a highly rated item is comparedwith a significantly
lower-rated item, one would expect a higher probability that
the highly rated item wins the comparison. Thus, not much
new information is generated in this case, and both items’
ratings will be updated only slightly. If, however, the signif-
icantly lower-rated item wins, considerable new information is
discovered. Thus, both items’ ratings should be updated to
account for the fact that the two items are closer together than
the prior ratings suggest.

The basic assumption of the original Elo method is that the
underlying true rating of an item in a given comparison is a
normally distributed random variable. In this sense, it is similar
to random utility theory, wherein the analyst does not ob-
serve the consumer’s utility but only the index of the utility-
maximizing choice. Many implementations of the Elo method
exist. We use an implementation called Rankr, developed
by HP Labs (Luon, Aperjis, and Huberman 2010), which
assumes a logistic distribution. The score update snewi for item i
based on a paired comparison with item j, given their pre-
comparison scores si and sj, is given by

4For example, search result pages served by Google in response to a search
can be automatically stored and parsed to extract the text ads served in
response to a keyword search.

5Today, the Elo method is used to rate teams or individuals in other sports,
such as basketball, Major League Baseball, and eSports.
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snewi = si + k

"
Iðchoice = iÞ − 1

1 + exp
�
sj − si

�
#
,(1)

where k is the updating parameter and I is an indicator
function. TheWebAppendix containsmore details on the Elo
algorithm as well as a simulation study that demonstrates the
efficacy of the approach.

Equation 1 can be calibrated on paired-comparison data
collected on click performance for a set of ads (i.e., Given a
pair of ads, on which ad would the respondent be more likely
to click?). This gives the firm a sense of which ads in a large
set are likely to have higher click rates. Likewise, Equation 1
can also be calibrated on paired-comparison data collected on
the perceptual attributes for the same set of ads (i.e., Given the
same pair of ads, which ad does the respondent rate more
highly in terms of generating awareness or stimulating a
desire to purchase?). After obtaining the Elo scores on click
performance and perceptions, it seems prudent to investigate
the relationship, suggested by theory, that an ad’s perceptual
attributes affect its performance. A model of ad performance
as a function of perceptual attributes could be specified as
follows:

sPerfi = mPerf + �
m

l=1
sAttli ql + wi,(2)

where

sPerfi is the score of text ad i on performance,
sAttli is the score of text ad i on the perceptual attribute dimension l
(where l = 1, ..., m),

m is an intercept,
q = ðq1:::qmÞ0 is a vector of parameters, and
wi is a normally distributed error term.

Such a model serves to assess the face validity of the Elo
approach to ranking the ads on the basis of the paired com-
parisons. If we find no relationship between perceptual attri-
butes and performance, this may suggest that the Elo method
is unsatisfactory in terms of recovering the true relative per-
formance and perceptions of the ads. Given the subjective
nature of the perceptual attributes, it is especiallyworthwhile to
estimate Equation 2 as one test of the validity of our approach.
It is possible that measurement error can overwhelm any signal
in the data. If this were the case, wewould expect the estimates
of q to be attenuated.

Of greater practical consideration, should the firm want to
assess the potential performance of new ads (which, in the
domain of text ads, are easily and inexpensively generated), it
would be required to collect new paired-comparison data with
the original set of ads aswell as the new ads.An alternative is to
develop a model to predict the click performance of the new
ads. This requires multiple steps. First, we need to measure the
textual content of a set of ads through text mining. Then, we
can build a predictive model of the perceptual attributes of an
ad as a function of ad content.We can then use the estimates of
q from Equation 2 and the predicted perceptual attributes to
generate a prediction of ad click performance. Because this is a
complex approach, it is worth considering a simpler model that
bypasses the perceptual attributes altogether and models click
performance directly as a function of content alone. In either
case, a problem arises in terms of the number of textual co-
variates relative to the number of observations.

Evaluating New Paid Search Text Ads: Linking Ad Content to
Perceptual Attributes

Our proposed method is built on the notion that the per-
ceptual attributes and, ultimately, the performance of the ad
can be linked to the textual content of the ad. To capture the
content of the text ads, we usemultiple text-mining techniques.
We begin by generating textual covariates using a variant of
the bag-of-words method (Salton and McGill 1983) to capture
the ad’s content as well as the position of the word within the
ad (header vs. body). The bag-of-words method is a simpli-
fying representation used in natural language processing and
information retrieval. It is an unordered representation of a text
document determined by frequencies of words from a dic-
tionary.Given the length (or the lack thereof) of text ads,words
typically appear only once. Thus, rather than using word counts,
we useword indicators. To account for higher-order structures in
our data,we also use a latentDirichlet allocation (LDA;Blei,Ng,
and Jordan 2003) model to discover a mixture of latent topics
present in the text ads. The LDAmodel is a generative statistical
model that assumes that documents in the set (i.e., the set of 284
ads) are composed of multiple topics (i.e., collections of words
constitute different topics). It has received widespread accep-
tance because of its power to extract meaningful topics using a
parsimoniousmodel. The LDAmodel operates by assuming that
multiple latent topics exist in the text ads and that each topic is
defined by a distribution of word probabilities. Although it is
possible that there is some information overlap between the
lower-dimensional topics and the bag-of-words covariates, we
use both in our empirical analysis. In theory, the topic covariates
contain the structured information in the ads, whereas the bag-
of-words covariates represent the unstructured information.

While it is conceptually straightforward, modeling the
perceptual attributes of an ad as a function of ad content captured
by our text-mining approach will likely lead to a “large p, small
n” problem (West 2003) because the number of textual covari-
ates will be large relative to the number of text ads. Another
complication arises as a result of the interest in interaction effects.
Because text potentially becomesmore meaningful as words co-
occur, it is of interest to consider interactions. However, this
implies that the “large p” grows even larger with interactions
while the “small n” remains constant. Similar problems are often
investigated in the statistics literature. In marketing, data sets
are increasingly predictor-rich compared with the number of
available observations (e.g., Naik et al. 2008). Thus, it is useful
to consider methods to accommodate such data.

Regularization methods such as the LASSO (Tibshirani
1996) or Elastic Net (Zou and Hastie 2005) models offer
means to address dimensionality problems in linear models.
However, the consideration of interaction andmain effects in the
model gives rise to a second, related issue. In extant regulari-
zation models, interaction terms are treated simply as another
covariate in the model. However, the researcher may prefer to
add a main effect before an interaction. The researcher may also
want to favor interaction terms that correspond to main effects
that have already been added. We demonstrate how a novel
regularization approach, the VANISH model (Radchenko and
James 2010), allows for parsimonious treatment of the “large p,
small n” problem in the presence of interaction terms.6 We

6VANISH is the acronym for “variable selection using adaptive nonlinear
interaction structures in high dimensions” (Radchenko and James 2010).
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propose a Bayesian implementation of VANISH and derive the
necessary informative prior required by this approach. A key
advantage of a Bayesian approach to inference in the VANISH
model is the ability to include the tuning parameters in themodel
hierarchy, allowing for simultaneous estimation of all parameters
in the model (e.g., Park and Casella 2008). In addition, because
we have multiple, possibly correlated perceptual attributes, we
show how to generalize the VANISH model for a univariate
dependent variable to a system model with correlated errors.

A Bayesian VANISH

In our analysis, the “large p, small n” problem, coupled with
the issue of main and interaction effects, occurs in the step that
links the textual covariates with the ad’s perceptual attributes.
For each text ad i ði = 1, :::, nÞ, we have an Elo-based score7 on
each of the four perceptual attributes, sAttli ; a set of textual
covariates, Xtext

i ; and a set of topic covariates, Ztopic
i ; from the

LDA model. We model sAttli , text ad i’s perceptual attribute
score on dimension l ðl = 1, :::, mÞ, as a function of the topic
covariates, the textual covariates, and the first-order in-
teractions of the textual covariates8 as follows:

sAttli = mAttl + �
nt

t=1
Ztopic
it aAttl

t + �
p

j=1
Xtext

ij bAttlj

+ �
j>k

Xtext
ij Xtext

ik bAttljk + eAttli ,

eAttli ~ N
�
0, s2

Attl

�
,

(3)

where

n is the number of text ads,
m is the number of perceptual attributes,
nt is the number of topics in the LDA model,
p is the number of textual covariates, and
m, a, b, ands are parameters (or parameter vectors) to be estimated.

To implement the proposed model given in Equation 3,
ðp2 + pÞ=2 beta parameters need to be estimated for each
perceptual attribute dimension. Thus, estimating Equation 3
with standard methods of inference is simply not feasible for
values of p that are large relative to the sample size. Fur-
thermore, given our desire to consider differential treatment of
main and interaction terms, we require an approach that ac-
commodates such treatment. Next, we discuss the VANISH
model and show how it allows for differential treatment of
main and interaction effects. We then derive the informative
prior needed to implement VANISH in a Bayesian framework
and demonstrate how to extend the VANISH model to a sys-
tem of equations with correlated errors.

Regularization methods such as VANISH impose penalties
on the likelihood to account for the fact that the number of
predictors is near or even larger than the number of obser-
vations. This circumvents the problems that would arise as a
result of the lack of degrees of freedom. For a univariate linear
model y = Xb + e, the general regularization approach is to
find the value of b̂pthat minimizes ðy − XbÞ0ðy − XbÞ − P,
the usual squared error criterion along with a penalty function,
P, typically expressed in terms of b. In principle, standard

regularization models can include interaction terms in the
covariate matrix, X. However, extant models treat main effects
and interactions in the samemanner in terms of the penalty.We
may prefer to ensure that main effects are included in themodel
before including their interaction term. In a similar vein, we
may want to favor interaction terms corresponding to predictors
that have already been added. The VANISH penalty auto-
matically adjusts the degree of shrinkage on the interactions
depending onwhether themain effects are already present in the
model. An added benefit of the VANISH penalty is the im-
proved ease with which interaction terms can enter if the cor-
respondingmain effects have already been added. In general, the
VANISH penalty for a given perceptual attribute dimension is

PVANISH = l1�
p
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where

l1 reflects the additional penalty on the interaction terms,
l2 reflects the weight of the penalty for each additional predictor
included in the model,

p is the number of predictors, and
b are parameter vectors to be estimated.

Any Bayesian regularization approach specifies an in-
formative prior on the otherwise-unidentified regression co-
efficients. In the case of the VANISH penalty, we derive the
informative prior proceeds along similar conceptual lines as the
LASSO.9 The informative VANISH prior is given as

(5)
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Unlike the LASSO, the form of the VANISH penalty does not
allow for a normal posterior and requires a Metropolis–
Hastings step to sample from the posterior (for details, see the
Web Appendix). As noted by Park and Casella (2008), a
benefit of the Bayesian approach is the ability to estimate the
penalty parameters l1 and l2 directly, whereas in the classical
framework, they are estimated using cross-validation. To
complete the model, we specify gamma priors on the penalty
parameters l1 and l2 and an inverse-gamma prior on the
variance with diffuse hyper-priors (for more details on the
sampler, see the Web Appendix).

As we have noted, the perceptual scores on awareness,
interest, desire, and action might be correlated. However,
given the informative prior for the univariate VANISH model
specified in Equation 5, it is clear that a multivariate normal
model with correlated errors is infeasible. We therefore use a
copula approach to extend the VANISH model from a uni-
variate dependent variable to a system of equations with
correlated errors (Danaher and Smith 2011). For the ith text ad
and lth attribute, we employ a Gaussian copula by first cal-
culating (for each sweep of the sampler)

x*il = F
�
Fl
�
sAttli

��
,(6)

7Hereinafter, we refer to the Elo-based score simply as the “score.”
8The topic metrics already capture the whole text and thus are not

interacted with the textual components or with themselves.
9For details on deriving the informative LASSOprior, see Park andCasella

(2008).
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where F is the normal cumulative distribution function with
mean
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Given the values x*il for all ads and attributes, we generate
a new draw of the copula correlation matrix, G, using a
random-walk Metropolis–Hastings algorithm. The cop-
ula parameters x*il andG allow us to model the perceptions
conditional on the textual covariates in a multivariate system
with correlated errors. The model is implemented in a fully
Bayesian fashion and estimated byMarkov chainMonte Carlo
methods. More details on the sampler appear in the Web
Appendix. After the model is estimated, it is straightforward to
use the draws of the model parameters to forecast a new text
ad’s perceptual scores, conditional on the textual content of
the ad.

Evaluating New Text Ads: Modeling Ad Performance

After obtaining a forecast of the new text ad’s scores on the
perceptual attributes, we can use the model in Equation 2 to
predict the performance of the new text ad. Note that av-
eraging over the draws of the Markov chain Monte Carlo
sampler naturally accounts for the measurement error in the
forecasts of the perceptual attributes. However, Equation 2 is
myopic in the sense that it does not allow for a direct effect of
ad content on performance. Our Bayesian VANISH ap-
proach can also be applied to allow for a direct effect of topic
covariates, textual covariates, and first-order interactions of
the textual covariates in the performance equation for the ith
text ad:

sPerfi = mPerf + �
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where

Ztopic
it is the topic covariate t for text ad i,

Xtext
ij is the textual covariate j for text ad i,

n is the number of text ads,
m is the number of perceptual attributes,
nt is the number of topics in the LDA model,
p is the number of textual covariates, and
m, a, b, q, ands are parameters (or parameter vectors) to be
estimated.

The model in Equation 7 is a more general model of ad per-
formance. The model described in Equation 2 is derived as a
special case of Equation 7, whereaPerf

t = bPerfj = bPerfjk = 0"t, j, k.
The restricted version of the model implies that ad content only
affects performance through its impact on the perceptual attributes.
Another restriction to consider is q1 = q2 = ::: = qm = 0,
which implies that the perceptual attributes do not affect ad
performance. By comparing the predictive validity of this

restricted model with the full model, we can ascertain the
value of collecting primary data on the perceptual attributes
of the ad.

To summarize, our approach assembles a set of textual
covariates that describe text ads using machine learning
approaches. We augment these data with primary data that
capture human processing of the text content on ad percep-
tions. Our Bayesian VANISH approach can generate forecasts
of the perceptual attributes of a text ad given the ad’s content
alone. This is particularly useful in terms of forecasting the
perceptions of a new text ad. More importantly, with a forecast
of the perceptual attributes in hand, we can use Equation 7 in
full or restricted form to predict a new ad’s performance.
Figure 1 provides a graphic description of our overall approach
to establishing a link between the ad content, ad perceptions,
and ad performancemetrics relevant to practitioners (e.g., click
behavior). To demonstrate the efficacy of our proposed ap-
proach, we now turn to our data.

DATA

Our data collection requires three steps. First, we need to
collect a set of text ads to be evaluated.We then need to obtain
measures of perceptions and performance for the ads. Finally,
we need to obtain measures of ad content. We discuss each of
these steps in turn.

Collecting the Ads for Evaluation

We obtained the ads used in our method from a mix of actual
ads recovered in response to search and user-generated ads. To
obtain the actual ads, we conducted a lab experiment in which
approximately 300 participantswere asked to perform a series of
online Google searches and make purchase recommendations
to a friend. Each participant was instructed to shop for a home
lighting product (i.e., a halogen floor lamp).10 Our participants
used 215 distinct search phrases. However, most of these are
simply different word orderings, the singular and plural of same
terms, and misspellings. Overall, the search terms are quite
homogeneous, and several of these seem to be autocompletes
from the Google search engine. The phrase “halogen floor
lamp(s)” accounts for 40% of the searches. Table 1 lists the top
20 termswhich account for 67% of the searches. The remaining
195 terms account for the remaining 33% and are very con-
sistent with terms shown here. The one exception of note is that
there are some branded terms (i.e., IKEA, HomeDepot, Target,
Walmart, Amazon) that together account for 2% of the
searches. As participants searched for products, the search
result pages returned by Google were automatically recorded.
The recorded pages were parsed and all paid search ads were
extracted. After removing duplicate ads and ads from unrelated
product categories, we obtained 140 ads for halogen floor
lamps.

To illustrate the ease with which ad copy can be generated in
the setting of paid search ads we use Amazon’s Mechanical
Turk service to (MTurk) create additional text ads. After signing
up for our task on MTurk, respondents were taken to a page
instructing them to create text ads for halogen floor lamps. We
conducted data collection for this part of the study using a

10As noted in the introduction, we replicated our data collection procedure
for two additional categories, GPS navigation systems and computer printers.
The results, reported in the Web Appendix, are broadly consistent with those
presented for the halogen floor lamp category.
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proprietary web application automatically enforcing the format
requirements of Google AdWords (i.e., 25, 35, and 35 char-
acters for the header, line 1, and line 2, respectively). Our
respondents generated 144 ads, resulting in a final count of 284
halogen floor lamp text ads. In our models of performance
and perceptions, we include a dummy variable that captures
whether the ad was an actual ad collected from Google versus
generated by our respondents.

Collecting Perceptions and Performance Data

After the set of ads to be evaluated was determined, we
collected data on ad perceptions and performance. As dis-
cussed previously, given the large numbers of items to be rated,
traditional rate or rank methods are infeasible. Thus, we use a
randomized system to serve a nonexhaustive set of paired ad
comparisons whereby each respondent was shown 21 pairs.11
We collected paired comparisons for perceptions and
performance using MTurk. Figure 2 shows an example
of a paired-comparison task measuring the relative ability
of two ads to generate a desire to own the product. The
wording of each paired-comparison task appears in Table 2.
Drawing on our simulation study of the properties of the Elo
method, we ensured that each text ad was shown in at least
ten paired comparisons per dimension and that the pairs
were picked at random (for details, see the Web Appendix).

For the halogen floor lamps domain, we collected 15,242
paired comparisons, or, on average, 10.7 per text ad, per
dimension. We then used the Elo method to recover the
scores for the full set of ads in the domain (i.e., the ads are
ranked on the basis of the Elo score) across the performance
and perceptual attributes.

Measuring Textual Content

To capture the textual content of the ads, we employed
multiple text-mining methods (for details, see the Web Ap-
pendix). First, we used the bag-of-words approach, arguably
the most commonly used natural language processing method,
to capture the textual elements of the ads. We used several
common preprocessing techniques to create a set of predictor
variables for our model. These include stemming as well as
removing stop words, punctuation marks, and other special
characters (Porter 1980). The best-performing set of 284 coded

Table 1
TOP 20 SEARCH PHRASES

Search Phrase

halogen floor lamp 6ft 300 watt halogen floor lamp
halogen floor lamp 300 watt halogen floor lamp cheap
300 watt halogen floor lamp 300 watt halogen lamp
halogen floor lamp 300w 6 ft 300 watt halogen floor lamp
halogen floor lamp 6 ft 300 watt 6 ft halogen floor lamp
halogen floor lamp 6ft 6ft Halogen floor lamp
halogen floor lamps halogen floor lamp 300 watts
cheap halogen floor lamp halogen floor lamp 6 feet 300 watt
halogen floor lamp 300 watt bulb halogen floor lamp 6ft 300 watt
22halogen floor lamp 22 halogen floor lamp 6 ft

Figure 1
OVERVIEW OF PROPOSED METHODOLOGY
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11A pretest showed that attention to the task decreases strongly after
approximately 20 comparisons. Because respondents are paid per task,
there was very limited interest in tasks that included only a small number
of comparisons (e.g., 10). Balancing the need to attract respondents and
the interest in quality data, we decided to use 20 pairs. We added a control
pair after the 15th comparison. In this control pair, we had subjects
compare a real ad with a control ad with grammatical and other obvious
errors. Subjects who preferred the control ad were subsequently excluded
from the data.
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text ads for halogen floor lamps contained 308 uniquewords.12
Because text ads consist of a header and body, we accom-
modated the different effects of word placement in the header
versus body.13 We augmented the 308 bag-of-words indicator
variables by creating additional header/body indicator vari-
ables. Note that the same word can appear in both the header
and the body. Our two-indicator header/body variable ap-
proach can capture this nonexclusivity feature. The text ads for
halogen floor lamps averaged 11.5 words per ad. In our
sample, themaximum (minimum) number ofwords per adwas
20 (5). Table 3 presents the top 20 words for the halogen floor
lamp data. The top three words for halogen floor lamps are
halogen (in 202 ads), floor (in 175 ads), and lamps (in 168 ads).
We augmented the textual covariates with first-order in-
teraction effects.14 For halogen floor lamps, 1,087 interaction
effects exist, resulting in a total of 1,683 textual predictors.
With roughly 300 observations, a “large p, small n” problem
arises when considering the relationship between perceptions

and ad content represented by bag-of-words main- and first-
order interaction textual covariates.

In addition to the bag-of-words approach,we also employed a
topic model to discover the mixture of latent topics present in
our sets of text ads. We used an LDAmodel to capture topics in
our setting (Blei, Ng, and Jordan 2003). We fit the LDA model
separately for our set of ads usingfive topic proportions that sum
to unity. Table 4 reports the topic labels and representative
words for the topics. In summary, we present the 284 text ads in
our sample from a holistic vantage point using four predictors
from the LDA topic model as well as from amore granular view
using 1,683 indicator variables created by the bag-of-words
approach, augmented with the location of the word (i.e., header
vs. body) and first-order interactions. More information on our
application of the LDA topic model is available in the Web
Appendix.

RESULTS

We discuss our results in three parts. In the first part, we
report on the Elo scores for click performance and perceptions
for our 284 ads. We show that the perceptions are related to ad
performance, which lends some face validity to our experi-
mental approach. In the second part, we further demonstrate
the validity of our approach. We report on the internal stability
of the Elo rankings by computing multiple performance rank
orderings of the same set of 284 ads derived from quasi

Figure 2
EXAMPLE OF PAIRED COMPARISON TASK

We would like you to imagine that you are shopping online for a Halogen Floor Lamp. You will

now be presented with a set of 21 pairs of text advertisements that you might see when shopping

online. For each pair of advertisements, we would like you to choose the ad from the pair that is

better in terms of its ability to generate desire to own the product or use the service being

advertised.

When you are ready to begin the task, click on “Start” button

Start

Imagine that you are shopping online for a Halogen Floor Lamp

Halogen Floor Lamps Halogen Floor Lamps
Search Thousands of
for Halogen Floor Lamps

The High Effiecient
Floor for U is Here

A B
Which ad makes you want to own the product or use the service?

Submit your answer

12For identification concerns, we included only words that appeared in at
least two. For halogen floor lamps, 441 words appeared only in one ad. These
are excluded from the analysis.

13We thank an anonymous reviewer for this helpful suggestion.
14Note that in our data, second-order (or higher-order) interactions are

extremely rare because the text is constrained at 95 characters. Thus, we
consider only first-order interactions.
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bootstrapped sets of paired comparisons. We also report on
evidence of the external validity of our experimental data
collection procedure using a smaller set of auxiliary ads for
which we observe actual click performance. In the third part,
we report on the relationship between perceptions and content,
which facilitates our effort to forecast the performance of a set
of holdout ads. We compare our VANISH system model for
predicting perceptions with competing system regularization
models and show that our model provides the highest pre-
dictive validity. Using the forecasted perceptions from the
models, we compute the predicted click performance of
the holdout ads. Again, our VANISH system model provides
the highest predictive validity. Finally, we show that a VANISH
model of performance that includes both the perceptions as well
as a direct effect of content outperforms a model that considers
ad content alone (i.e., does not include the perceptions in the
performance forecast equation).

Estimation of the Ad Performance and Perception Scores

An advantage of our experimental approach is that we are
able to approximate click performance for an entire set of ads

belonging to a domain (i.e., own and competitive ads) while
abstracting away from the confounding effect of ad position. A
second advantage of our experimental approach is the ability to
measure and understand the perceived relative ability of a text
ad to generate awareness, interest, desire, and action. We would
expect to find positive correlations between the perceptual
scores and the performance scores. Failure to find such a re-
lationship may suggest that our paired-comparison approach to
measuring perceptions and performance is not satisfactory.
Figure 3 presents a matrix scatterplot of the Elo-based scores
on click performance and perceptions for the halogen lamp
data. Several insights emerge. First, Figure 3 shows that the
performance and perceptions rankings are indeed positively
correlated. Second, the relationship between performance
and perceptions is approximately linear. Third, the correla-
tions between the four perceptual attributes are not over-
whelmingly high, indicating that multicollinearity should not
be much of a problem in estimation of the performance
equation (correlations range from .3 to .45). Our results

Table 2
QUESTIONS FOR PAIRED COMPARISON TASK

Dimension Question

Click On which ad are you more likely to click?

Attention Which ad is more attention getting?

Interest Which ad makes you more interested in the product/service?

Desire Which ad makes you want to own the product or use the
service?

Action Which ad motivates you to take some action to obtain the
product/service?

Table 3
TOP 20 WORDS

Halogen Floor Lamps

Rank Word Count

1 halogen 202
2 floor 175
3 lamps 168
4 lamp 95
5 ! 87
6 your 60
7 of 54
8 light 47
9 free 46
10 for 43
11 and 42
12 on 41
13 the 41
14 shipping 40
15 & 39
16 to 37
17 prices 31
18 save 29
19 quality 28
20 bulbs 28

Table 4
LDA TOPICS AND REPRESENTATIVE WORDS

Topic Label Representative Words

1 Shipping free, fast, shipping
2 Selection lamps, quality, shop
3 Pricing prices, low
4 Promotion save, deals, bargain
5 Performance light, easy, good

Figure 3
MATRIX SCATTERPLOTS OF ELO SCORES ON CLICK
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suggest that our Elo-based approach for scoring the ads on
perceptions and performance has good face validity.

As noted previously, our paired-comparison experiments
enable the firm to identify the top ads in terms of click per-
formance and perceptions. Table 5 presents the top five ads in
terms of performance and perceptions for the halogen floor
lamp data. A cursory examination of the header and body of the
ads suggests that it is difficult to ascertain why certain ads do
well in terms of performance and perceptions. Although our
bag-of-words covariates are rich, they are also somewhat dif-
ficult, if not impossible, to interpret. However, the primary goal
of the text-mining exercise is one of out-of-sample prediction,
not causal inference (i.e., evaluation of ads, rather than a toolbox
to create ads). Nonetheless, estimates of the relationship be-
tween ad performance, perceptions, topics, and text covariates as
described in Equation 7 can shed some light on the drivers of ad

performance. In particular, the LDA topics and the perceptual
attributes lend themselves to interpretation.

Table 6 presents selected parameter estimates for the per-
formance equation, including parameter estimates for the per-
ceptions and the latent topics. We find positive and statistically
significant relationships between the interest, desire, and action
perceptual attributes and ad performance. Scores on awareness
do not seem to explain variation in ad performance. These
results are broadly consistent across the portable printer and
GPS navigation data sets reported in the Web Appendix.
Overall, the results suggest that ads that generate interest,
stimulate desire, and call consumers to action perform better.
This is consistent with the notion that paid search operates lower
in the purchase funnel (i.e., the goal of search advertisements is
generally not to create awareness). The LDA topics do not seem
to addmuch explanatory power to our performancemodel.Only

Table 5
TOP ADS BY PERFORMANCE AND PERCEPTION SCORES

Rank Header Body

Click
1 Halogen Floor Lamp 100% Free Shipping! 100s of Halogen Floor Lamp Styles.

2 Buy Floor Lamps Online Designer Brands at Discount Prices. Shop our Huge Selection and Save.

3 Crate & Barrel Floor Lamp Shop Contemporary Floor Lamps for Your Home at Crate & Barrel Today!

4 Halogen Floor Lamps Bargain Prices. Smart Deals. Save on Halogen Floor Lamps!

5 Halogen Floor Lamp 100s of Halogen Floor Lamps to Match Your Home. Free Ship Deals!

Awareness
1 Floor Lamps on Sale Now Floor Lamps for Less. Save 40% and Free Shipping - Order Online Today!

2 Floor Lamp Sale Shop huge selection of Floor Lamps Free Shipping & Fast Delivery

3 Halogen Table Lamps Exclusive styles for your home Ships Free Next Business Day!

4 Halogen Floor Lamps New Halogen Lamps, Buy it on Sale 50%!

5 Best Halogen Floor Lamps We Have Best Halogen Floor Lamps. Available in the Market, Try Them.

Interest
1 Halogen Floor Lamps Now Get your Own Floor Lamp for as Low as Never Before. Get Enlighted

2 Halogen Floor Lamps Find Halogen Floor Lamps and Save Up to 50% + Free Shipping

3 Halogen Lamp at Low Price Great Luminosity and Less Wattage. Saves Fixed and Running Cost

4 Buy Halogen Floor Lamps Find 1000s of Floor Lamps to Match Your Style & Home. Free Ship Deals!

5 Floor Lamps At Lowe's Find Stylish Floor Lamps Perfect To Light Your Rooms. Huge Selection!

Desire
1 Save the Power Less Power More Light. Make the Night as Day with Halogen

2 Halogen Floor Lamps Find Halogen Floor Lamps and Save Up to 50% + Free Shipping

3 Halogen Floor Lamp 100% Free Shipping! 100s of Halogen Floor Lamp Styles.

4 HFL Brightness Glory Eco Friendly & Power Conservation. Long & Brightful Life.

5 Halogen Floor Lamps New Halogen Lamps, Buy it on Sale 50%!

Action
1 Lamp Lighting The Nation's Largest Specialty Lighting Retailer. Free Ship Deals!

2 Halogen Table Lamps Exclusive styles for your home Ships Free Next Business Day!

3 Halogen Floor Lamp 100s of Halogen Floor Lamp Styles. Low Prices. Free Ship Deals!

4 Halogen Floor Lamps Modern-Looking, Sleek and Versatile and Cheap

5 Halogen Floor Lamps Very Bright. Save Power
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one of the topic covariates is statistically significant. In terms of
the performance difference between the actual anduser-generated
ads we find no effect for the lamp data. In contrast, the per-
formance of the actual ads is higher than the user-generated ads
for the replication data sets. In terms of effect sizes among the
perceptions, changes in the desire score appear to have a larger
impact on performance comparedwith changes in the interest and
action scores. This result holds across all three data sets.

Validity Tests of the Experimental Approach

A concern regarding our paired-comparison data might be
that measurement error overwhelms any signal in the data.
However, estimates of the effect of the perceptions on ad
performance across all three data sets suggest that this is not an
issue. Pervasive measurement error would attenuate the esti-
mates of the effect of perceptions on performance, which does
not appear to be the case. However, additional concerns may
arise over the internal stability of our experimental approach.
To test the internal stability of the Elo ranking, we collected an
additional sample of paired comparisons for our 284 text ads.
The sample consists of 4,042 paired comparisons. For each
paired comparison, respondents were asked to indicate on
which ad they would be more likely to click. In a quasi-
bootstrap approach, we created 1,000 randomly split samples.
For each pair of samples, we computed the rankings using the
Elo algorithm and computed the Spearman rank-correlation
coefficient between the resulting two rankings. Figure 4 dis-
plays the histogram of correlations across the samples. The
mean correlation is .72 with a standard deviation of .02. Thus,
we conclude that our approach has high internal stability.

Concerns may also arise over the external validity of our
experimental approach. To test external validity, we used an
auxiliary, proprietary data set of 30 paid search ads tied to a
single keyword from a mobile app category. For these 30 ads,
we observed the actual click performance over a period of
60 days. This enabled us to rank the ads by observed click rate.
Using this set of ads, we ran another pairwise comparison
experiment. In this experiment, participants were only asked
to indicate on which of two ads they would click (i.e.,

performance only). We generated 880 nonexhaustive pairwise
comparisons to be rated by participants. From these pairwise
comparisons, we calculated the ranking of the ads using Elo.
We compared the Elo-based click ranking with the ranking
based on observed CTRs.We find a Spearman rank correlation
of .71 between Elo-based and observed rankings using raw
CTRs and a Spearman rank correlation of .63 between Elo-based
and observed rankings using position-adjusted CTRs (i.e., ac-
counting for position).15We conclude that our approach has good
external validity and our Elo-based click metric may be viewed
as a good proxy for actual click behavior in the marketplace.

The Relationship Between Ad Content and
Perceptual Attributes

We investigate the ad perception-content relationship on
two related dimensions. First, should a model of perceptions
based on content include main effects only or main effects
and first-order interactions effects? Second, if first-order in-
teractions effects are desirable, should they be treated likemain
effects, or should the modeling approach account for the re-
lationship that exists between main and interaction effects? As
previously noted, our goal is not to provide a tool box to
create a successful ad.16 Rather, we focus on a method that
allows for the evaluation of new ads conditional on content in a
setting where the content-related predictors are of high di-
mension relative to the number of ads. Consequently, we focus
on the predictive performance of our proposed model versus
three competing approaches. First, we use an elastic net model
withmain effects only to establish a baseline.17 Second, we use

Table 6
SELECTED PARAMETER ESTIMATES FOR PERFORMANCE

EQUATION

Parameter M (SE)

Intercept .15 (.26)
Topic 1: Shippinga −.17 (.05)
Topic 2: Selection −.04 (.08)
Topic 3: Pricing .11 (.06)
Topic 4: Promotion −.04 (.08)
Awareness −.15 (.08)
Interest .17 (.07)
Desire .28 (.07)
Action .19 (.07)
Ad dummyb .11 (.07)

aRecall that the topics sum to 1; thus, we set the fifth topic (performance) to
the baseline.

bDummy variable captures actual versus user-generated ad, where user-
generated ad is the baseline.

Notes: Boldface denotes that the 95% coverage interval does not include
zero. In the interest of space, we do not report coefficient estimates for the
1,683 bag-of-word covariates.

Figure 4
HISTOGRAM OF RANK CORRELATIONS FOR 1,000 SAMPLES
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15To adjust for position, we regress the observed click rate on position and
define the adjusted click rate as the observed click rate minus the expected
click rate based on the regression parameter estimates.

16Such a tool box would need to not only indicate which words should be
included but also account for grammar, sentence structure, and numerous
other language peculiarities.

17The elastic net model is combination of Ridge and LASSO, alleviating
the need to estimate the latter two models. We implement the elastic net
using a Bayesian approach (Rutz, Trusov, and Bucklin 2011).
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an elastic net model with main and interaction effects. Note
that the elastic net model cannot discriminate between main
and interaction effects and treats them in the same fashion.
Third, we use an intuitive LASSO model that has one penalty
structure for the main effects and a second penalty structure for
the interaction effects. Although this model can penalize main
and interaction effects differently, there is no built-in hierarchy
between main and interaction effects that reflects the desire to
prefer main effects over interaction effects. We compare these
three alternative models with our proposed BayesianVANISH
model with main and interaction effects, treating main and
interaction effects differentially in the penalty structure. In all
cases, the perceptions are modeled as arising from a multi-
variate system conditional on the textual covariates with
correlated errors accommodated through our copula approach.

To compare the models, we randomly selected 20% of our ads
from the set of 284 to serve as a holdout sample.Our goal is to use
the remaining 80% of the ads to calibrate the perception–content
models discussed previously. Using the parameter estimates from
the calibration sample, we then forecasted the holdout ads’
perception scores and computed themean squared error (MSE) of
the forecast. Table 7 presents the results. Both the elastic net and
the intuitive LASSO models perform worse than the elastic
net model without interactions. From these results, one would
erroneously conclude that when modeling the perception–
content relationship, interaction effects do not need to be
considered in the modeling approach. Our results indicate
that this might be due to an incorrect treatment of interaction
effects in the penalization structure. When penalizing main
and interaction effects differently, a model that considers
interactions outperforms a model without interactions. There
is strong evidence that our proposed VANISH approach results
in superior forecasting performance in terms of predicting
perception scores for the holdout ads. The same patterns of
results hold in our replication data sets. Table 8 presents
the posterior mean estimates of the error correlations in the
VANISH model estimated through our copula approach. The
estimates show nonzero correlations across all dimensions of
the system.

Forecasting Performance Based on Predicted
Perceptual Attributes

Thus far, our proposed approach has enabled us to (1)
provide a relative evaluation of text ads within a given (com-
petitive) set on perceptions and performance, (2) measure the
effect of perceptions on performance, and (3) ably forecast
perceptions using ad content alone. Next, we integrate these
pieces and show that our approach enables forecasting of per-
formance by combining the insights from the performance–
perception relationship with the forecasted perceptions. For each
regularization model under consideration we generate the per-
ceptual score forecasts and use these values along with the topic

and bag-of-word covariates to predict ad performance as de-
scribed by Equation 7. Note that we have the true rank for the
holdout ads among the full set of ads fromour paired-comparison
taskwhichwe use to compute theMSEof the holdout prediction.
The predictive validity of each approach is shown in Table 9. As
with the perceptions data our system VANISH model provides
the best out-of-sample performance forecast. This also holds
across the replication data sets. To illustrate the value of mea-
suring and utilizing perceptions we estimate a restricted version
of Equation 7 for our best fitting VANISH model with the re-
striction that ql = 0 for each of the perceptions. This reduces the
performancemodel to a Bayesian VANISHmodel that bypasses
the perceptions andmodels performance directly as a function of
content. Table 10 shows that the model that uses the perceptions
outperforms the restricted model that forecasts performance
directly as a function of content. Again, this holds across the
replication data sets.

Figure 5 presents a scatterplot of forecasted versus true ranks
for the holdout ads. The Spearman rank correlation is .68. As
the figure shows, the model is able to recover the three top ads
(i.e., lower-left corner) very precisely. In addition, another ad is
ranked very highly by the model, although this ad is ranked
approximately 100th in the experiment. Thus, depending on
the desired cutoff (e.g., all ads that the model suggests are top
30 ads), our model would have flagged three or four ads as
high-performing ads that then can be tested in-market. Because
two of these flagged ads are high-performing ads in our ex-
periment, the model would have correctly identified these ads
without the need to repeat the initial procedure of paired
comparisons.

SUMMARY AND CONCLUSIONS

Paid search advertising is an increasingly large and im-
portant piece of firm advertising spending, accounting for
nearly half of all Internet advertising spending. Much of the
academic work on paid search has focused on understanding
the relationship between ad position and click behavior, as
well as the attribution of conversions to click behavior. These
issues are undoubtedly important. However, it is intuitive to
consider the role that the text ad itselfmay play in driving click-
through performance. Paid search text ads share many

Table 7
MODEL COMPARISON: MSE OF HOLDOUT PREDICTIONS ON PERCEPTUAL DIMENSION

Model

Elastic Net Without Interaction Effects Elastic Net with Interaction Effects Intuitive LASSO VANISH

MSE: Perceptions 2.23 2.34 2.40 2.08

Table 8
ERROR CORRELATIONS FROM VANISH MODEL OF

PERCEPTIONS

Awareness Desire Interest Action

Awareness 1.00 .35 .44 .42
Desire .35 1.00 .32 .33
Interest .44 .32 1.00 .45
Action .42 .33 .45 1.00

Copy Testing of Paid Search Text Advertisements 897



common characteristics with classified advertisements. In this
domain, theory suggests that four important perceptual attri-
butes drive the performance of an ad. Specifically, the ad’s
ability to generate awareness, stimulate interest and desire, and
prompt consumers to act ultimately influence its performance.
Indeed, when some paid search practitioners have questioned
the efficacy of the paid search model, many have pointed out
that the design of the ads used by the skeptics is ultimately to
blame for poor performance. Presently, very little academic
research has addressed this issue.

We present a novel modeling approach that enablesmanagers
to assess the relative performance of text ads viewed through the
lens of these perceptual attributes. While managers often use
A/B or multivariate testing to evaluate different paid search ad
copies, such approaches are not well-suited to evaluate large
numbers of ads. Practitioners have noted that even with a rel-
atively small number of ads (e.g., five ads), such tests might take
two to three months to generate enough data to yield reliable
results andmay adversely affect thefirm’s quality score on the ad
group, causing a degradation in position, CTRs, and, ultimately,
conversions. Our approach complements A/B and multivariate
testing by effectively prescreening a large number of ads, and it
yields a ranking of the set of ads on perceptions and performance
based on paired comparisons. Importantly, our approach does
not require that the comparisons be generated according to any
experimental design. In some cases, researchers can leverage the
MPC where the pairs are served to respondents according to an
optimal experimental design. However, such methods are not
feasible when the number of objects to be evaluated is large. To
solve this problem, we leverage methods used in sports to rank-
order hundreds of players and teams when only nonexhaustive
paired comparisons are available and the comparisons are not
generated by an experimental design.We show demonstrate this
method ably rank-orders the ads in terms of perceptions and
performance. Furthermore, we show that the scores generated by
this approach are internally stable, closely approximate observed
click behavior for paid search ads and are consistent with theory
that suggests a positive relationship between perceptions and
performance.

Our approach to score a large set of existing ads on per-
ceptions and performance is straightforward for managers to

implement. However, if the manager wants to evaluate a new
ad in relation to the existing set, (s)he would be required to
rerun the experiment. To overcome this limitation, we show
how to forecast the performance of a new ad on the basis of the
ad’s observed textual content alone. We capture the textual
content of a set of ads using techniques from the natural language
processing and information retrieval fields. To compute the
performance forecasts, we first forecast perceptions as a function
of textual content. The forecasted perceptions and content
metrics can then be used to forecast an ad’s performance using
the results from the calibration of the performance–perception
relationship. Alternatively, we also can bypass perceptions and
forecast performance directly and solely as a function of content.

Although our approach to forecasting ad performance is, in
principle, straightforward, a significant challenge arises be-
cause the number of textual covariates is quite large relative to
the number of ads. Furthermore, the co-occurrence of textual
covariates is likely of interest. Investigation of this issue ag-
gravates the problem of accounting for a large number of
predictors given a relative small set of observations. Some
common penalized regression approaches are available to
address this so-called “large p, small n” problem but do not
distinguish between main and interaction terms in the penalty
function.We utilize a novel penalized regression approach that
differentially penalizes main and interaction terms. We extend
the model to a multivariate setting and demonstrate a Bayesian
approach to estimation. We apply our model to the problem of
predicting the performance of a set of holdout ads and show
that our approach outperforms existing penalized regression

Table 9
MODEL COMPARISON: MSE OF HOLDOUT PREDICTIONS ON PERFORMANCE

Model

Elastic Net Without Interaction Effects Elastic Net with Interaction Effects Intuitive LASSO VANISH

MSE: Click performance 1.31 1.45 1.55 .95

Table 10
VANISH MODEL COMPARISON: MSE OF HOLDOUT

PREDICTIONS ON PERFORMANCE

Model

VANISH with
Perceptual Attributes

VANISH Without
Perceptual Attributes

MSE: Click performance .95 1.16

Figure 5
PREDICTED VERSUS ACTUAL TEXT AD PERFORMANCE
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approaches in terms of predicting the perceptual attributes of
a holdout set of ads on the basis of ad content. We also
demonstrate that our proposed approach outperforms a model
that disregards the role of perceptions in forecasting text ad
performance (i.e., a model of perceptions solely as a function
of textual content).

Overall, our approach providesmanagers with a tool to assess
relative perceptions and performance of a large set of text ads
and, importantly, to forecast perceptions and performance of
new ads on the basis of ad content alone. It is, however, not
without limitations. Similar tomore traditionalMPCapproaches
(or even rate or rank tasks), our approach identifies relative
perceptions and performance but cannot speak to absolute
perceptions or performance. In terms of quantifying the content
of the ad, words that occur only once are removed from the
analysis. Although we focus more on generic search, this may
be a limitation in a branded search context if such words occur
once because of their uniqueness to a specific retailer. An
implicit assumption is that the new ads can be described by the
same dictionary of words and topics as the calibration ads.
Furthermore, the same word or words may take on different
meanings in another context. While our interactions and LDA
topics capture context to some extent, further refinements in text
analytics may improve on our ability to quantitatively represent
text. Similar to machine learning techniques, our VANISH
model is well-suited to prediction in an underdetermined sys-
tem. However, drawing substantive insights from parameter
estimates is a challenge. A broader limitation of our approach is
due to the dynamic nature of paid search advertising. For ex-
ample, the attractiveness and performance of an ad may change
dynamically as a result of various factors. Accounting for such
dynamics in an experimental setting such as ours is a consid-
erable challenge. Future research may consider how to over-
come some or all of these limitations.
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