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Abstract
Endogeneity in empirical marketing research is an increasingly discussed topic in academic research. Mentions of endogeneity
and related procedures to correct for it have risen 5x across the field’s top journals in the past 20 years, but represent an overall
small portion of extant research. Yet there is often substantial difficulty in reconciling issues of endogeneity with many of the
substantive questions of interest to marketing strategy for both theoretical and/or practical reasons. This paper provides an
overview of main causes of endogeneity, approaches to addressing it, and guidance to marketing strategy researchers to balance
these issues as the field continues to move towards more methodological sophistication, potentially at the expense of managerial
tractability.
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Marketing strategy research has always been driven by a fun-
damental desire to help marketing managers make better de-
cisions (e.g., Reibstein et al. 2009; Varadarajan 2010).
Managerial relevance can be defined as the level to which
academic knowledge to can be leveraged by managers to im-
prove his or her job-related thoughts and actions in the pursuit
of organizational goals (Jaworski 2011). The focus on mana-
gerial relevance and real-world implications could set market-
ing strategy research apart from the other academic marketing
domains (Houston 2016). However, there is an increasing ten-
sion between this core trait of managerial relevance and
methods focus in a progressively more technical (academic)
world. Prominent marketing strategy researchers have argued
that a heavy focus on methodological rigor for its own sake
can lead to work that is irrelevant and atheoretical (Lehmann
et al. 2011), which could hamper influence in managerial

circles. Conversely, Houston (2016, p. 561) points out that
some marketing strategy researchers Bcontinue to ask interest-
ing questions but have failed to keep up with methodological
advances in the field.^

Empirical marketing strategy research often relies on past
data to understand Bwhat happened^ and Bwhy it happened^
with the aim to improve marketing strategy going forward,
e.g., reallocate marketing dollars. This often informs causal
claims about the impact of marketing strategy implementation
and prescriptive advice for managers to follow. However, if
models that use observational data from the past are potential-
ly biased, e.g., model elasticities do not correctly represent the
true effects of a certain marketing action, this raises concerns
of the validity of forecasts of the performance of the new and
improved marketing strategy. Generally, these concerns are
summarized under the label of endogeneity and they relate
to potential biases induced from endogenous variables render-
ing parameters uninterpretable and causal relationships mis-
leading (e.g., Berry 1994; Villas-Boas and Winer 1999;
Wooldridge 2010). Mentions of endogeneity and related pro-
cedures to correct for it have risen 5x across the field’s top four
journals (see Fig. 1), and continue to be of concern in many of
the field’s high quality journals (McAlister 2016). Yet there
often can be substantial difficulty in reconciling issues of
endogeneity with many of the substantive questions of interest
to marketing strategy for both theoretical and/or practical rea-
sons (Houston 2016; McAlister 2016). Endogeneity is a con-
cern for which, we believe, no Bperfect^ solution exists. Even
when a researcher is able to use a field experiments, often
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considered the gold standard when it comes to causality,
endogeneity is still a concern as Bclean^ experiments are rarely
achievable in today’s world of lightning-fast competitive re-
sponse and algorithms (Johnson et al. 2017). In this light we
aim to discuss the common sources of potential endogeneity
biases and manageable remedies available to address these
biases. Through this lens we intend to provide guidance to
marketing strategy researchers in terms of balancing these
issues by fostering a contemplative research perspective that
emphasizes upfront conceptual analysis to address potential
endogeneity, rather than an ad hoc application of some statis-
tical Bfix^ (Rossi 2014).

It is important to note that the endogeneity issue potentially
is significantly different and more problematic to address than
many other issues that empirical marketing research has grap-
pled with and addressed over time. For example, a main re-
search thrust in the 80s and 90s was to address unobserved
consumer heterogeneity, i.e., consumers differ in their under-
lying and unobserved preferences. Marketing models need to
account for these unobserved preference differences to inform
valid marketing strategies, e.g., understanding the effects of
price promotions on brand loyals (i.e., low price elasticity) and
switchers (i.e., high price elasticity). Many papers have fo-
cused on the issue of unobserved consumer heterogeneity

0

5

10

15

20

25

30

35

40

45

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Articles - MS Articles - JMR Articles - JM Articles - JCR Articles - JR Articles - JAMS

a)  Marketing Articles Addressing Endogeneity: 1997-2017 

Journal of the 
Academy of 

Marketing Science

Journal of Retailing

Journal of 
Consumer Research

Journal of 
Marketing

Journal of 
Marketing
Research

Marketing 
Science

Log Total Articles in  
Marketing Journals

Log Total Marketing 
Articles Addressing 

Endogeneity

b)  Total Marketing Articles vs. Marketing Articles Addressing Endogeneity:  
1997-2017 (Log Scale)

1

10

100

1000

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Ar�cles - Endo Papers Ar�cles - Total

Fig. 1 Panel a: Marketing
Articles Addressing Endogeneity:
1997–2017. Panel b: Total
Marketing Articles vs. Marketing
Articles Addressing Endogeneity:
1997–2017 (Log Scale). Reuters’
Web of Science articles with
keywords Bendogeneity,^ or
Binstrumental variable^ or Blatent
instrumental variable^ or Bcontrol
function^ or Bstructural model^ or
Bfield experimentB or Bcopula,^
but not Bstructural equation
modelBin Marketing Science,
Journal of Marketing Research,
Journal of Marketing, Journal of
Consumer Research, Journal of
Retailing, and Journal of the
Academy of Marketing Science

480 J. of the Acad. Mark. Sci. (2019) 47:479–498



and two main approaches have emerged – either a segment-
based approach or an individual-level approach (e.g., Wedel
et al. 1999). While there was much discussion on which ap-
proach was preferable, Andrews et al. (2002) showed that
both methods work equally well. Unfortunately, as the issue
of endogeneity is heavily dependent on the context of the
study, it is not clear that a set of Bperfect^ methods will ever
exist, or that one can evaluate the different methods that do
exist to consistently compare and rank their performance.

Our paper is aimed at marketing strategy researchers who
want to develop an understanding and overview of common,
yet addressable, endogeneity issues in empirical work.1 We
follow the framework on review articles laid out by
Palmatier et al. (2018) and successfully implemented in such
articles as Grewal et al. (2018) on meta-analyses and Sorescu
et al. (2017) on event studies. We do not aim to provide an
exhaustive econometric textbook-like discussion of
endogeneity, nor showcase the latest methods for complex
cases of endogeneity. For more in-depth technical treatment
of endogeneity, we refer the reader to such articles as Ebbes
et al. (2016) or Papies et al. (2017). Rather, we aim to foster a
common language and knowledge basis for discussions of
endogeneity issues among strategy researchers and in the re-
view process. In addition, we aim to direct interested readers
to more in-depth technical literature and illustrative substan-
tive applications related to each topic. As said above, we be-
lieve no perfect solution exists for endogeneity at this point in
time. We will discuss popular approaches and also point out
potential issues related to these approaches. Depending on the
data at hand and availability of other supplemental data, dif-
ferent approaches might be a good or bad fit to address poten-
tial endogeneity issues. From our perspective understanding
endogeneity in empirical research and discussions on how to
treat it are important. We believe every empirical researcher
should build a good foundation of skills to address
endogeneity issues as best as possible, for which we hope
our exposition will prove useful.

We begin with a brief discussion of the problems that arise
from endogeneity and why endogeneity is an important con-
sideration in empirical marketing strategy research. Second,
we provide an overview of the most common sources of
endogeneity including omitted variables, simultaneity, and
measurement error, as well as a thorough organization of per-
tinent literature so that strategy researchers may better recog-
nize and address potential issues in their own research. We
follow this with an overview of the six main approaches for
addressing endogeneity in empirical research, which consists
of the instrumental variable (IV), the control function, the
latent instrumental variable (LIV), the Gaussian copula, the

field experiment, and structural econometric model (vs. re-
duced form) approach. For each, we discuss major benefits
and limitations, its basic methodological specification, corre-
sponding estimation procedures, in addition to appropriate use
and related assumptions. Finally, we provide four general
guidelines to marketing strategy researchers to help empower
a harmonious mix of managerial relevance and methodologi-
cal sophistication going forward.

Our works aims to contribute on three main dimensions.
First, revisiting the endogeneity issue and clearly outlining the
different sources of endogeneity should enable authors and
reviewers to have a productive discussion on the concerns
with a modeling strategy in lieu of simply stating the dreaded
Beverything is endogenous^ and dismissing an otherwise
good paper. Careful, a priori thought can mitigate potential
endogeneity risks before they arise, as well as selection of
appropriate modeling approaches can both serve to preempt
reviewer concerns to help researchers focus on the substance
of their manuscripts and advance topics of managerial interest.

Second, given the identified concerns, we discuss what
potential methods are useful to address them as best as possi-
ble. Although not exhaustive, we believe our comprehensive
discussion of the major approaches to empirically addressing
potential endogeneity in a researcher’s model provides a
starting point for more in-depth analysis and recognition of
potential pitfalls for any research undertaken outside of labo-
ratory settings. Better understanding on these approaches and
their application to various contextual settings should serve to
strengthen the reliability and validity of a researcher’s find-
ings, and potentially save time in the review process.

Third, we want to emphasize that none of the methods to
address endogeneity is perfect and they all have certain costs
attached – there is no Bbest^ way to address endogeneity, only
best practice. We aim to provide a way for strategy research to
address endogeneity as best as possible given the existing
tools available to balance empirical rigor and managerial trac-
tability. We do not see these two goals as mutually exclusive,
but rather as compliments that can advance managerially rel-
evant marketing thought via robust analysis. By employing
the most appropriate and up to date methods, we believe that
marketing strategy researchers can still provide meaningful
substantive findings precisely due to, rather than despite of,
robust methodological foundations.

Main sources of endogeneity

Endogeneity is an increasing concern for many areas of mar-
keting, management, and business related academic research
that aim to draw causal inferences from statistical analysis of
non-experimental data (Lehmann et al. 2011). Broadly speak-
ing, endogeneity concerns arise in situations where an explan-
atory or Bindependent^ variable correlates with the error term

1 Our discussion on endogeneity focuses on empirical research with firm data.
For researchers interested in endogeneity issues in survey data, Sande and
Ghosh (2018) provide an overview.
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(residual) of a specified model, rendering estimates inconsis-
tent. This is because the coefficient estimate of the compro-
mised explanatory variable also contains the effect of unac-
counted for variable(s) that also partially explain the depen-
dent variable (Chintagunta et al. 2006). Endogeneity bias of
this form is particularly problematic when researchers attempt
to claim causality with a model where coefficient estimates
may be biased or spurious because of misspecification. Most
commonly, endogeneity bias will arise from three main
sources: omitted explanatory variables, simultaneity, and mea-
surement error (Wooldridge 2010).

Why is this important a reader might wonder? Typically,
the goal of empirical work is to determine the effects of inde-
pendent variables (X) on dependent variables of interest (y). In
marketing, wemodel managerially relevant dependent metrics
such as sales or profit driven by (independent) marketing in-
puts such as advertising and price. The goal of such models is
to calibrate the relationship between inputs (independent var-
iables) and outputs (dependent variables). For example, what
role does online advertising play in generating sales? More
important, the marketing strategy going forward is formulated
based on these estimated relationships, for example, advertis-
ing spend is decided based on advertising effectiveness or
advertising elasticity calculated using the estimated advertis-
ing effect. If the measure of advertising effectiveness is biased
due to endogeneity, then the resulting strategic advertising
spend decision will not be optimal in terms of spending firm
resources on marketing. While we are not aware of any work
comparing estimates of models without endogeneity control
to models with endogeneity control, Papies et al. (2017) pro-
vide some initial evidence with regard to the existence of bias
in a meta-analysis across studies. They find that for three
different marketing variable elasticities–price, advertising
and personal selling–studies without endogeneity controls
report different effect sizes compared to studies with
endogeneity controls.

We will discuss common sources of endogeneity in detail
next and show how these biases manifest themselves using
stylized models for ease of exposition. Additionally, we illus-
trate endogeneity within the context of a running example in
which a hypothetical researcher has interest in examining the
effect of online advertising on sales, a common marketing
strategy decision variable and firm performance outcome, re-
spectively. From our perspective, the first step to address
endogeneity is to understand the potential source(s) that apply
given the research setting, its data, and the modeling approach
chosen by the researcher or manager (Table 1).

Omitted variable bias

One of the most common sources of endogeneity is also one
of the most difficult to diagnose due to uncertainty pertaining
to the omission of explanatory variables. Endogeneity Ta
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violations may result from the omission of a variable that
correlates with the dependent variable of interest as well as
any of the included explanatory variables (e.g., Wooldridge
2010; Archak et al. 2011). Omitted variable problems may be
due to data unavailability or selection bias, wherein the Btreat-
ed^ observations are selected in non-randomways from Bnon-
treated^ observations based on an omitted factor that corre-
lates with the included dependent and independent variables
(Clougherty et al. 2016). One typical example of omitted var-
iable bias in the marketing context is price endogeneity. Firms
do not set prices randomly but set them taking consumer re-
sponse, competition and seasonality into account. Generally,
the researcher does not observe the pricing mechanism the
firms employs, introducing omitted variable bias due to the
non-randomness of the (observed) price in the dataset. A
pressing example of selection bias is targeting in the digital
space. Targeting algorithms determine whether an ad is shown
to a consumer. If the ad is shown, one can track conversion
behavior, for example, clicking on the ad. Thus, one could
calculate the advertising effectiveness based on these click
data. But as the algorithm that determines whether the ad is
shown selects Bbetter^ consumers (i.e., targets), the estimate
based on these data would be biased upward as the algorithm
has deselected consumers who are less likely to click. When
the effect of an omitted variable is not taken into account in the
model and instead enters into the variation of the error term,
coefficient estimates of the included explanatory variables
suffer an endogeneity bias.

Generally, omitted variable bias may take the following
form. Supposed the true data generating model is

y ¼ xβ þ zγ þ ε; ð1:1Þ

where,

y Firm Performance, e.g., sales,
x Marketing Strategy, e.g., online advertising spend,
z one or more influential variables, e.g., competitor pricing

mechanism,
ε i.i.d. error term.

Above, β and γ are the parameters of interest. Yet, the
researcher only observes y and x, omitting z, and then esti-
mates

y ¼ xβ þ υ; υ i:i:d:error term: ð1:2Þ

This leads to the problem where

υ ¼ zγ þ ε: ð1:3Þ

If γ ≠ 0 and x and z are correlated, then x is correlated with
the error term υ, making x endogenous.

Indeed, many phenomena of interest to the researcher are
likely to suffer from potential omitted variable bias as market-
ing managers respond and adapt their strategy to factors that

are unobservable to the researcher. Utilizing common ordinary
least squares (OLS) estimation will distort coefficient esti-
mates in the presence of the type of endogeneity described
above (e.g., cov(υ, ε) ≠ 0). Compounding this issue is that in
many contexts of research, it may be impossible to determine
all potential explanatory variables, accurately measure them,
and include them in the model. Consequently, the researcher is
likely to have difficulty accounting for endogeneity in their
model with control variables alone.

Simultaneity

Simultaneity in variables occurs when one or more explana-
tory variables are caused simultaneously and reciprocally with
the specified dependent variable in a model (Bagozzi 1980;
Wooldridge 2010). Continuing our example, this would man-
ifest itself as the effect of online advertising on sales and the
reciprocal effect of sales on online advertising. Compared to
offline advertising that often needs to be set far in advance and
could not be changed, online advertising (e.g., banner ads,
search engine advertising) can be changed nearly instanta-
neously in many settings. First, online advertising affects sales
as many studies have shown. However, if online advertising
leads to higher sales it will lead to higher firm profits assuming
that advertising is cost effective. In this case the firm will have
higher resources, or will expect higher resources in the future,
and might increase its online advertising, leading to a feed-
back effect and potential simultaneity concerns.

In this scenario, analysis of a dataset containing sales in-
formation (y) and corresponding online advertising (x) ignor-
ing simultaneity would result in the error term of the model
correlating with the explanatory variable, producing
endogeneity problems and biased coefficient estimates.
Relatedly, auto-correlation of the dependent variable in past
periods with that of the explanatory variable in the current
period may also result in endogeneity bias.

More generally, simultaneity takes the following form.
Suppose the true data-generating model is

y ¼ x1β1 þ zγ þ ε1
z ¼ x2δ2 þ yϕþ ε2

; ð2:1Þ

where,

y Firm Performance, e.g., sales,
x1 and x2 Marketing Strategy at time t = 1 and t = 2, e.g.,

online ad spend,
z one or more influential variables, e.g., competitor

pricing mechanism,
ε1 and ε2 i.i.d. error term (potentially correlated).

Yet the researcher only observes y, x and z, and then esti-
mates
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y ¼ xβ þ zγ þ υ; υ i:i:d:error term: ð2:2Þ

This results in E(zυ) ≠ 0, making z endogenous.
The main difficulty with this issue is that making causal

claims based on simultaneously occurring variables requires
disentangling the temporal order in which they influence each
other. In the above example, advertising can increase sales, but
increased sales provide a greater advertising budget (e.g.,
Dekimpe and Hanssens 1995). Because in the presence of
simultaneous causation, the dependent variable also Bcauses^
the explanatory variable and thus the error term in the equation
is correlated with the explanatory variable, violating OLS as-
sumptions and resulting in biased estimates.

Measurement error

Measurement error in either the dependent or the explanatory
variables can also give the researcher difficulty in precisely
estimating the true relationships between constructs when
they are measured imperfectly or inconsistently (Kennedy
2008). Typical examples of measurement error are sales or
advertising figures, as all sales might not be reported across
all channel or ad exposure measures, and do not correctly
represent the true advertising mix employed by a firm or firms
(e.g., Naik and Tsai 2000). Typically, measurement error in the
dependent variables leads to an increase in the variance of the
error term (i.e., residual error) but allows unbiased recovery of
the effect of the measurement-error free independent vari-
ables. However, if the independent variables are measured
with error, endogeneity arises that will bias the relationship
and needs to be addressed. One OLS assumption (random
error) is that the error term must not correlate with the explan-
atory variables, otherwise it will result in biased and inconsis-
tent coefficient estimates. Suppose the true data-generating
model is

y ¼ xβ þ ε; ð3:1Þ

where,

y Firm Performance, e.g., sales,
x Marketing Strategy, e.g., online ad spend,
ε i.i.d. error term.

The researcher only observes sales (y) without error and
online ad spend (x) with measurement error of unknown ori-
gin, x⋅:

x⋅ ¼ xþ η; η is the measurement error; ð3:2Þ
y ¼ x⋅β þ υ; υ i:i:d error term: ð3:3Þ

As υ = ηβ + ε, both x and υ are a function of η, making x
endogenous. Generally, this biases OLS estimation of β to-
ward zero, known as attenuation bias (Wooldridge 2010).

When there is correlation between the observed explanato-
ry variable and its measurement, coefficient estimates will
attenuate to zero and are a function of the variance of the
explanatory variable relative to the variance of the measure-
ment error. That is, measurement error in the explanatory var-
iable (x, e.g., online ad spend) creates biased estimates, and
could lead the researcher to conclude that online advertising
has no effect on firm sales when in reality it does. If the
researcher collects observations of dependent variables (y,
e.g., sales) that are measured with error and where the error
is not systematically related to the explanatory variables in the
model, estimates from the model of interest will not be biased
and this error will be captured by the error term as designed.
However, measurement error in the dependent variable that is
correlated with explanatory variables also results in
endogeneity issues. Clearly, the researcher’s model will only
be as good as his or her ability to accurately and consistently
measure the phenomenon of interest; otherwise, even the best-
specified models will produce questionable results at best.

Approaches to addressing endogeneity

We will discuss six different methods to address endogeneity
in empirical settings. Two methods require the researcher to
have access to instruments that are strong and valid, often a
tricky proposition. These methods are instrumental variables
(IV) and the control function. We also discuss two instrument-
free methods that do not require availability of such instru-
ments but make certain distributional assumptions. These
methods are latent instrumental variables (LIV) and
Gaussian copulas. Researchers could also leverage field ex-
periments, the fifth method discussed, to altogether avoid
endogeneity in the data. Finally, a sixth approach is the struc-
tural econometric model. While the first four approaches aug-
ment a given reduced form model and the fifth approach is
model-free, structural models are custom built to address
endogeneity (Table 2).2

Instrumental variable

If other independent variable(s) are available, they could be
leveraged to address the endogeneity issues. A potential in-
strument first must be correlated with the endogenous vari-
able, and second, cannot be correlated with the error term (ε)
in the focal equation (for example, in Eq. 1 in 1.1–1.3). The
first condition describes the strength of the instrument, that is,
how capable it is to potentially correct the endogeneity bias.
An instrument with high (low) correlation with the

2 A strong caveat is the assumptions needed for a structural model to be
identified. Often, these result in models that will not fit a marketing strategy
application.
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endogenous variable is a strong (weak) instrument. The sec-
ond condition is generally referred to as the exclusion restric-
tion (Angrist et al. 1996). Thus, the prerequisite for the instru-
ment is that it must not have the same issue as the endogenous
variable otherwise it is considered a Bpoor^ instrument. By
employing this approach, the researcher decomposes the var-
iation in the endogenous variable into two parts: one part
correlated with the error term, and a second part not correlated
with the error term used to estimate the model, broadly speak-
ing as follows.

Specification Assuming suitable instrument(s) are available,
the model3 is given by

y ¼ xβ þ ε; ð4:1Þ
x ¼ zIVφþ τ ; ð4:2Þ

where,

y Firm Performance, e.g., sales,
x Marketing Strategy, e.g., online ad spend,
zIV the instrument(s), e.g., online ad costs differences across

markets, BSeattle Hotels^ vs. BPortland Hotels^,4

ε and τ = i.i.d. error terms.

Estimation Equation (4.1) and (4.2) can either estimated sep-
arately for linear models (so called 2-stage least square or
2SLS) or simultaneously using maximum likelihood (Rossi
2014), generalized method of moments (Stock et al. 2002)
or a Bayesian approach (Kleibergen and Zivot 2003;
Ataman et al. 2010). For further reading on methodology,
see Wooldridge (2010), and Van Heerde et al. (2013). See,
for example, Novak and Stern (2009), and Kuksov and
Villas-Boas (2008) for substantive application in marketing
literature. Note that multiple packages in R exist that allow
interested researchers easy implementation of the IV
approach.5

Appropriate use To employ the IV method effectively, the
researcher should have strong theoretical reason or empirical
evidence that one (or more) explanatory variables are actually
correlated with the error term (i.e., endogenous), but an inabil-
ity to collect the actual missing explanatory variable directly
(e.g., managerial decision making). Endogeneity in online ad
spend could be addressed by using online advertising costs in

similar but different markets as IVs. The idea is that changing
costs of advertising in different but related markets will cause
similar, but exogenous, variation in advertising spend across
retailers serving different market segments, in this case utiliz-
ing costs for BHotels in Portland^ as an IV for costs of BHotels
in Seattle,^ the market of interest. These costs may drive ad
spend in an adjacent market similarly to the way it drives ad
spend in the market of interest, and thus those ad costs can be
used as IVs as they are not correlated with the error term
(Dinner et al. 2014).

In the event of multiple endogenous regressors, the
researcher must likewise have at their disposal an effec-
tive instrument and corresponding theoretical justification
for each compromised explanatory variable that meets
both the strength and exclusion requirements, which in
practice is no small feat (Papies et al. 2017). Correctly
chosen IVs are also useful for binary endogenous regres-
sors as the 2SLS procedure makes no assumptions as to
the distributional nature of the regressor, such as the
effect of loyalty program membership (endogenous due
to customer self-selection) on share of wallet (Leenheer
et al. 2007). In the IV approach, predicted values of the
compromised variable are computed with only exogenous
information (stage 1) and then these exogenously predict-
ed values are used in lieu of the endogenous variable
(stage 2). The predicted values calculated in Bstage 1^
of 2SLS (or similar techniques) are no longer directly
correlated with the error term thus addressing the
endogeneity concern. The researcher may be tempted to
use past iterations (i.e., lagged values) of an endogenous
variable as a potential instrument, however these previ-
ous values only have potential as instruments if the re-
searcher is certain unobserved shocks are limited to the
period of estimation (Rossi 2014; Papies et al. 2017).
However, if the IV used is not itself strong and valid,
then the researcher’s Bsolution^ simply introduces more
error into the model and will fail to resolve the original
problem.

One of the most critical issues in using the IV approach is
the availability of suitable instruments. One test typically used
is the Hausman test (1978). On issue with the Hausman test
and other tests that are derived from it is the notion that one
needs to have at least on valid instrument to do the test. To
implement the Hausman test one estimates Eq. (4.2) and cal-
culates τ̂ ¼ x−zIV φ̂, where φ̂ is the estimated coefficient. Now
one estimates

y ¼ xβ þ δτ̂̂ þ ν: ð4:3Þ

If δ is significant one can conclude that x is endogenous.6

3 For ease of exposition we do not include any exogenous variables in the
model formulations.
4 The key idea is to leverage variation independent of the variable of concern.
For example, online spend (ad costs) for Portland in our case when the focal
market is Seattle.
5 For 2 Stage Least Squares (SLS) please see: https://www.rdocumentation.
org/packages/AER/versions/1.2-5/topics/ivreg. For simultaneous estimation
please see https://cran.r-project.org/web/packages/ivmodel/ or https://cran.r-
project.org/web/packages/ivpack/.

6 The R package for 2SLS estimation called Bivreg^ (see Footnote 2) also
provides a Hausman test.
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Building on this test, Hahn and Hausman (2002) provide
an approach to test the both exogeneity and strength of avail-
able instruments. The test requires to estimate two models, the
two stage model given by (4.1) and (4.2) and a reverse model
given by

x ¼ yλþ ε; ε i:i:d:error term; ð4:4Þ
y ¼ zIVφþ τ ;where zIVare the instrument sð Þ: ð4:5Þ

In this specification 1/λ = β. The test compares the estimate
of βforward from the forward model (given by 4.1 and 4.2) and
βreverse from the model given in (4.4) and (4.5). Please, see
Hahn and Hausman (2002) for details. Additionally, the re-
searcher can bolster their theoretical reasoning for an IV by
considering the Sanderson-Wodmeijer multivariate F-test to
inform the strength of their chosen instrument(s), and report
it along with results (Sanderson and Windmeijer 2016).
Related, but perhaps more controversial tests for the exclusion
restriction may include the Sargan test and the Hansen test
(Sargan 1958; Hansen 1982),7 which attempts to test whether
an IV is exogenous, but can only be used when there are more
IVs than endogenous regressors (i.e., an over-identified mod-
el). For further reading, see Wooldridge (2010, p. 135).

Control function

This approach derives a proxy variable that conditions on the
part of the observed endogenous regressor that depends on the
error term. In spirit, the control function approach is close to
the IV approach discussed above. After successfully imple-
mentation, the remaining variation in the endogenous variable
is no longer compromised and estimates of coefficients are
consistent (Petrin and Train 2010). Like the IV approach
above, the control function approach does require researchers
to have access to instruments. Since the researcher need only
add new regressors to the model specification, the approach is
viable in many instances. However, recovering the proxy var-
iable is not always possible. For linear models, the control-
function approach and the 2SLS IV approach are equivalent.
For non-linear models, the control-function approach offers an
alternative model to simultaneous estimation of the IV model.
Utilizing a linear model, a control function approach may take
the following form.

Specification

y ¼ xβ þ ε; ð5:1Þ
x ¼ zCFφþ τ ; ð5:2Þ

where,

y Firm Performance, e.g., sales.
x Marketing Strategy, e.g., online ad spend,
zCF the instrument(s), ad costs differences across

markets, BSeattle Hotels^ vs. BPortland Hotels^,8

ε and τ i.i.d. error terms.

In the control-function approach, the endogeneity correc-
tion occurs by adjusting the error structure of the model.
Given that E(x, ε) ≠ 0 the linear projection of ε on τ is given by

ε ¼ ρτ þ ν; ð5:3Þ

where,

p ¼ E ετð Þ=E τ2
� �

:

Given E(τν) = 0 if follows that E(zCF, ν) = 0 resulting in

y ¼ xβ þ ρτ þ ν andE x; νð Þ ¼ 0: ð5:4Þ

EstimationGiven that we have data on x and zCF, we can write
τ = x − zCFφand estimate φ, giving us an estimate τ̂ to substi-
tute into eq. (6.4). The estimates of eq. (6.4) after the substi-
tution are the control function estimates, calculated with OLS.
For further reading on methodology, see Wooldridge (2010,
2015), and Ebbes et al. (2011) a well as Petrin and Train
(2010) for substantive application in marketing research. As
far as we can tell at this point no general R package exists for
the implementation of the control function approach.9

Appropriate use The control function approach is generally
well suited to addressing endogeneity when the dependent
variable is non-continuous (Papies et al. 2017). Main advan-
tages of the control function approach include relatively sim-
ple re-specification of the model through the introduction of a
new regressor, as well as the computational tractability this
specification implies (Petrin and Train 2010). This computa-
tional tractability is also useful for handling Blimited^ depen-
dent variables that are not fully continuous, such as binary
(e.g., introduce a loyalty program or not), multinomial (e.g.,
advertising channel choice among possibilities), discrete and/
or truncated variables (e.g., non-negative ad spend), among
others (Andrews and Ebbes 2014). It is also straightforward to
accommodate interaction terms where one or both of the
interacted variables are endogenous, or similarly, squared en-
dogenous terms (Papies et al. 2017; Wooldridge 2015). A
researcher could employ the same technique with slight

7 The R package Bivreg^ provides the Sargan test for 2SLS estimation. For
Generalized Methods ofMoments (GMM) estimation the R function Bsargan^
calculated the Hansen-Sargan test, please see: https://www.rdocumentation.
org/packages/plm/versions/1.6-5/topics/sargan.

8 The key idea is to leverage variation independent of the variable of concern.
For example, online spend (ad costs) for Portland in our case when the focal
market is Seattle.
9 Please note that Kenneth Train as software available on his website, albeit
only for the Mixed Logit Model: https://eml.berkeley.edu/~train/software.
html.
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modification to the first stage regression to separate the effect
of the interacted variable and the instrument on the endoge-
nous regressor, or consider the squared endogenous regressor
as an interaction with itself, and then augment the next stage
regression with those fitted residuals per the usual control
function approach (Wooldridge 2015, p. 428). Occasionally,
recovering estimates can prove more difficult in non-linear
models. However, because the introduction of τ̂ in the second
step is a predicted estimate, and not the actual value of the
exogenous explanatory variable, the standard errors obtained
in the second step do not account for this extra variation. As a
result, the researcher should instead bootstrap the standard
errors of the model, or derive the specific forms of the standard
two-step formulas applicable for their model if closed form
solutions exist (Newey andMcFadden 1994; Luan and Sudhir
2010).

Latent instrumental variable

A general issue of instrument-based methods as discussed
above is the strength and validity of the chosen (or available)
instruments (Kennedy 2008). Often, available instruments are
neither strong nor valid and thus are not able to correct for
underlying endogeneity concerns. The method of latent instru-
mental variables (LIV, Ebbes et al. 2005) addresses the lack of
suitable instrument(s) by utilizing a latent variable to estimate
parameters when endogeneity is present, i.e., the latent instru-
ment is estimated during the procedure and does not need to
be available to researchers. To state this more succinctly, the
LIV methods does not require the researcher to have access to
instrumental variables as necessary when using instrument-
based methods such as IVor control function. As with a stan-
dard instrumental variable approach, the endogenous explan-
atory variable is decomposed into an exogenous part and an
endogenous error term.When utilizing a latent instrument, the
exogenous term is a latent discrete variable and the model
parameters are identified and estimated via maximum likeli-
hood methods, similar to the following.

Specification The LIV is given by

y ¼ xβ þ ε; ð6:1Þ
x ¼ zLIVπþ τ ; ð6:2Þ
where,

y Firm Performance, e.g., sales,
x Marketing Strategy, e.g., online advertising,
zLIV latent instrument(s),
ε and τ i.i.d. error terms.

In the LIV approach, the latent instrumental variables are
defined as unobserved categorical variables arising from a
multinomial distribution where the mean of the jth category

is given byλj > 0,∑
j
λ j ¼ 1,

ε
τ

� �
∼N 0;

σ2
ε σετ

σετ σ2
τ

� �� �
and

E(zLIV, ε) = 0 and E(zLIV, τ) = 0.

Estimation Maximum Likelihood most efficiently estimates
the LIV model when the model specification is closed form
and when there is sufficient data for estimation or by Bayesian
estimation when appropriate prior distributions are choses
even under sparse data conditions. For further reading on
methodology, see Ebbes et al. (2005), and Sonnier et al.
(2011), and Lee et al. (2014) for a substantive application in
marketing research. Note that an R package (REndo) exists for
the LIV method.10

Appropriate use As with the use of a traditional (non-
latent) instrument, the researcher assumes it is possible
to linearly decompose the endogenous explanatory vari-
able into separate exogenous and endogenous parts. As a
result, the researcher must still provide strong theoretical
justification as to the presence of endogeneity in the
original specification, as well as for the choice of LIV
to correct it. The researcher must also be certain of two
characteristics of the model in order to abide by the
assumptions needed to employ a latent instrumental var-
iable. First, the endogenous explanatory variable should
not be approximately normally distributed, as the LIV
approach precisely exploits this non-normality to sepa-
rate the endogenous and exogenous parts of the compro-
mised variable. Second, it is also necessary for the re-
searcher to examine that the error term, in contrast to the
endogenous variable(s), is itself approximately normally
distributed. If the endogenous variable is normally dis-
tributed, and/or the error term is not, then the LIV ap-
proach is not feasible and the researcher must examine
other options to address endogeneity concerns. In the
LIV framework Ebbes et a l . (2005) propose a
Hausman-type test for endogeneity which compares the
basic OLS estimate, βOLS with the LIV estimate, βLIV. A
benefit of the proposed LIV test is that it does not re-
quire any instruments as it compares the LIV estimate to
an OLS estimate.

Gaussian copula

Similar to the LIV approach, the Gaussian copula ap-
proach is a statistical, instrument-free method (Park and
Gupta 2012). Instead of leveraging instruments this
method models the joint distribution of the endogenous
variable and the error term and makes inferences on the
model parameters by maximizing the likelihood from the
joint distribution. The approach requires treating the

10 Please see: https://cran.r-project.org/web/packages/REndo/index.html.
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endogenous variable as a random variable from a non-
normal marginal population distribution and uses a cop-
ula to correlate it with a normal error term. After such a
treatment the remaining variation in the original endoge-
nous variable is no longer compromised and estimates of
coefficients are consistent. Since the researcher once
again only needs to add new regressors to the model
specification, the approach is also viable in numerous
contexts. Utilizing a linear model, a Gaussian copula
function approach may take the following form.

Specification As in the control function approach, the
Gaussian copula approach augments the original equation
(below) with a new term to control for endogeneity.

y ¼ xβ þ ε; ð7:1Þ

where,

y Firm Performance, e.g., sales,
x Marketing Strategy, e.g., online ad spend,
ε i.i.d. error term.

The researcher keeps the original endogenous variable, x in
our example, and augments (7.1) with a copula term x* and its
corresponding parameter, βGC.

y ¼ xβ þ x*βGC þ τ ; ð7:2Þ
x* ¼ Φ−1 H xð Þð Þ; ð7:3Þ

where,

x the endogenous variable,
x∗ the copula term,
H(x) empirical cumulative density (CFD) function of x,11

Φ−1 the inverse normal CDF,
τ i.i.d. error term.12

Estimation Although the researcher can now consistently
estimate Eq. (7.2) and get an unbiased estimate of the
parameter of interest, β, the OLS standard errors are not
correct because x∗ is estimated and not directly observed.
Typically, this is resolved by bootstrapping the standard
errors with replacement to produce a sample of point
estimates of the coefficients of interest, wherein the stan-
dard deviations of these estimates are used as the stan-
dard errors (Park and Gupta 2012). Note that the esti-
mate for the Gaussian Copula parameter βGC allows to
test for the presence of endogeneity directly. For further
reading on methodology, see Nelsen (2006), Balakrishna

and Lai (2009), and Danaher and Smith (2011), as well
as Kumar et al. (2014), and Zhang et al. (2017) for
substantive applications and extensions in marketing
research.

Appropriate useAs with the LIV function approach, a key
advantage of this approach includes a relatively simple
re-specification of the model through the introduction of
a new regressor, but often necessitates bootstrapping the
standard errors of the model. Likewise, implementing the
Gaussian copula approach for addressing endogeneity
can only be accomplished when the dependent variable
is non-normal with a normal error term (Danaher and
Smith 2011). If both the endogenous regressor and the
error term are approximately normal, the researcher
should not employ a Gaussian copula approach as the
model will not be able to separate the endogenous vari-
ation and suffer from identification problems. Another
advantage of the Gaussian copula approach is that it
allows the researcher to correlate discrete and continuous
variables as well as handle Bslope endogeneity^ when the
regressor is correlated with the random coefficient (Park
and Gupta 2012). An important consideration is that this
approach assumes constant correlations between the en-
dogenous regressor and the modeled random variables,
which, if violated, can yield biased results.

Field experiments

In a sense, every researcher that assumes a factor under
investigation varies independently of an error term Bef-
fectively views their data as coming from an experiment^
(Harrison and List 2004, p. 1004). As we have discussed
thus far, the independence of a variable from the error
term may be a matter of assumption, gleaned from cor-
roborating evidence, or even built into the data collection
the researcher chooses to employ. Rather than make such
an assumption, a researcher may choose to address
endogeneity directly through the research design choice
when feasible.

Experiments are often presented as the gold standard to
create causal insights as they allow for manipulation of
variables of interest in controlled settings (Johnson et al.
2017). In particular, the design and implementation of
controlled field experiments are increasingly utilized be-
cause they allow the researcher to Bexogenously^ control
hypothesized independent variables and examine their ef-
fect on the phenomenon of interest in a setting that is
more generalizable, yet complimentary to, a pure lab set-
ting. As with IVs and LIVs, the goal of the controlled
field experiment is to create an appropriate counterfactual
for a given treatment effect (e.g., a different online adver-
tising strategy to be tested), in this case by directly

11 Park and Gupta (2012) give more details how to non-parametrically esti-
mate the density of the marginal distribution of the endogenous variable,
p.570–572.
12 Inmore detail, τ ¼ σε

ffiffiffiffiffiffiffiffiffiffi
1−ρ2

p
ϖ2 where ρ is the correlation coefficient,

ϖ2~N(0, 1) and σε is the standard deviation of ε.
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constructing a control group through randomization of
treatments across subjects.13

Specification Suppose we have s different levels of a single
factor (treatment) under study where the response (outcome)
for each s is a random variable. Let yij represent the j

th obser-
vation for each individual treatment, i, across an equal number
of observations, n. The researcher can then describe the ob-
servations of the experiment as follows

yi j ¼ μþ τ i þ εi j; ð8:1Þ

where,

yij a random variable that denotes the ijth observation,
μ a parameter that denotes the overall mean common to all

treatments,
τi the ith treatment effect,
i 1, 2, …, s,
j 1, 2,…, n.
εij the random error term.

Typically, the researcher chooses the s treatments based on
hypothesized relationships, leading to a fixed-effects model.

Estimation In such a model, ANOVA is the most common
analysis to determine whether a manipulated variable affected
the dependent variable. To begin, the treatment effects, τj, are
typically specified as deviations from the overall mean, μ.

∑
s

i¼1
τ i ¼ 0 ð8:2Þ

For the ith treatment, define y*i as the total of the observed
data and y*i to denote the average of the observations, and

relatedly y. . as the grand total and y:: as the grand mean of
all observations.

y*i ¼ ∑
n

j¼1
yij;wherey

*

i ¼ y*i =n and i ¼ 1;…; s; ð8:3Þ

y:: ¼ ∑
s

i¼1
∑
n

j¼1
yij;wherey:: ¼ y::=nandN ¼ sn: ð8:4Þ

The researcher then tests for the equality of treatment
means, which can be tested by following hypotheses:

H0 : τ1 ¼ τ2 ¼ ::: ¼ τ s ¼ 0; ð8:5Þ
H1 : τ i≠0 for at least one treatment; i: ð8:6Þ

If the null is true, then the researcher can conclude that
changing the levels of a factor (treatment) has no effect on
the mean response. To test these hypotheses, ANOVA will
partition the variability of the data and then the researcher test
the null hypothesis with an F-statistic (after appropriately
adjusting for degrees of freedom). If F0 is large, then the
researcher should reject H0 : τ1 = τ2 = ... = τs = 0, indicating
the treatment effects of the manipulated variables are statisti-
cally significant. The R Stats package includes ANOVA for
R.14

Appropriate use Although well-executed field experiments
can lend plausible logic for the elimination of endogeneity
concerns in the manipulated independent variables, it can still
be difficult to see how even a field experiment can be 100%
free from endogeneity concerns to the numerous factors out-
side the control of both the focal firm and the experimenter.
For example, even if the focal firm experiments with different
price levels, the researcher cannot safely assume that a com-
petitor is not responding to these different price levels, which
once again biases potential inferences based on this response.
Even worse, many of the new tools available to marketers to
reach customers in the digital age such as social media ads,
search ads, and display ads, are served by the platforms using
targeting algorithms to ensure relevance to consumers. Even if
the firm is willing to experiment with, say different ad copies,
the firm’s ad is shown in a competitive context (typically not
available to the advertiser) and, making matters worse, the
advertising platform uses targeting algorithms. In a recent pa-
per, Johnson et al. (2017) detail this issue in the case of display
advertising. In short, even if the firm runs an experiment ma-
nipulating their own treatments (e.g., display ads), this does
not necessarily imply all other possible variables have been
controlled for as one would expect in a Bclean^ laboratory
experiment.

13 The goal of a field experiment is to be able to compare outcomes directly
between treated and non-treated groups to determine the effect of the treat-
ment, e.g. a given marketing strategy. In non-experimental data, the researcher
cannot distinguish between a treatment and control group as the use of a
particular strategy is generally non-random, but rather self-selected by the firm
to implement, making the choice to implement a strategy, and thus the Beffect^
of the strategy, endogenous. To remedy potential self-selection bias in obser-
vational data, it may be possible to Bmatch^ firms exhibiting a given strategy
with firms that do not, but otherwise appear very similar on multiple criteria
through propensity score matching. This idea is to determine the probability of
treatment assignment, for example, the propensity to start a loyalty program,
conditional on observed baseline characteristics, e.g. firm size, customer de-
mographics, and so forth. This allows the researcher to design and analyze an
observational study to mimic the characteristics of a randomized controlled
trial between the observed treated group and a matched non-treated group
(Rosenbaum and Rubin 1983). In practice however, this may not always be
feasible due to data constraints on which to produce a propensity score for each
observation (see Austin 2011, p.414–415). For further reading on methodolo-
gy, see Austin (2011), Heckman (1979), Rosenbaum and Rubin (1983), Guo
and Fraser (2010), and the PSMATCH2 STATA module from Leuven and
Sianesi (2003). For recent substantive applications and extensions in market-
ing research see Kumar et al. (2016), Ballings et al. (2018), and de Haan et al.
(2018).

14 Please see: https://stat.ethz.ch/R-manual/R-devel/library/stats/html/
00Index.html.
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A key issue with the field study approach is that the re-
searcher needs to find a firm willing to collaborate. A major
shortcoming of this approach as it related to marketing strate-
gy research is that firms are typically unwilling to do large-
scale experiments on large strategic issues (e.g., hiring and
firing CMO, changing the firm’s marketing orientation,
etc.).15 Even if the researcher is able to find a willing firm,
another key issue in today’s marketplace is that control con-
ditions are not easy to create (Johnson et al. 2017). For exam-
ple, competitor firms will continue to market to the customers
in both the control and the treatment condition. For exposure-
based marketing, it often means that in the control condition
(i.e., no marketing from the focal firm) the consumer is now
exposed to additional competitive marketing activity.

Structural econometric models

In contrast to descriptive models, structural models aim to
recover the economic parameters of a joint distribution be-
tween x (independent) variables and y (dependent) variables
of interest, f(x, y). Correctly executed, the researcher mitigates
endogeneity problems by specifying the economic Bstructure^
(i.e., assumptions driven by theory) that generates the obser-
vational data and the plausible realizations of x and y. Doing
so allows the researcher to recover corresponding parameters
of interest to make causal statements and perform counterfac-
tual analysis (Chintagunta et al. 2006). A necessary first step is
to determine the theoretical reasoning that places restrictions
on the outcomes, y, and potential economic drivers, x, in a
prospective model. A researcher may start by assuming basic
constraints on utility and demand for a given product as well
as prices and income as follows.

Specification The researcher may assume a general relation-
ship (i.e., structure) based on economic theory between total
sales (y), online advertising expenditure (x), and other unob-
servable but influential variables (z) such as customer charac-
teristics, competitor prices, or ad auction results, providing a
stochastic economic model of a firm’s sales function, S:

y ¼ S x; z;Θð Þ; ð9:1Þ

where,

S(⋅) a known sales function (determined by the researcher),
x marketing strategy, e.g. online advertising expenditure,
z a vector of unobserved variables, e.g. ad auction results,
Θ a set of unknown parameters.

Economic theory by itself may not provide sufficient infor-
mation for the researcher to estimate the parameters of inter-
ests, Θ, nor might the economic model be able to perfectly

rationalize the entirety of the observed data. Consequently, the
researcher may assume statistical error terms to account for
common issues that lead to endogeneity problems such as
unobserved explanatory variables and/or errors in variables.
This is explicitly addressed though the inclusion of a vector of
unobserved characteristics (ε) directly into the firm’s sales
function, thereby transforming a stochastic economic model
into an structural econometric model

y ¼ S x; z;Θ; εð Þ: ð9:2Þ

The researcher also uses economic theory to assume poten-
tial characteristics of a firm’s behavior. For example, suppose
a firm maximizes their sales function, S, subject to their
known constraints (e.g., marketing budget) to obtain a sales
function dependent on the observed and unobserved charac-
teristics of the model

y ¼ Smax x; z;Θ; εð Þ: ð9:3Þ

Since the researcher is interested in estimating and recov-
ering the structural parameters of the model,Θ, that inform the
relationship of online ad expenditure and total sales, he or she
will generally assume joint population distributions for the
non-structural elements of the model to be able to derive a
joint distribution of the observed data

h x; zð Þ: ð9:4Þ

The assumptions about the joint distributions of the non-
structural elements of the model (y, x, z) should be guided by
economic theory relevant to the environment of study. For
example, the researcher may specify that online ad expendi-
ture must be greater than zero, or that unobserved ad effec-
tiveness increases at a decreasing rate as potential customers
get tired of repetitive ad exposure (i.e., wear-out effect). The
goal is to be able to estimate the parameters of Θ from the
structure specified by the researcher in the formation of their
model to provide consistent estimates ofΘ using the observed
data.

Estimation The choice of an estimation technique is part in-
formed by the researcher’s choice of functional forms and dis-
tributional assumptions of the model, as well as the quality and
quantity of available observations. Larger data sets naturally
provide greater statistical power and parametric flexibility, but
are not necessarily available to the researcher addressing their
particular domain of interest. Some distributions may make for
mathematically tractable analysis and estimation, but may also
be unrealistic (e.g., normal but unbounded competitor price
distributions). If a researcher is willing to assume (specify)
the complete distribution, conditional moments or maximum
likelihood estimation of parameters is possible because the
model implies the conditional distribution of the observed15 We thank an anonymous reviewer for raising this point.
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endogenous variables given the exogenous variables. An im-
portant consideration for the researcher employing a structural
econometric model is that they must Bfirst use economics and
statistics to demonstrate that the relevant economic quantity or
comparative static effect can be identified using the available
data and estimation technique^ Reiss and Wolak 2007, p.
4291). The main point of a structural model is to model the
underlying process and thus avoid the need for instruments for
the particular issue at hand. For example, a model of forward-
looking consumer behavior includes a model of consumers’
expectations of future prices to inform whether a consumer
should buy now or wait for a future period with a preferred
price. Naturally, other endogeneity issues arising in the model
that are not in the focus would also need to be addressed and
often are through IVs. Particularly when examining simulta-
neous equations (e.g. supply and demand functions), this ne-
cessitates sufficient exogenous variation that may come from
instrumental variables that supplement the economic and
statistical structure of the model. For example, Chintagunta
et al. (2003) use wholesale prices as an IV for endogenous
retail prices to help identify and estimate parameters of store-
level demand functions using retail stores sales data.
Depending on the (joint) distributional assumptions of the pa-
rameters of the structural model, Bayesian estimations using
Markov Chain Monte Carlo and Gibbs sampling can be
employed when the mathematical form of the models do not
provide closed form solutions for conditional moments. For
further reading on methodology and substantive applications
in marketing researcher, see Lucas (1976), Berry (1994),
Kadiyali et al. (2000), Dubé et al. (2002), and Chintagunta
et al. (2003), (2004), and Reiss and Wolak (2007).

Appropriate use A key reason to explicitly use economic the-
ory in the design of analysis is to describe how institutional and
economic conditions affect relationships between y and x in
order to make causal statements about estimated relationships,
or use them to perform counterfactual analysis (Reiss and
Wolak 2007). As such, structural econometric models are adept
at examining possible hypothetical outcomes due tomanagerial
policy changes (Sun 2005), as the coefficients of the model are
policy-invariant because they depend on the underlying behav-
ior and optimization assumptions (e.g., firm behavior) of the
model, rather than the observed empirical relationships of the
data (Lucas 1976). Often, economic and statistical assumptions
are made to reflect economic realities, rationalize observed da-
ta, or simplify estimation (Reiss and Wolak 2007). If the re-
searcher can make strong theoretical arguments as to the rela-
tionship between observed and unobserved variables, then they
may feel justified in imposing these theoretical relationships
through the empirical specification of their structural model to
directly address the endogeneity present in the reduced form
model (Chintagunta et al. 2006). Even with parameters of the
demand model and equations specifying firm behavior, the

researcher may not have access to all variables of consequence
on both the demand and supply side equations (e.g., data on all
competitor behavior), rendering the ability to simulate firm
behavior difficult at best. Since structural models necessitate
relatively strong assumptions about the underlying behavior
and optimization of economic actors, if these assumptions are
flawed or overly restrictive, results of the structural model may
be misleading or non-generalizable (Chintagunta et al. 2006).

Guidelines and considerations for strategy
researchers

The presence of endogeneity in a researcher’s model can po-
tentially invalidate casual claims as we have discussed earlier
in this manuscript. By nature, this issue is not easily dismissed
when using observational data simply based on arguments or
statistical evidence alone, and as a result, any researcher
should be cognizant of these issues and lend significant
thought to mitigating its risks. However, addressing potential
endogeneity often requires placing additional assumptions and
conditions on the model, and if done haphazardly, may Bmake
the problemworse^ (Papies et al. 2017, p.619). Not only could
correcting for endogeneity in a researcher’s model result in
inferior fit both in- and out-of-sample even when well imple-
mented (Ebbes et al. 2011), but poorly addressing endogeneity
(e.g., a poor IV) can still result in coefficients as invalid as the
ones derived from the original model (e.g., Rossi 2014).

Nonetheless, addressing endogeneity is a growing concern
among marketing academics as evidence of the growing num-
ber of papers published annually in the last 20 years (Fig. 1,
Panel A), yet this body of research directly addressing the
issue remains an overall small proportion of extant literature
(Fig. 1, Panel B). Because endogeneity may arise from many
origins within a study’s design, we discuss four general guide-
lines for marketing strategy researchers and summarize the six
major approaches to addressing endogeneity to encourage
greater consideration of these issues when undertaking any
new research (Table 3).

Guideline 1: Rely on theory

The consequences of endogeneity are serious enough to war-
rant careful considerations of a multitude of possible causes in
the study design, and ignoring the possibility of endogeneity
may lead to misleading and incorrect findings. This potential is
compounded by the likelihood that the magnitude and direction
of the correlation between the error term and the endogenous
explanatory variable may be positive or negative, and is depen-
dent on the context of study. As a result, the researcher is well
served to spend considerable time on the theoretical framework
for two main reasons. First, the nomological framework and
phenomena of study will provide crucial guidance as to the
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most appropriate study design for the research question, as well
as the potential variables to be collected/included to help avoid
potential endogeneity to begin with. Second, by lending careful
thought to the origin of the portion of variance in the suspected
independent variable that is potentially endogenous, strong the-
oretical reasoning as to the presence or absence of endogeneity
will help to guide both potential methods for addressing this
concern, as well as yield a stronger nomological framework for
the study in question. By relying on theory, the researcher will

have a stronger study design to provide a better argument as to
the necessity for the inclusion of an IV, for example, or a par-
ticular methodological choice due to an inability to collect other
potentially important explanatory variables. Because of the
multiple potential options for addressing endogeneity, the re-
searcher must substitute one set of assumptions and constraints
(e.g., an independent variable is endogenous) with another set
(e.g., an IV is strong and valid), and thus must rely on sound
theoretical reasoning to argue which approach is best.

Table 3 Considerations for addressing endogeneity

Approach Technical
difficulty

Data
requirements

Study implementation
difficulty

General considerations

Instrumental variable Low High High If a suitable IV is available, this approach is very effective in
addressing endogeneity. However, the difficulty lies in finding an
instrument that is strong and valid. In practice it is often difficult to
find an IV that meets these conditions and does not suffer from the
same endogeneity problem as the original model, and often result
in estimates with large standard errors.

Control function Moderate High High This approach derives a proxy variable that conditions on the part of
the observed endogeneous regressor that depends on the error term.
If this can be done, the remaining variation in the endogenous
variable is no longer endogenous and estimation is consistent. It is
equivalent to 2SLS IV-approach in linear models, and an
alternative model to simultaneous estimation of the IV model in
non-linear models. Since the research need only add new
regressors to the demand specification, the approach is viable.
However, recovering the proxy variable is not always possible.

Latent instrumental
variable

Moderate Low Moderate The use of modeling a latent variable to account for regressor-error
dependencies circumvents the instrument availability, weakness,
and validity issues of standard IVapproaches. Due to this, the LIV
approach is useful in Bsparse^ data environments (i.e. infrequent
observations) and does not compromise the precision of coefficient
estimates as weak IVs are prone.

Gaussian copula Moderate Low Moderate Similar to the control function approach, employing a gaussian
copula involves introducing a new term to the model specification.
This terms controls for the correlation between the error term and
the endogeneous regressor, and allows for the equation to be
consistently estimated. However, because copula term is an
estimate quantity, the OLS standard errors are incorrect, and
instead must be estimated by another means, such as
bootstrapping.

Field experiment Low High High If implemented as designed, field experiments can effectively address
endogeneity concerns by manipulating and controlling explanatory
variables of interest. However, field experiments may easily suffer
from measurement error and unobserved variable bias due to field
conditions outside of a labratory setting. In managerial settings,
persuading firms to experimentally manipulate their behavior or is
often unfeasible or unwanted, while the behavior of competitors
remains unchanged and therfore outside the control of the
experiment.

Structural Model High High High Structural model specification requires very strong assumptions about
actor behaviors with respect to the supply and demand functions,
as well as very high demands on data for estimation. These models
can be excellent for testing theoretical boundary conditions and
similations of firm behavior. In practice, obtaining sufficient data
(e.g. competitor market behavior) for tighly parameterized models
can lead to necessary simplifications that reduce applicability for
managerial research.
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Guideline 2: When in doubt, gather more data

As a common source of endogeneity in marketing studies is
that of omitted variables (Germann et al. 2015), careful
thought to identify and collect data on potential variables that
can mitigate endogeneity concerns is time well spent. In the
presence of a convincing argument for the possibility of
endogeneity in the model, the researcher’s first course of ac-
tion should be to identify, measure, and include the possible
omitted variable(s) in the existing model rather than immedi-
ately choose another more convenient method to address these
concerns (Rossi 2014). Extending cross-sectional study to
longitudinal panel data provides a straightforward way to in-
troduce firm level and time varying controls through fixed
effects, particularly when these potential variables are not of
theoretical interest, but can nonetheless compromise a study
from a statistical standpoint if omitted. Even still, in many
contexts of managerial interest, it may be implausible to iden-
tify and measure all possible controls to mitigate endogeneity,
and the researcher should still rely on sound theoretical rea-
soning beyond simply including control variables alone.

Guideline 3: LIV or Gaussian copula is often most
feasible

Considering that in order for a variable to be suitable for use as
an instrument it must be both a strong predictor of the indepen-
dent variable as well as exogenous at the same time, the theo-
retical justification that makes an instrument valid (i.e., exoge-
nous) also argues that it is weak (Rossi 2014). As a result,
researchers have sought other methods to address this concern.
The latent instrumental variable (LIV) approach as well as the
Gaussian Copula approach provide a feasible alternative to find-
ing and employing a traditional instrument that may be suscep-
tible to the same problem as the original regressor. By specifying
a latent (unobserved) instrument either via the LIVor the copula
method, the researcher is able to Baccount for regressor-error
dependencies and, as such, circumvent the issues of instrument
availability, weakness, and validity^ (Rutz et al. 2012, p. 308).
Since the LIVand copula specification exploits non-normality in
the explanatory variable, the researcher must be certain this con-
dition is met along with normality in the error terms (Ebbes et al.
2005). This can be a relatively straightforward affair in compar-
ison to identifying, measuring, and vetting a traditional instru-
ment, as well as does not require the strong theoretical assump-
tions of a structural model, for example.

Guideline 4: Seek balance in methodological rigor
and managerial relevance

Reibstein et al. (2009) recommend that a researcher Bbegin
with an important topic and bring the best combinations of
methodology, data, and theory^ (pp. 1–2). The researcher

always faces a task of weighing trade-offs for appropriate
context, scope, operationalization, and methodology when
designing their study. There exists both a multitude of poten-
tial causes of endogeneity, as well as a multitude of possible
approaches to addressing it. Extant literature and good prac-
tice recommends that the researcher examine and thoroughly
understand the identifying assumptions of competing meth-
odologies to ascertain the most appropriate set for their the-
oretical research setting rather than try all feasible options
and report the most favorable findings (Germann et al.
2015). For example, if the researcher is interested in purely
predictive research for the purposes of forecasting, there is
little reason to address endogeneity beyond including impor-
tant explanatory variables that improve predictive perfor-
mance (Ebbes et al. 2011). This is because the statistical
correction of endogeneity results in less precise estimates
and moves a linear regression away from the best linear pre-
dictor obtained from OLS. Alternatively, presentation of
competing models and methodological choices can make
the case for models that do not statistically address
endogeneity if post Bcorrection^ the results show little mean-
ingful difference. Comparison of this type should show that
endogeneity-corrected models demonstrate estimates of mag-
nitude and direction that align with that of the theoretical
justification for their use.

Addressing potential endogeneity for the sake of method-
ological sophistication may be ill advised when simpler
models with more robust data and fewer assumptions can
provide more reliable estimates, particularly considering the
ease with which the Brich can make themselves poor^ though
misapplication of the techniques discussed in this paper (Rossi
2014, p. 655). Fundamentally, there potentially is no optimal
solution to addressing all possible endogeneity issues, only a
set of approaches based on sound theoretical reasoning bound-
ed by the feasibility of the research question itself.

Moving forward

Endogeneity still is a thorny issue for empirical marketing
strategy research. In our experience as authors and reviewers
we frequently see the Beverything is endogenous^ criticism as
a simple reason offered to reject. From our perspective, the
issue of endogeneity will most likely not disappear anytime
soon. As such, we find it critical that researchers and reviewers
engage in a productive discussion on potential issues and fea-
sible solutions for any study at hand. From our view, these
discussions should not solely focus on the flaws that non-
experimental data typically has but on how existing ap-
proaches could be leveraged to address endogeneity issues
as best as possible. We want to stress that from our perspective
there is potentially no perfect solution for endogeneity when
working with non-experimental data.
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So what are the alternatives going forward? One possible
solution could be to not use non-experimental data to under-
stand firms’ marketing strategies going forward. This seems
an untenable approach to important managerial questions
where academia can provide insights to managers. As we note
above, field experiments are not always possible and even
when possible come with their own set of issues (e.g.,
Johnson et al. 2017). A more moderate approach is what we
are proposing. Based on our exposition, a researcher can de-
termine which types of endogeneity issues might be a relevant
concern in the study at hand. There are two benefits arising
from this consideration. First, in modeling the data one or
more of the techniques discussed above can be leveraged to
mitigate the impact of endogeneity. This allows researchers to
put their best effort in play when trying to gleam insights
compared to a naïve model that does not try to address
endogeneity. Second, the paper can already be written
discussing these potential endogeneity concerns and thus
starting a conversation with the review team about these con-
cerns and the steps the authors have taken to address them. A
more detailed discussion will allow the review team to focus
on the arguments the authors are making versus simply noting
that endogeneity concerns loom large, as so often is the case.

Furthermore, limited extant research attempts to under-
stand the potential magnitude in effect sizes between corrected
and non-corrected models in marketing research. Clearly, the
origins of endogeneity in any particular model will be depen-
dent upon the context of study and data collected, which may
exhibit competing forces over effects. For example, while
omitted variable bias may inflate the importance of a variable
in absence of missing data, measurement error will attenuate
effect sizes to zero, while simultaneity presents yet other is-
sues of causal direction. However, it is an empirical question
to assess the reported corrected and non-corrected differences
in published studies. A future study could extend approaches
such as Papies et al. (2017) through meta-analytic technics to
better inform the managerial significance of methodological
correction in more concrete terms. Such studies could provide
meaningful evidence as to whether there is any significant
tradeoff in methodological Bpurity^ at the expense of mana-
gerial impact, as others have suggested (Lehmann et al. 2011;
McAlister 2016; Houston 2016).

Our hope is that better understanding of sources of
endogeneity and application of appropriate methodological
correction techniques will lessen risks in initial study design
as well as its subsequent review process, and mitigate sur-
prises or undue discussions to the researcher. Ultimately, it is
hard to imagine work based on non-experimental firm data
that does not suffer at least some endogeneity concerns. As
this manuscript details, all methods to address these concerns
have certain issues and cost attached to them. Our four guide-
lines aim to help researchers confront the endogeneity issue
with a strategy at hand and work through these guidelines to

mitigate the endogeneity issues as much as possible. We hope
that researchers and managers alike have improved their un-
derstanding of the endogeneity issue and potential cures to
that important issue after reading our article.

Publisher’s note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.
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