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1. Introduction
Paid search advertising—or simply, paid search—is
the leading customer acquisition tool of Internet mar-
keters. In 2009, paid search accounted for roughly
47% of the $22.7 billion spent on Internet advertis-
ing, about double that of Internet display advertis-
ing (PricewaterhouseCoopers 2010). The basic idea
of paid search is as simple as it is intriguing: con-
sumers can be directly addressed during their elec-
tronic search for products or services. In paid search,
companies select specific keywords and create text
ads that the search engine serves when a consumer
searches for these keywords. A typical paid search
ad1 is composed of three elements: a headline, the
main body text, and a display URL.2 After designing
ads and pairing them with keywords, companies bid
their maximum willingness to pay for clicks on these

1 For the convenience of the reader, we will refer to “ad” instead of
“paid search ad” for the remainder of the paper.
2 For some examples, please see the appendix “Designing Effective
Ringtone Ads” in the electronic companion. (An electronic com-
panion to this paper is available as part of the online version that
can be found at http://mktsci.pubs.informs.org/.)

ads. An automated auction-type algorithm then deter-
mines the position of the ad in the sponsored listings
section of the results page. If consumers click on the
ad, they are taken to the company’s website (land-
ing page), where an array of traditional marketing
instruments (e.g., price or promotion) can be used to
lure consumers into purchase. Consequently, multiple
interrelated decision variables are used to optimize
the performance of paid search campaigns,3 includ-
ing choice of keywords, target position on the results
page, maximum bid amount, textual content, and lay-
out of the ad and landing-page design.

The purpose of this paper is to develop an empir-
ical model that will assist paid search practitioners
in making some of these decisions. In particular, we
are interested in evaluating the effects of ad position
within the search results page and textual properties
of the ad on consumers’ actions (i.e., click-through
and purchase). Whereas the latter is a research ques-
tion that, to the best of our knowledge, has not been
addressed in the marketing literature, the former has

3 In paid search, sets of keywords are generally referred to as
campaigns.
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received a notable amount of attention. Nevertheless,
we argue that the existing research has some impor-
tant shortcomings, and hence, additional inquiry into
this question is warranted.

One of the key challenges faced by empirical stud-
ies of paid search advertising lies in the nature of
widely available paid search data. The data Google
and other major search engines provide to their
advertisers are aggregated on a keyword/ad level.
For each keyword/ad pair, the search engine provides
advertisers with summary information on the number
of impressions and clicks as well as average position
and average cost per click (CPC) calculated over some
period of time. In the marketing literature, a number
of approaches were proposed to model the standard
Google-type aggregate paid search data (e.g., Ghose
and Yang 2009, Yang and Ghose 2010, Rutz et al.
2011). These models explore the differences and sim-
ilarities across keywords and, from a practical per-
spective, are useful in forecasting the performance of
individual keywords. We will refer to these models as
keyword-centric.

One notable limitation of these models is that
they assume that online shoppers who use a cer-
tain keyword are homogeneous in their preferences
and responses to marketing instruments of paid
search. From our perspective, this is an ad hoc
assumption akin to segmenting consumers a priori.
Although segmentation is one approach to account
for unobserved consumer heterogeneity, segmenting
consumers should be an integral part of the model
(e.g., Kamakura and Russell 1989), which is not the
case in current keyword-centric approaches. As a
result, the interpretation of paid search covariates,
e.g., ad position, implies that all consumers using
a certain keyword have the same response to the
covariate in question. Whether this is a valid assump-
tion is an empirical question and cannot be answered
using a keyword-centric approach. It is not clear
whether findings from keyword-centric models—for
example, the effect of position—are a true represen-
tation of consumers’ response to position or an arti-
fact of the homogeneity assumption. In our view
the online shopping process—e.g., product search,
response to advertising, and purchase—is naturally
described as a sequence of consumer decisions, and
hence it is sensible to model it accordingly. In a
consumer-level approach (we refer to this as consumer-
centric), the decision process can be captured using
intuitively appealing economic primitives (e.g., based
on consumer utility maximization). Moreover, the
consumer-level model may offer richer insights on
the distribution of preferences among online shoppers
not restricted by an a priori keyword-based segmen-
tation. To uncover heterogeneous preferences from
aggregated data, we adopt the Bayesian framework

developed by Musalem et al. (2008, 2009) and extend
it to a two-stage consumer-level model in which the
outcome of the second-stage decision (conversion) is
conditional on the outcome of the first-stage decision
(click). The proposed approach allows us to correctly
specify heterogeneity on a consumer level and allevi-
ates concerns stemming from the treatment of unob-
served heterogeneity in keyword-centric models.

One of the points of difficulty in paid search
research is the treatment of the text ad’s position
stemming from endogeneity concerns (e.g., Ghose
and Yang 2009, Yang and Ghose 2010). One way to
alleviate endogeneity concerns would be to explic-
itly model the underlying auction. Indeed, some
researchers have been successful in addressing the
problem by leveraging bidding history information in
a unique data set from a specialized search engine
in the software space (Yao and Mela 2011). Yet given
the current information-sharing policies of the major
U.S. search engines (i.e., Google and Bing), it is
highly unlikely that competitive bid data will be seen
any time soon. Alternatively, an instrumental vari-
ables (IV) approach can be used to account for posi-
tion endogeneity. However, an IV approach requires
the availability of suitable instruments—a contentious
issue in any IV application. We circumvent the need
to find suitable instruments by extending the latent
instrumental variable framework proposed by Ebbes
et al. (2005).

This paper contributes to marketing research in sev-
eral ways. Whereas most industry practitioners would
acknowledge that the textual properties of the paid
search ad play an important role in driving con-
sumers’ responses to the ad in the click-through deci-
sion, previous paid search studies have neglected to
explore this aspect of paid search and focused solely
on keyword properties. From our perspective, quan-
tification of these effects has direct implications for ad
design. Our first contribution is to fill this gap in the
literature. Moreover, drawing from trade publications
and academic literature on classified advertising,4 our
study is the first of its kind, to the best of our knowl-
edge, to propose a theoretical justification for the
effects of different design attributes on paid search
ad performance. Our third contribution is the exten-
sion of the Musalem et al. (2008, 2009) framework to a
two-stage consumer-level model of click-through and
conversion that is based on the economic primitives
to explicitly account for consumer preferences while
also accounting for differences across keywords. As
another methodological contribution, we extend the
LIV framework to choice models to account for posi-
tion endogeneity. Finally, on the substantive end,
we find that consumers’ preferences with regard to

4 We thank an anonymous reviewer for this helpful suggestion.
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response to ad position and price are correlated. In
the case of the collaborating firm, consumers who are
more likely to click on the ad when the ad appears
in one of the top positions tend to be more price
sensitive. This empirical finding is an interesting one
because it presents a new opportunity for contextual
targeting. We leverage it by proposing a novel (price)
promotion tied to the position in which the ad was
shown.

The rest of this paper is structured as follows. First,
we offer a brief overview of the current state of
research on paid search ad design. We then present
our model, data set, and results. We conclude with a
discussion of the implications of our findings for paid
search practitioners.

2. Ad Design in Paid Search
Designing an effective ad is perhaps one of the
hottest topics among paid search practitioners and
is extensively discussed in numerous online forums.
The underlying theme of almost all of these dis-
cussions is that the performance (i.e., traffic genera-
tion) of the individual ad is largely determined by
how it is designed. Numerous design recommenda-
tions are offered by both industry gurus and search
engines. For example, Google AdWords recommends
“keep[ing] ad content simple” and focusing on unique
features, including information on prices and pro-
motions, using a “strong call-to-action” and includ-
ing keywords in the ad text. Although there are a
number of trade publications and online sources that
offer advice on how to design effective paid search
ads, academic research on this topic is quite scarce.
First, most of the empirical studies in the academic
literature focus on the characteristics of key phrases
but not the ads (e.g., Ghose and Yang 2009). Sec-
ond, the paid search ad format is still a very recent
invention for the well-developed field of advertising
design, and perhaps, academics focusing on linguis-
tics and advertising simply have not caught up with
it yet. Conceivably, the closest (but still quite distinct)
type of advertising with some academic research is
classified advertising (e.g., Bruthiaux 1996).5 Even for
classified advertising, however, there are very few
published empirical studies, which is probably due
to the challenges associated with collecting ad perfor-
mance data (Bruthiaux 2000).

As a result, paid search advertising opens up
new opportunities for empirical analysis by offer-
ing almost unlimited samples of ad designs paired
with instant field performance data. However, there
is little foundation on theoretical grounds for deriv-
ing hypotheses with regard to ad performance as
yet. To fill this gap in the academic literature, we
develop a basic framework on paid search ad design,

5 We thank an anonymous reviewer for this suggestion.

largely borrowing from the sociolinguistics literature,
trade publications, and empirical studies across differ-
ent academic disciplines. Our approach can be sum-
marized as follows. We are interested in identifying
design elements that have an effect on consumers’
response to the ad. Our first step is to create a list of
features that can be used to characterize a paid search
ad. This list must be complete to the extent that any
randomly selected ad targeted to a specific consumer
segment can be described by the features in this list.
Our second step is to form a set of theoretically sound
hypotheses on how these features may influence the
consumers’ response to the ad. Finally, using the
proposed model, we test whether the hypothesized
effects are supported by our empirical data. Because
of space constraints, we offer a thorough discussion
of the first two steps in the appendix “Designing
Effective Ringtone Ads” in the electronic companion.
We report results pertaining to our hypotheses in the
results section and in the electronic companion.

3. Model
3.1. Motivation
The key premise of our modeling approach is that
response to paid search advertising is inherently a
consumer-level decision and, hence, can vary across
consumers. The process can be viewed as a sequence
of two choices. First, a consumer decides to click on
the ad depending on whether the ad seems appeal-
ing or not. Second, conditional on the first deci-
sion and depending on the offer attractiveness, the
consumer makes a purchasing (conversion) decision.
Possible correlation between consumers’ preferences
across click and conversion needs to be taken into
consideration to control for self-selection bias (e.g.,
if position-sensitive consumers are also more price
sensitive, then ignoring the selection will lead to an
attenuated estimate of price elasticity). Also, these
correlations (if found) may be leveraged in manage-
rial applications.

In this section we introduce a consumer-level two-
stage model meant to capture the above-mentioned
process. Aggregation of consumer-level decisions is
observed in the form of daily click and conversion
summary statistics provided by search engines to paid
search advertisers. We show how the distribution of
consumer preferences can be inferred from these data.

3.2. Click-Through Model
We model the utility of clicking for person i using
keyword w at time t based on observable covariates
such as ad position, characteristics of the keyword, ad
content characteristics, and search environment char-
acteristics. The utility of clicking ucl

iwt is given by

ucl
iwt = �cl

i x
cl
wt + �cl

wt + �cl
iwt1 (1)
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where �cl
i are parameters to be estimated; xcl

wt

are observable keyword-specific covariates, includ-
ing an intercept; and �cl

iwt is distributed extreme
value.6 Although some rudimentary information on
competition is provided by Google through search
environment characteristics, details on the dynamic
competitive landscape are not available. Given that
these time-varying factors may affect consumer utility,
we include a zero-centered and normally distributed
time-varying keyword-specific demand shock, �cl

wt ∼

N401�2
cl5, in the model.

3.3. Conversion Model
We model the conversion decision similarly to the
clicking decision (for details on predictors xcon

wt , see
empirical application in §4), and the utility of conver-
sion is given by

ucon
iwt = �con

i xcon
wt + �con

wt + �con
iwt 1 (2)

where �con
i are the parameters to be estimated; xcon

wt are
observable keyword-specific covariates, including an
intercept; �con

wt ∼ N401�2
con5 is a time-varying demand

shock; and �con
iwt is the distributed extreme value.

3.4. An Integrated Model of Click-Through and
Conversion

To integrate the click-through and conversion deci-
sions, we model a full covariance structure for param-
eters �cl

i and �con
i . We should note that for the

conversion stage we only observe consumers who
clicked on the ad. To be able to correctly estimate
the covariance, we augment the parameter vectors
for the nonclickers assuming their behavior is gov-
erned by the same correlation structure as the remain-
der of consumers. This addresses selection as well as
the econometric problems created by different sample
sizes across choices (please see the electronic compan-
ion for details). With the augmented values, we set up
our model as follows:
( ucl

iwt

ucon
iwt

)

=

(xcl
wt 0

0 xcon
wt

)( �cl
i

�con
i

)

+

( �cl
wt

�con
wt

)

+

( �cl
iwt

�con
iwt

)

1 (3)

where
( �cl

i

�con
i

)

∼ N
[( bcl

bcon

)

1

( ìcl1 cl ìcl1 con

ìcl1 con ìcon1 con

)]

and

6 The proposed setup models click-through and conversion across a
set of keywords. As was pointed out by the associate editor, resid-
uals could be correlated across keywords. We tested for this in our
data and found no evidence of correlation (details on the tests are
available from the authors on request). However, in case correlation
is a valid concern, a full covariance structure across keywords may
need to be modeled. For a relatively small number of keywords,
this can be done directly. However, as the data dimension increases,
one may want to consider restricting the correlation structure, e.g.,
using copulas (Danaher and Smith 2011).

( �cl
wt

�con
wt

)

∼ N
[(0

0

)

1

(�2
cl 0

0 �2
con

)]

0

For model identification reasons, we assume inde-
pendently distributed errors �cl

iwt and �con
iwt and orthog-

onality in demand shocks.7

3.5. Likelihood Function
The probability P4 · 5 of clicking (converting) based on
the assumption of extreme value errors �cl

iwt4�
con
iwt 5 is

given by the following equation:

P4u000
iwt5=

exp4�000
i x

000
wt + �000

wt5

1 + exp4�000
i x

000
wt + �000

wt5
0 (4)

We define the latent indicator zcl
iwt that is equal to 1

if “augmented” consumer i clicks after searching
with keyword w at time t, and 0 otherwise (zcon

iwt is
defined correspondingly). We next define N cl

wt4N
con
wt 5

as the observed number of clicks (conversions) for
keyword w at time t, and N

imp
wt represents the num-

ber of impressions (searches). Note that the assign-
ment of indices to consumers is arbitrary in this case,
and, without loss of generality, we assign the first
N cl

wt4N
con
wt 5 indices out of all N imp

wt 4N cl
wt5 indices to con-

sumers who click (convert after clicking) on keyword
w at time t.8 We treat the unobserved individual
choices zcl

iwt and zcon
iwt as parameters to be simulated

from their posterior distributions (Musalem et al.
2009). The augmented likelihood of our integrated
click-through and conversion model is given by the
following equation:

L =

























[ T
∏

t=1

W
∏

w=1

N con
wt
∏

i=1

P4ucl
iwt5

zcl
itP4ucon

iwt 5
zcon
it

]

×

[ T
∏

t=1

W
∏

w=1

N cl
wt
∏

i=N con
wt +1

P4ucl
iwt5

zcl
it 41 − P4ucon

iwt 55
41−zcon

it 5

]

×

[ T
∏

t=1

W
∏

w=1

N
imp
wt
∏

i=N cl
wt+1

41 − P4ucl
iwt55

41−zcl
it 5

]

























·I64Zcl1Zcon5∈S71 (5)

where

S =

[

4Zcl1Zcon52
N

imp
wt
∑

i=1

zcl
iwt =N cl

wt1
N cl
wt
∑

i=1

zcon
iwt =N con

wt

]

0 (6)

For information on priors and details on estimation,
please see the appendix “Estimation” in the electronic
companion.

7 Model identification discussion and simulation analysis are pro-
vided in the appendix titled “On Identification” in the electronic
companion.
8 Note that these indices remain fixed at all iterations of the Gibbs
sampler. This alleviates concerns with regard to label switching
(Musalem et al. 2009).
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3.6. Addressing Position Endogeneity—A Latent
Instrumental Variable Approach

In paid search, endogeneity concerns with respect to
position loom large (e.g., Ghose and Yang 2009). First,
position is a firm decision variable similar to price
and therefore can be set based on the expected per-
formance of the ad (simultaneity). Second, position is
the outcome of an auction and is thus influenced by
competition, which is not observed by the focal firm
(omitted variables). Third, position is only reported as
a daily average (errors-in-variables). Without the abil-
ity to model the auction as a result of nonavailabil-
ity of competitive data, an IV approach can be used
to account for endogeneity, assuming suitable instru-
ments are available. We define the IV equation as
follows:

poswt =�wtx
IV
wt + � IV

wt1 (7)

where poswt is the position of keyword w at time t, xIV
wt

are keyword-specific instruments, �wt are the param-
eters to be estimated, and � IV

wt is an error term.
Following Yang et al. (2003), we allow for correla-

tion between the error term � IV
wt and the click-through

demand shock �cl
wt :

(�cl
wt

� IV
wt

)

∼ N
[(0

0

)

1

( �2
cl �cl1 IV

�cl1 IV �2
IV

)]

0 (8)

A caveat of the IV approach is the availability of
suitable instruments, i.e., to find variables that are
correlated with the endogenous covariate as well as
with the dependent variable but not with the error
term in the model. The most obvious candidate—
lagged position—reflects the same strategic deci-
sion/unobserved competitive landscape that creates
endogeneity concerns to begin with making it a
potentially invalid instrument.

A recently developed method, the so-called latent
instrumental variables (LIV) (Ebbes et al. 2005, 2009),
alleviates the need to find suitable instruments. In
the LIV approach, a latent variable model is used to
account for dependencies between the endogenous
covariate and the error by introducing unobserved
discrete binary variables. These latent variables are
used to decompose the endogenous covariate into a
systematic part that is uncorrelated with the error
and one that is possibly correlated with the error.
This allows for an unbiased estimation of the effect
of an endogenous covariate, such as position, on
the desired action, such as click-through.9 Originally

9 A shortcoming of the LIV framework is that what-if analyses
are not straightforward as they would be in the case of observed
instruments. Potentially, a what-if analysis could be based on draws
of the latent IV from its (empirical) posterior distribution, which
is similar to drawing an augmented variable such as goodwill
based on the empirical distribution in forecasting. However, such
an approach is likely to be inferior to observed instruments, which,
unfortunately, are hard to find (if at all) in paid search data.

developed in a regression setting, the LIV framework
is extended to a choice model in which the endoge-
nous covariate is observed only on an aggregate level
at time t. We define the LIV equation for position
based on a given number of C binary latent variables
as follows:

poscl
wt =��c

wt + �LIV
wt 1 (9)

where �c
wt is a 4C × 15 binary vector of C − 1 zeros

with a nonzero element indicating that keyword w
belongs to category c at time t, � is a 41 ×C5 vector
of category weights to be estimated, and �LIV

wt is the
LIV error term.

Following the treatment of instruments as specified
in (7) and (8), we link the LIV error �LIV

wt with the error
of the demand shock �cl

wt as follows:









�cl
wt

�con
wt

�LIV
wt









∼ N

















0

0

0

















�2
cl 0 �cl1LIV

0 �2
con 0

�cl1LIV 0 �2
LIV

















1 (10)

where �cl1LIV is the covariance of �cl
wt and �LIV

wt , and �2
LIV

is the variance of �LIV
wt .

For details on estimation, please see the appendix
“Estimation” in the electronic companion.

4. Empirical Example
4.1. Data
We use a novel data set from the ringtone industry
to test our model. Our data contain Google AdWords
information on the top 80 keywords over 20 days
in 2007. These keywords represent the company’s
top keywords for the time period, alleviating con-
cerns with regard to sparse data as encountered by
Rutz et al. (2011). We focus on the top keywords for
business reasons as well as data reasons. Based on
our own experience working with multiple compa-
nies across industries and categories on their paid
search campaigns, we find that most firms spend
most of their budget on a relatively small number of
keywords. Understanding how these top keywords
perform is of critical importance in managing a suc-
cessful paid search campaign. From a data perspec-
tive, non-top keywords generally display very low
search volume coupled with low click-through and
conversion rates, resulting in very sparse data. Our
model is set up to use shrinkage across keywords
and can deal with small click-through and conversion
rates. However, model performance in terms of ability
to recover the heterogeneity structure is deteriorating
when using very sparse data, i.e., for keywords not
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at the top (please see the electronic companion for
details).

The data include the typical information on the
keyword, daily number of impressions, clicks, con-
versions, average ad positions, and average cost.
For all keywords, the collaborating firm used an
“exact match” option to match a search query with
a keyword. Over the observation period, on aver-
age, we observe 3,555 impressions (searches), 487
clicks, and 29 conversions per day. The average click-
through rate (CTR) is 13.7%, the average conver-
sion rate is 5.9%, and the average CPC is $0.67.
Based on these performance and cost metrics, the
average cost per conversion is $11.40 for our data.
In our case, conversion represents consumers sign-
ing up for a three-month contract with the ringtone
provider, allowing for the download of 10 ringtones
per months. The data also contain the actual subscrip-
tion price on a daily basis. The company was running
frequent promotions, so we observe variations in sub-
scription price across time (variance, $0.71). Although
the company wishes that we do not reveal the exact
price, we are at liberty to mention that the monthly
subscription cost is around $10. The level of aggre-
gation with regard to price is similar to the situation
in which we observe aggregate store data: for exam-
ple, average prices instead of individual-level prices
(Yang et al. 2003). Additionally, the data set includes
new information not previously used in marketing
research—namely, measures for the level of compe-
tition and the level of search volume, which were
collected using Google AdWords API services.10 The
level of competition is an ordinal variable from 0
to 5, where 0 is the lowest level. The level of search
volume represents the number of search queries on
Google.com matching each keyword; again, 0 is the
lowest level. The information on the search volume
can be used to account for the relative popularity of
the keyword among consumers. This metric allows
us to include comparative information and investi-
gate whether the response differs across keywords
with different levels of popularity. In our data set,
both measures are static over the period of the data
and thus might capture important static aspects of
competition with respect to other paid search ads
and organic results, but they do not allow account-
ing for dynamics (which we do by using time-varying
keyword-specific demand shocks).

Additionally, we have information on the whole ad;
namely, we have the headline, for example, “Stealth

10 It is our understanding that Google recalibrates these measures
using a sliding window mechanism. However, when we repeated
our API queries over some extended period of time, we did not
find any changes in the data. Hence, competitive measures enter
our model as time-invariant covariates and provide a baseline for
differences in competition and volume across keywords.

Table 1 Ad Predictor Variables—Examples

Example

Keyword Supersonic ringtone
Headline Stealth Supersonic Ringtone
Line 1 Tones to your phone—Get it now!
Line 2 Yeah, the one the adults can’t hear
Keyword in headline Yes—code as “1”
Keyword in body No—code as “0”
Call to action a Yes: “Get it now”—code as “1”
Keyword word count 2
Headline word count 3
Body word count 14
Flesch reading ease score 0.941

aWe use two independent coders.

Mosquito Ringtone,” and the body of the ad, “Yeah,
the one the adults can’t hear. Tones in 30 seconds.”
We have developed a general framework to generate a
set of predictor variables that capture different aspects
of ad content and design, such as creating interest or
making an appealing offer (see Table 1 for an exam-
ple and the appendix “Designing Effective Ringtone
Ads” in the electronic companion for details on the
procedure). Over our observation period, there is no
variation in the URL contained in the ad, and all ads
feature the same URL. The same is true for the land-
ing page. Thus, we do not use the URL and landing
page in our model as possible predictors.

The ringtone industry provides us with an excel-
lent opportunity to estimate the effects of position and
other search-related covariates on consumer response.
In essence, all consumers buy the same product—
access to a subscription service that allows for a cer-
tain number of downloads per month. Compared
with most other product categories, the ringtone
industry does not provide much differentiation in
terms of products or pricing. This allows us to get
a “cleaner” estimate of the effects of covariates on
the click and conversion decisions of consumers com-
pared with previous studies. For example, Rutz et al.
(2011; hotel room reservations in multiple geographic
locations), Ghose and Yang (2009) and Yang and
Ghose (2010) (wide range of products from an online
retailer) face the problem of having a number of
attributes (unobservable to the researcher) that could
influence the purchasing decision and, hence, could
be misattributed as keyword effects.

4.2. Model Selection
We compare our model to a set of alternative mod-
els that we designed along the lines of the key issues
that we deem important when it comes to model-
ing paid search data. First, we propose that although
it is important to account for differences across key-
words, unobserved consumer heterogeneity should
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Table 2 Model Comparison

Model fit

Individual Log marginal Log Bayes
level Integrated density factora

Full model Ø Ø −81090 —
Model 1b × Ø −81912 822
Model 2c Ø × −81256 166

aIn relation to the best model, i.e., the full model.
bModel 1 is a keyword-centric model in the spirit of Ghose and Yang

(2009).
cModel 2 treats two decisions as not connected and does not account for

selection.

go beyond an a priori segmentation imposed by
keyword use. Thus, we compare our consumer-centric
model with a keyword-centric aggregate model. In
this model, keywords are used as proxies for unob-
served consumer heterogeneity. We find that our
proposed model strongly outperforms the keyword-
centric model (Bayes factor of 822; see Table 2). In
addition to the superior fit, our proposed model
allows for correct interpretation of the estimates. Take,
for example, position: our model captures response to
position from a consumer standpoint. In contrast, in
a keyword-centric model, different keywords “react”
differently to positions, which intuitively is not very
appealing.

Second, click-through and conversion should be
modeled in an integrated framework that controls for
selection bias in the conversion stage. An alternative
view could be independence between click-through
and conversion decisions. In this case, we model
whether a consumer clicks or not and, conditional on
click-through, use an independent model of conver-
sion. In this setup, there is no correlation in consumer
preferences across the two decisions and no correction
for selection bias. We find that our integrated model
of click-through and conversion fits better (Bayes fac-
tor of 166; see Table 2) compared with independent
models.

4.3. Model Estimates
We start this section with a short description of our
covariates. As we argue above, we use two differ-
ent sets of predictors for each decision stage (click-
through and conversion).

4.3.1. Click-Through Stage Predictors. At the
time of the click-through decision, the consumer
observes the ad’s text as well as the ranking pro-
vided by the search engine that can be seen as a proxy
for how well the ad and, more importantly, the firm
behind the ad, matches the consumer’s search query.
The ads are ranked between 1 (“top of the page”)
and 8 (“bottom of the page”). The Competition and
the Volume metrics are observed to be between 60157

and 60127, respectively.11 A lower number is indicative
of less competition (volume). Note that the consumer
does not observe these metrics. Instead, he or she actu-
ally sees competitive ads. For highly competitive key-
words, it is likely that all ad slots are filled, whereas
for some less popular keywords, this may not be the
case. In terms of volume, high-volume keywords are
typically more attractive in search engine optimization
(SEO)12 and therefore present stronger competition to
paid ads in the form of “organic” search results. We
use these two metrics as static proxies for the com-
petitive landscape a consumer is exposed to (as dis-
cussed before, competitive information is not available
from search engines). We also include two keyword-
specific covariates. First, we generate a covariate mea-
suring the breadth of the search—similar to Rutz and
Bucklin’s (2011) distinction between generic versus
branded keywords. In our case, brands do not play a
role, and we define a 0–1 covariate called Broad if the
keyword includes more broad (non-Broad) informa-
tion, e.g., “blues ringtone” (“AC/DC ringtone”). Sec-
ond, in our data, keywords that include specific ring-
tones are either for songs or TV shows, so we define a
0–1 covariate called TV show if the keyword includes
a TV show.

Next, we turn our attention to the ad copy. In our
data, each keyword is linked with a unique ad copy.
Although the actual keyword used in a search query
may reveal a search objective, it is the information
contained in the ad that is being evaluated by the
consumer and ultimately drives choice. Therefore, we
argue that ads are an important component of the
decision. Leveraging information the ad provides, we
propose a new set of measures to differentiate key-
word/ad combinations.13 We start with ad features
that are designed to catch the consumer’s attention and
create interest. First, we consider low-level stimuli such
as visual characteristics, which may play a role in
attracting the consumer’s initial attention to certain
areas of the screen. In the domain of paid search text

11 According to Google, advertiser competition measures the number
of advertisers bidding on each keyword relative to all keywords
across Google. This represents a general low-to-high quantitative
guide to help determine how competitive ad placement is for a
particular keyword. Search volume measures the approximate aver-
age monthly number of search queries matching each keyword.
These statistics apply to searches performed on Google and the
search network over a recent 12-month period.
12 The basic idea is that high-volume keywords are very attractive,
and hence, the major players’ SEO strategy focuses on these key-
words. Long-tail keywords, on the other hand, represent a feasible
SEO strategy for smaller players. Thus, long-tail keywords compete
less strongly with sponsored results than high-volume keywords
(see, for example, http://www.seobook.com/why-it-makes-sense
-target-longtail-keywords-first).
13 Please see the appendix “Designing Effective Ringtone Ads” in
the electronic companion for more details.
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ads, we define visual characteristics as brightness of
the ad as well as density of the text. If the keyword
appears in the headline or the body text, it will appear
in bold font—making the ad “brighter.” We define
Keyword in headline and Keyword in body as covariates
to measure the visual impact of the ad in terms of
brightness. We implement these measures as indica-
tor variables and code the case in which the keyword
appears as “1.” The headline appears in a larger font;
we use the log of Headline word count as an addi-
tional measure of brightness. The density of the ad is
measure by the log of the Body word count. Next, we
turn to high-level attributes that will generate atten-
tion conditional or whether low-level attributes have
attracted the consumer’s gaze. Contextual character-
istics such as Keyword in headline defined above can
also capture whether attention will be generated by
providing a match between the search (i.e., keyword)
and the search results (i.e., text ad).

The advertising literature suggests that although
the main purpose of a headline is to capture atten-
tion and generate interest, the main function of the
ad body is to stimulate the consumer’s desire for the
product and to create real conviction in a product’s supe-
riority to competitors (Vestergaard and Schroder 1985).
By investigating thousands of ad copies, we find
virtually no evidence of superiority claims in the ring-
tone space. It seems that beyond discount and promo-
tion offerings, most of the advertisers follow Google’s
advice to stay very specific and list product/service/
phone/media format features in hopes that their ad
will be seen by a consumer with matching interests.
As with the header, we expect that features match-
ing a consumer’s interest(s) revealed through a search
query translate into a higher likelihood of perceiving
the ad as relevant. Hence, we use Keyword in body as a
proxy for the match. Additionally, we have calculated
the Flesch reading ease score to represent the read-
ability of the body of the ad. Note that a higher score
indicates an ad that is easier to read. Finally, after hav-
ing attracted the gaze, generated attention, and made
a convincing offer, getting action is the final step in
customer acquisition. In our data a “call to action” is
often included in the ad; for example, “Get it now!”

We also explore whether consumers’ expectations
with regard to the product information affects the
clicking decision. As a natural candidate for product
information, we have selected product price, which
in our data varies over time. This choice is typi-
cal for many existing studies with forward-looking
consumers (e.g., Erdem et al. 2003). From a practi-
cal perspective, the assumption that consumers are
shopping for ringtone plans over an extended period
of time—and can learn price variation—cannot be
ruled out until tested (it is not very likely, given
a relatively low involvement product and contract

duration which prevents frequent repeat purchases).
To account for this, we have incorporated average
price as well as price trend dummies calculated over
a moving window in our click model. We did not find
any empirical support for these effects in our data.

4.3.2. Conversion Stage Predictors. After click-
through, the consumer is on the company website and
can decide to purchase based on the product and its
price. In addition, the keyword itself might be infor-
mative in predicting a purchase event. For example,
a keyword could be a proxy for the stage of the con-
sumer’s search process. For example, consumers early
on often use broad search terms (Hotchkiss 2006). In
this early stage, the main goal is information search
but not purchase. As a result, for broad search terms,
the conversion rates are often found to be low. At a
later stage of the search process, narrower terms are
regularly used that include specific information—for
example, brands. At this stage, consumers are will-
ing to buy, and conversion rates are higher. We allow
for this phenomenon by including keyword charac-
teristics (Broad and TV show as defined previously)
and keyword-specific demand shocks in the conver-
sion model.

4.3.3. Estimation Results. First, we are going to
discuss the estimates from the click-through model
(see Table 3). Given that the proposed model allows
for different effects for different consumers, in the
following discussion we are referring to the “mean”
effects. As expected, the intercept is negative, with

Table 3 Parameter Estimates for Ringtones

Estimate

Decision Variable Mean 95% coverage interval

Click-through Intercept − 4013 (−4.35, −3.97)
Broad −0048 (−0.71, −0.17)
TV show 1059 (1.31, 1.91)
Competition −0049 (−0.67, −0.34)
Volume −1049 (−1.71, −1.09)
Keyword in headline 0095 (0.77, 1.15)
Keyword in body −0013 (−0.42, 0.19)
Call to action 1083 (1.67, 1.98)
Keyword word −0018 (−0.38, 0.05)

count (log)
Headline word −0062 (−0.98, −0.38)
count (log)

Body word −0093 (−1.11, −0.76)
count (log)

Flesch reading ease −0011 (−0.32, 0.15)
Position (log) −2021 (−2.38, −2.02)

Conversion Intercept −1081 (−2.08, −1.67)
Broad −0097 (−1.23, −0.71)
TV show 0034 (0.09, 0.52)
Price −1009 (−1.20, −0.94)

Note. Parameter estimates in boldface are significant.
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Table 4 Posterior Mean (Standard Deviation) of Covariance
Matrix for Demand Shocks

�cl
wt �con

wt �LIV
wt

�cl
wt 2.08 (0.24)
�con
wt — 2.90 (0.42)
�LIV
wt 0.08 (0.03) — 0.08 (0.005)

a mean of −4.13 because of the low average CTR.
Keyword-specific factors (captured by Broad and TV
show) are also important and allow us to link the
search (and with it the different stages of search) to
CTR—we find that broad keywords have a lower CTR
(−0.48) and that keywords for TV show ringtones
have a higher CTR then keywords for songs (1.59).
This is similar to the findings of Ghose and Yang
(2009) and Rutz and Bucklin (2011) with respect to
differences between generic and branded keywords.
The effect of log of position is negative, with a mean
of −2020. As expected, a higher position index (fur-
ther down in the rankings) leads to a lower CTR. We
find strong evidence of position endogeneity. First, the
effect of position is attenuated when treating position
as exogenous (mean, −1055). Second, based on our
LIV approach, we find that the correlation between
the keyword-specific demand shock and the LIV error
is 0.19. The LIV parameters are well separated, pro-
viding evidence for endogeneity in position and the
need to account for it (see Tables 4 and 5). We have
estimated our model with C = 2 and C = 3. For C = 3,
two of the latent categories show very little separation
(i.e., the parameter means are very similar), which,
according to Ebbes et al. (2005, p. 370), is evidence
for a smaller number of categories: “If the groups
found by the LIV model are not well separated, it
resembles a situation in classical IV where the instru-
ments are weak,” and a small number of categories
is sufficient. Next, the measures of Competition and
Volume capture the effect of competition—higher lev-
els of Competition (Volume) lead to a lower CTR; the
mean is −0049 (−1049). This is in line with expecta-
tions. First, in a more competitive environment, CTR
is lower compared with a less competitive environ-
ment, everything else equal. Second, a more searched
keyword has to compete more head-on with organic
searches; thus, the CTR is lower.

Table 5 Estimates for LIV

Estimate

Variable Mean 95% coverage interval

�1 1001 (0.95, 1.06)
�2 0031 (0.28, 0.34)
p 0025 (0.20, 0.30)

Note. Parameter estimates in boldface are significant.

We now turn our attention to the keyword/ad copy.
We find that some of the attention attractors matter:
Keyword in headline has a positive effect (0.95), whereas
Keyword in body is not effective. The density of the ad
also matters; both proposed measures (log of Headline
word count and log of Body word count) are negative
and significant, which suggest that in our data set,
consumers seem to favor less dense ads. We find that
keyword appearance in the ad body and the Flesch
reading score does not affect the click-through behav-
ior. Finally, we find that a Call to action indeed affects
CTR (1.83), as expected. From a managerial perspec-
tive, it is important to understand how ad characteris-
tics can affect ad performance of a keyword/product
combination. We find that some ad characteristics
affect CTR, and we investigate their effect in terms of
lift in CTR in our data. Including a keyword in the
headline improves CTR by 7.9%, whereas adding a
call to action has an effect of 32.9% on CTR. In terms
of ad density, we find that decreasing the density (by
one word) with regard to headline (body) increased
ad performance measured by CTR by 2.2% (3.7%).

Next we discuss the conversion model results. In
our case, we use an intercept, two keyword char-
acteristics, and price in the conversion stage. We
believe that ringtone subscriptions are the same prod-
uct, and we do not have to take product attributes
into account in the conversion decision compared
with other industries that offer differentiated prod-
ucts. Clearly, if the products are not homogeneous, the
differences in product attributes might influence con-
version rates and should be included in the model.
Again, we find that the intercept is negative (mean,
−1081). Searches based on broad keywords convert
worse (−0097), and searches for TV show ringtones
convert better than searches for songs (0.34). The price
coefficient has a mean of −1008. As with position,
price could be potentially endogenous in our setting.
We have used the LIV-Hausman test (Ebbes et al.
2005) and find no evidence for endogeneity concerns
with regard to position.

One of the benefits of the proposed integrated
framework is that it allows inferring correlation in
consumer preferences across the two decisions. For
example, we find that consumers who are more
responsive to position are also more price sensitive
(correlation, 0.22). In other words, a consumer who is
more likely to be influenced by one marketing action—
position—is also more attuned to another marketing
instrument—price. We use this insight to propose a
contextual targeting scheme in the next section.

4.3.4. Managerial Implications—Contextual Tar-
geting. The greatest marketing opportunity created
by search engine advertising is the ability to target
consumers based on their current interests revealed
through the search query. Additionally, Google and
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other major search engines offer several tools that
allow advertisers to further tailor their offerings to
specific segments of consumers (e.g., based on geo-
graphical location, time of day, language, device plat-
form). Based on the insights generated by our model,
we are able to offer a novel targeting opportunity
that can be used to improve conversion performance.
Specifically, we found that consumers’ preferences
with regard to response to position and price are pos-
itively correlated (0.22). In other words, consumers
who are more responsive when it comes to position,
i.e., are more prone to click on an ad in position 1 ver-
sus 5, all else equal, are also more price sensitive. To
illustrate this result, let us consider a simplified exam-
ple of having just two keyword/ad combinations—
Ad 1, which is usually displayed in top positions, and
Ad 2, which is typically shown at the bottom. It is
important to note that these two ads never appear
together on the same page and are associated with dis-
tinct keywords; hence it is plausible to assume that
the two ads are being seen by two distinct sets of
consumers (for the sake of simplicity, we do not con-
sider a possible change in search criteria for most con-
sumers14). Our results then suggest that the average
“clicker” for Ad 1 is more price sensitive than the aver-
age “clicker” for Ad 2.

We propose to exploit this finding in a contex-
tual targeting scheme. Based on the positive correla-
tion between position and price, we recommend to
customize price using position information: for ads
shown in top positions (e.g., 1 or 2), more aggressive
price incentives should be offered to stimulate conver-
sion compared with the ads shown in a lower position
(e.g., 6). From a practical standpoint, this price cus-
tomization can be implemented, for example, by using
exit or midsession pop-up coupons that offer steeper
discounts to the consumers who responded to ads in
top positions. The proposed approach does not require
the firm to make adjustments to its current bidding
strategy; it simply exploits heterogeneity in price sen-
sitivity, which is inferred from response to ad position.
Also, offering price incentives via targeted coupons
integrates well into the current ringtone industry prac-
tice of frequent promotions. Retail coupon promotions
are often targeted based on either demographics or
observed (purchase) behavior (e.g., Rossi et al. 1996).
In the domain of paid search, neither demographic
information nor past purchase behavior are available
to inform a coupon decision. Our approach allows for

14 What we are proposing is to exploit the current practice of the
major search engines, which do not serve multiple ads of the same
firm on the same search results page. Hence, each keyword and the
associated ad can be viewed as isolated “markets.” We acknowl-
edge that the opportunity for arbitrage may occur if the consumer
chooses to run multiple searches and inspects several ads by the
firm associated with different discount coupons.

the use of the one piece of behavioral information
that is observed: the position of the ad the consumer
has clicked on.

As mentioned before, position is only reported as
a daily average after the day is over. Thus, we base
the targeting of the coupon on the previous-day ad
position, which can easily be automated using stan-
dard paid search. Although a full-blown optimiza-
tion is beyond the scope of this paper, we illustrate
how coupons can be targeted based on a previous-day
ad position. We pick a cutoff point, e.g., position X,
and we assume that for all ads above position X,
a coupon with a face value of 2.5% (5%, 7.5%) was
served as a pop-up. Note that the firm could poten-
tially also exploit the fact that consumers who are
clicking on lower-position ads are less price sensitive
by increasing price. However, the firm might price
itself out of a competitive market doing this. With-
out a model that accounts for competitors’ pricing, a
recommendation with regard to raising price would
not be advisable. For each cutoff/face-value scenario,
we integrate over the estimated parameters to gener-
ate conversion shares conditional on observed clicks.
Based on these conversion shares, we calculate profit
for the scenario.15 Although we are not at liberty to
report exact profit figures, we report the increase in
profit in percentage terms. We find that a coupon
with a 5% face value and a cutoff position of 3 yields
the highest increase in profit of 2.7% (see Table 6 for
details). We also find evidence for a typical promo-
tion issue. Decreasing the price for top positions leads
to an increase in profit by increasing conversion over
loss in profit as a result of lower prices. Decreasing
prices for bottom positions, however, does not increase
overall profits. This is similar to issues faced with
traditional price promotions: whereas reduced prices
attract nonloyal consumers and generate incremental
sales, loyal consumers simply get the product at a dis-
counted price without necessarily purchasing more,
resulting in a net revenue loss for this segment of con-
sumers. A critical question in promotions is how the
promotional bump can be decomposed into incremen-
tal sales and sales that would have occurred at the reg-
ular price anyway. Our contextual targeting scheme
allows distinguishing between consumers who might
be swayed by the promotion to buy and consumers
who are not price sensitive enough leveraging position
information.

Again, we do not advocate changing positions
based on response to price but merely suggest that
position can be used to target coupons in lieu of

15 Note that no additional costs are incurred in our targeting
scheme as the campaign is not changed. Profits are calculated
based on the margins of the firm and the changes in revenues due
to changes in subscriptions (conversions).
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Table 6 Change in Revenue Through Contextual Targeting

Percentage of change in price
(serve coupon for positions < cutoff)

Cutoff 2.5 5.0 7.5

2 101 109 006
3 200 207 100
4 104 202 007
5 107 109 008
6 104 107 005

demographics or past purchase behavior. We also note
that the proposed simulation-based analysis does not
take into consideration potential consumer learning
and/or competitive reaction.

5. Summary
This paper develops an empirical model that allows
the effects of ad position and the textual properties
of the ad on consumer actions to be evaluated solely
based on the limited data that are typically avail-
able from search engines. Accurate evaluation of these
effects is of high importance to business practitioners,
as evident from online discussion forums, trade jour-
nals and professional conferences, and our own inter-
actions with several paid search firms. To the best of
our knowledge, no empirical study in the academic
marketing literature has modeled the textual prop-
erties of paid search ads. Moreover, as we argue in
this paper, the existing models are not well suited to
perform such an analysis because a keyword-centric
perspective on paid search advertising is taken—
consumers are assumed to be homogeneous within
keyword—and unobserved consumer heterogeneity is
only captured across keywords. These models are not
based on economic primitives that explicitly account
for consumer preferences. Therefore, economic inter-
pretation and policy experiments with these models
are somewhat problematic. For example, the interpre-
tation of the effect of the key element of paid search
advertising—ad position—is unclear in a keyword-
centric model. In these models, it is a keyword that
responds to a specific position, because keywords are
used as a proxy for consumer preferences. However,
the effect of position should be measured by modeling
consumers who are more or less likely to inspect the ad
and click on it depending on position. In this paper,
we argue that a consumer-centric approach to paid
search modeling offers a more plausible description
of the underlying choice process captured in aggre-
gated outcomes provided by search engines. Further-
more, we argue that, by effectively ignoring possible
heterogeneity among consumers, the existing models
are missing an important characteristic of the market

environment that over the past two decades of mar-
keting research has become a standard for empirical
modeling.

Our model enables us to provide a deeper look
into the mechanisms of paid search and, most impor-
tantly, provides a first account of the effects of tex-
tual properties and design attributes of ads in response
to paid search. We argue that the optimal ad design
needs to be tailored to specific product/market condi-
tions, and we hope that the proposed model can assist
in this process through improved ad feature perfor-
mance assessment. Based on the insights generated by
our model, we propose a novel contextual targeting
scheme. So far, targeting has not been possible in paid
search beyond the keyword because data necessary for
standard targeting are not available. We find our pro-
posed targeting scheme allows for increasing revenue
by 2.7% without changing campaign cost.

From a methodological perspective, we expand the
state-of-the-art data augmentation approach proposed
by Musalem et al. (2008, 2009) by developing a two-
stage consumer-level model of click-through and con-
version based on aggregate paid search data that takes
selection into account. We find a significant correlation
across the click-through and conversion decision that
needs to be addressed when modeling paid search.
We also extend the LIV framework proposed by Ebbes
et al. (2005, 2009) to the choice modeling domain.

The limitations of the available search engines data
served as a key motivator for this study. Ideally, a
comprehensive consumer-centric model of choice in
the paid search domain should explicitly incorporate
information about all alternatives presented to a con-
sumer on a search results page. However, until this
information becomes available, business practitioners
are left to choose among the models constructed on
aggregated performance statistics provided by search
engines. We hope that the proposed approach will
help practitioners make better decisions in planning
and executing paid search campaigns.

6. Electronic Companion
An electronic companion to this paper is available as
part of the online version that can be found at http://
mktsci.pubs.informs.org/.
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