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Fig. 1. Diagram of the typical feed reranking steps using a browser extension. First, the extension identifies the posts that
need to be rescored (optional if all posts are included). The ranking model assigns a new score to the posts, and finally, the
updated data is shown in the browser. The modified feed can be enriched with custom widgets, such as surveys, to assess
the impact of the intervention.

Social media plays a central role in shaping public opinion and behavior, yet performing experiments on these platforms
and, in particular, on feed algorithms is becoming increasingly challenging. This article offers practical recommendations to
researchers developing and deploying field experiments focused on real-time re-ranking of social media feeds. This article is
organized around two contributions. First, we overview an experimental method using web browser extensions that intercepts
and re-ranks content in real-time, enabling naturalistic re-ranking field experiments. We then describe feed interventions and
measurements that this paradigm enables on participants’ actual feeds, without requiring the involvement of social media
platforms. Second, we offer concrete technical recommendations for intercepting and re-ranking social media feeds with
minimal user-facing delay, and provide an open-source implementation 1. This document aims to summarize lessons learned,
provide concrete implementation details, and foster the ecosystem of independent social media research.

1 INTRODUCTION
Social media plays a critical role in forming public opinion and influencing both individual behaviors and societal
outcomes [36]. Many rely on social media to follow the news and stay informed [6]. Central to this media
consumption behavior is the feed, which selects and ranks the social media posts that users are exposed to. It
∗Equal contribution.
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is the primary interface through which users engage with content, and it is the lens they use to make sense of
the world. Most major platforms, including Facebook, X (Twitter), and Reddit, rely on their feed to give users
a centralized view of relevant content. However, in doing so, these platforms must make algorithmic curation
choices [1]. In response, researchers have called for special attention to the impact of these feed algorithms,
for example the kinds of content and behaviors that they uprank or downrank. These design choices are of
substantial interest because they may profoundly shape our experiences and beliefs. Of particular concern are
feed algorithms that aim to maximize user engagement and inadvertently amplify undesirable content, which
may exacerbate polarization [19, 24], misinformation [33], and antisocial behaviors [26]. These questions have
remained largely unanswerable to the group of people without personal access to hundreds of millions of users—a
group that probably includes you if you are reading this article.

Investigating the causal impact of the feed ranking in an ecologically valid way is challenging. Despite efforts
to open-source some of the key components of the platforms’ ranking algorithms [31], their “black box” nature,
reinforced by the lack of data [30], complicates attempts to evaluate their causal effects on individual users and
society as a whole. While the “logic” behind the algorithm may be open source, the algorithms’ outputs inherently
depend on closed machine learning models that score aspects of each post and determine what is visible in the
feed and in what order. Another challenge is the increasingly limited access to posts that would be considered
to be shown in users’ feeds, known as the user’s inventory. Incomplete access to the key components of the
feed—algorithms, models, and inventory—inherently limits the validity of any investigation.

This article aims to bridge this gap by offering a practical guide for conducting independent field experiments
to investigate the impact of feed ranking in social media. The guidelines focus on facilitating the design of
experiments that do not require the direct cooperation of the social media platform, enabling audits of feed
algorithms and development of interventions that aim to improve the design of online social spaces. We describe
how to implement experiments on the web interfaces of social media platforms using browser extensions, a
feature available on all major browsers, by catching and customizing the network calls that populate the feed.
We focus on specific interventions that this method supports, including feed re-ranking and content editing, and
describe the relative advantages and disadvantages of each. We do not aim to exhaustively list all possible ways
to implement a field experiment, but we do provide concrete building blocks for designing custom experiments.
Figure 1 summarizes the main steps of a typical field experiment designed to customize the ranking of a

social media feed with a browser extension. This guide focuses on designing interventions that do not affect the
users’ typical experience on the platform, aiming to limit latency and any interface behavior that can disrupt the
user experience. To achieve this goal, the browser extension (1) captures the feed, (2) applies any experimental
transformations, then (3) inserts any custom user interface elements. First, it reads the feed to identify the posts
that need editing according to the objective of the experiment. For example, the experiment may focus on all
the content in the feed, or it may target specific posts such as politics or misinformation. Then, the extension
can apply the desired intervention to the selected posts (or those newly inserted), such as changing their rank
position, rewriting their text, or editing the social metrics. Finally, the extension can change the design of the
webpage or add widgets that enhance the interface and enable new user interactions. Such modifications enable
researchers to design custom user interactions or assess the effect of a specific intervention by adding targeted
surveys.
This article is organized as follows. In Sec. 2, we summarise the state-of-the-art and highlight studies closely

related to our work. In Sec. 3, we present opportunities and challenges in changing the feed ranking with a
browser extension, followed by an overview of possible approaches to measuring the outcomes of the field
experiment. Finally, Sec. 5 provides key implementation details to develop the feed experiment, ranging from
ensuring low-effort user registration to intercepting and editing the feed. We conclude with a discussion of
implications.
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2 BACKGROUND
In this section, we summarize previous efforts to study social media through experiments and position this article
in the current literature. On-platform feed experiments are the gold standard for inferring the causal effects
of interventions on social media, as they test interventions in the same setting where users would typically
encounter them, maximizing ecological validity. An alternative to running experiments on the platform is creating
experimental clones of the platform and simulating a social media environment [10, 16, 34]. Developing a custom
social media feed simulator is a meaningful approach, as it allows greater control over the experimental setup, such
as the posts visualized by the user and features offered by the websites. This full control of the feed has significant
advantages because participants can be exposed to the same content, potentially leading to a more controlled
experiment that may help measure small effects. However, the downside is that the individual participants’
online experience is generally hard to reproduce, and the generalizability of the findings may be questioned. The
participants may be exposed to a different interface and a different type of posts they typically consume, they
may miss realistic social signals and dynamics, or they may be required to engage in activities not aligned with
their daily habits. The requirements to engage with a custom platform may also exacerbate phenomena such as
the Hawthorn effect, potentially altering the participants’ behavior that does not fully generalize to a real-world
scenario.
Previous work shows the effectiveness of field experiments on social media and that they can bring valuable

findings. Some examples include investigating the effect of changing Facebook’s feed ranking from engagement-
based to chronological during a US election [13], the impact and propagation of emotions [18], the amplification
of political discourse [15], the effect of perspective-taking on political polarization [27] or using ads to reduce
misinformation [20] and support charitable donations [17].
However, designing a field experiment with live intervention on social media feeds presents many technical

challenges, especially when done without the involvement of the platforms [4, 12, 21]. The present work aims to
support researchers with practical recommendations for designing field experiments focused on feed ranking.
Previous contributions similar in spirit to this work include practical guides on designing studies on fake

news and misinformation [23], analyzing browsing data [8], designing surveys to measure political behavior
online [14], sampling survey participants [25], running split tests on Facebook [22], and software and techniques
to collect and process social media data [3].

While many field experiments of interest only require changing participants’ feeds, some experiments remain
out of scope for this approach. For example, this approach cannot perform network bucket testing or other
experimental protocols that require changing entire groups of users’ experiences together [28, 32], e.g., to
understand equilibrium effects rather than individual effects. Our approach also cannot easily reach the user’s
full inventory unless the experimenter implements a separate application layer to acquire it directly from the
platform; typically, in the context of this paper, we will be focused on changes to the items that are already chosen
to be shown to the user.

2.1 Key concepts
In this section, we describe the key concepts required to understand this guide.
Browser extensions. This guide focuses on modifying social media feeds using Browser extensions. Browser or
web extensions are add-ons typically available via the browser-specific store, designed to enhance the browser’s
functionality. They support developers in customizing the browser’s behavior and modifying websites’ content.
This capability is advantageous in developing custom social media feed interventions, enabling design control
trials or A/B tests. From the perspective of the experimental participants, the only technical prerequisite is to
install the extension and accept the permissions. With authorization, browser extensions can modify the pages
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of interest to achieve the desired intervention. These modifications to the web pages range from updating the
content and its visual appearance to the website’s behavior. Sec. 5 provides an overview of implementation details.
Platform Inventory. In this guide, we refer to the full database of candidate posts used by the feed algorithm as
the participant’s inventory. This is a crucial concept because, depending on the platform of interest, the level of
access to the candidate set can enable or limit some interventions. When the feed is organized chronologically,
the algorithm can sort by time the posts of the relevant users (e.g., friends or followed users) and return the most
recent ones. When the feed is algorithmically curated, the algorithm needs to evaluate a large set of posts by
users inside and outside the focal user’s first-degree social network. This process typically relies on multiple
steps. For instance, Twitter/X’s “For you” algorithm, as described in the open-sourced implementation [31], first
selects content using a high-recall retrieval system that scans a large amount of data which is then scored and
ranked by a more refined model.

3 FEED RANKING
This section summarises the potential of browser extensions to customize social media feeds. The re-ranking
can be a complete shuffle of the feed based on a new objective or more focused, for example up-ranking or
down-ranking content the researchers believe should receive more or less exposure. In this guide, we focus on
these two use cases, up-ranking and down-ranking, where the content of interest is respectively demoted or
promoted in the feed, but these recommendations can be adapted for different types of rank adaptations. These
edits can be achieved by combining up-ranking and down-ranking operations, which constitute the building
blocks of a feed intervention.
A key functionality of the system handling the experiment is identifying relevant content and scoring it

according to the metric of interest. Depending on the research goal, this capability can be achieved with different
levels of complexity, ranging from simple keyword matching to more complex logic relying on external AI
services like large language models (LLMs). For example, feed posts can be scored and rearranged to demote
hostile political content or prioritize posts reflecting positive emotions.

These manipulations offer a unique opportunity to investigate the causal effects of variations of the rank objec-
tive in a realistic scenario. We summarise the challenges and limitations of both implementations. Additionally,
a browser extension can edit the content of the posts. We conclude this section with a discussion on content
editing and how a browser extension can modify text or social metrics. Section 5 offers a detailed description of
how these manipulations can be accomplished in practice.

3.1 Down-ranking
The ability to down-rank content allows researchers to investigate alternative moderation strategies. Harmful
content can be dynamically penalized in the ranking, making it available only when the user is interested in
consuming more content and scrolling further down their feed. Given criteria for down-ranking content, such
interventions are generally easy to implement. The extension should select the posts that must be penalized and
estimate how far down the feed the item ought to be down-ranked. The new position can be determined based on
a fixed offset or based on the score of the content. For example, researchers may decide to add 100 positions to all
down-ranked posts or use a content-based offset, making sure that very harmful posts receive less exposure. In
practical terms, the extension should keep track of the number of posts consumed by the user and insert the post
when the browser’s viewport reaches the desired position. This step can be achieved easily on most platforms
by inserting the same content removed in the previous position. This intervention offers valuable insights into
the impact of ranking. It can provide concrete recommendations for the social media platform on adapting the
algorithm to penalize problematic content and achieve the desired outcome. This intervention allows testing
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interventions that can reduce exposure to some content but do not entirely remove the recommended posts–a
topic that may be sensitive for those opposing moderation strategies.
As an alternative, an extreme form of down-ranking is the complete removal of specific content. This logic,

similar to how ad blockers work, operates on the definition of an exclusion logic or metric that guides the
extension in identifying the posts that should be removed from the user’s feed. This intervention can provide
valuable insights into the impact of filtering out posts with particular characteristics. This approach allows
researchers to investigate research questions such as the impact of stricter moderation methods by reducing the
content that has the potential to polarize communities, affect people emotionally, or to investigate the impact of
alternative feed designs such as removing all the posts with videos or images.
Finally, when measuring the effect of down-ranking or removing content, it may be important to consider

what the user was shown in place of the removed content. To answer these questions, we recommend keeping
track of the posts the participant was exposed to during the study.

3.2 Up-ranking
Without access to the complete platform inventory, up-ranking content in the feed presents more challenges
than down-ranking content. The content returned by the server is obtained by scoring the inventory, which
includes the entire candidate set of potential posts available for display. Without the full set or a meaningful
approximation, the intervention can operate only on the pre-selected content delivered to the user, representing
the top items the curation algorithm has already prefiltered. For example, when the platform’s algorithm selects
content based on engagement, the posts available for re-ranking may consist only of high-engagement posts.
Access to the full inventory could significantly expand the dynamic range of content available for re-ranking,
potentially showing a more prominent effect of an intervention. However, compiling the full or even partial
inventory may require more active support from the platforms or data access agreements, which may be difficult
or expensive to set up. Possible approaches include up-ranking posts loaded by the website but not visible in the
browser’s viewport, pre-fetching content with the extension by simulating scrolling or inserting entirely new
posts from the platform inventory obtained in other ways.
Inserting new posts provides a mechanism for customizing the feed and exposing the user to content not

selected by the curation algorithm. This intervention can help researchers investigate research questions that
rely on adding content blended in the context of the original feed. Some examples include adding more content
promoting positive emotions, adding out-party posts to counter filter bubbles, or adding posts on a specific
topic to change the topic distribution of the feed. This strategy is particularly helpful when the type of posts the
researchers are interested in investigating is rare, and the goal is to ensure the feed has enough relevant content.

From a technical point of view, this approach requires careful consideration. The inserted posts could be created
in three ways: (i) generating entirely new posts that fit the requirements of the experiment, (ii) monitoring posts
by a curated list of accounts that are likely to post suitable content, and (iii) transferring a post that matches
these requirements from another feed. The first approach may present challenges because it requires replicating a
fully functional social media post, including user interactions, such as likes, comments, and shares. This method
may allow full customization but demands careful attention to detail to ensure the post supports real-world user
interaction. Failing to recreate all these interactions accurately (i.e., the share button not working) may disrupt
the user experience and compromise the study’s validity by influencing user behavior in unanticipated ways.
The second approach is monitoring a set of public accounts that are likely to post content that fits the

requirements of the intervention. This method requires running a background process that continuously collects
and scores the content posted by the selected accounts. There are two challenges with this approach: (i) the
content that individual users post varies and curating a list of suitable accounts effectively may be challenging for
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some interventions; and (ii) the data collection may require additional data access, which may be prohibitively
expensive.
The third approach is transferring content from other existing feeds. This approach offers a more pragmatic

alternative, allowing researchers to utilize authentic posts. This technique has a downside: researchers must
implement a mechanism to find or produce posts that qualify for the intended intervention, especially without
full inventory. This can be done by drawing the post from a dedicated account, using tweets from the same user
previously removed, or monitoring the feeds of other participants in the experiment. In the former case, this
method requires researchers to ensure that the content selected for transfer respects user privacy and does not
inadvertently expose private or sensitive information. Finally, researchers employing this intervention must
reflect on the potential impact of context when transferring posts between feeds, as the relevance and reception
of a post may vary significantly based on its original context.

3.3 Content Editing
In addition to re-ranking the content of the feed, researchers can operate directly on individual posts. This
intervention can involve direct manipulation of the post, such as editing the posts’ visible social metrics (e.g., likes,
comments, and shares), the appearance of the post (e.g., making some aspects of the post prominent), changing
the attachments (e.g., replacing a link or a picture), or modifying the text. These interventions may be important
in addressing research questions on how the platform’s design or content can affect the users. For example,
the tone of existing posts can be subtly reframed to reflect a more positive sentiment or mitigate aggressive
language. This intervention can allow researchers to explore how language choices in social media posts may
influence user behavior, including interactions, affective experiences, discourse patterns, misinformation, or
hate speech. Depending on the complexity of the desired edits, the modification can be achieved with simple
dictionary substitution or complete reframing, e.g., leveraging LLMs to generate high-quality and contextual text.
Summary. This section summarises the opportunities and challenges associated with down-ranking, up-ranking,
and editing feed content. Down-ranking is generally the simplest intervention as it requires operating on content
already available in the feed, whereas up-ranking, in the absence of access to the complete inventory, may require
a more careful design to find or generate the posts to up-rank. Content editing can be combined with the previous
methods and represents an effective strategy for testing the impact of social metrics, language, or post appearance.
Furthermore, thanks to browser extensions’ capabilities, these modifications can be combined with additional
interventions. Some examples include extending the platform’s functionality with widgets like the Twitter/X
Community Notes labels or adding visual indications on some post characteristics, such as a warning about
language toxicity. These interventions can be combined to achieve more complex experimental designs that fit
particular research goals.

Finally, all these interventions require researchers to pay attention to the distribution of posts in the feed of the
target population, potentially with some repercussions for the recruitment strategy. For example, manipulating a
single post may produce minimal exposure to the treatment condition and the effect of the intervention may be
too small to detect [12]. This problem is particularly impactful in situations when users interact with only a small
fraction of the content [35], typically at the top of the feed [2] or when the types of posts that the researchers
intend to edit are rare.

4 MEASUREMENT
In this section, we describe a set of approaches to measuring the feed intervention’s impact. We summarise
three alternatives that enable different insights into the effect of the feed manipulation: momentary measures,
longitudinal surveys, and engagement signals.
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4.1 Ecological Momentary Assessments
When researchers are interested in measuring the momentary impact of a feed intervention, a suitable design is to
add surveys directly to the feed. These in-feed surveys, inspired by the approach developed in clinical psychology
called Ecological Momentary Assessment [29], allow researchers to capture real-time reactions directly in the
context where the intervention is applied [1]. In the case of social media, this strategy can elicit direct feedback
on the intervention at the right time when users scroll through the social media feed. Researchers can ask highly
contextualized questions such as “Are you interested in this post?” or “How does this post make you feel?”. This
method can be used to measure a momentary impact of the intervention that may be too short to be measured
with long-term surveys, or that is hard to measure when the question is posed without context. The insertion
of these surveys can be triggered by specific events, such as when a specific post is displayed, added at regular
intervals, or shown at random times while the user consumes their feed. The appearance of the survey widget
may vary, from attention-grabbing designs such as popups or modal windows that can interrupt the scrolling,
to more subtle designs integrated as a special post in the regular feed. If integrated with the regular feed, one
practical challenge of in-feed surveys is making them visible and clear enough for participants to know these
questions are part of the study. If researchers require that the insertions get noticed, we recommend using colors
and animations that stand out from the default design. The design must also be adapted to the different templates
(i.e., dark mode theme) that the social media platform supports. Finally, when deciding where to place the in-feed
survey, researchers must carefully consider the goals of their measurement. Participants answering the survey
will be exposed to the content that precedes it in the feed, and might be influenced by other content visible in
their viewport.

4.2 Survey methodology
Researchers interested in measuring the cumulative effects of the treatment can rely on a standard pre-post
survey design. In such a setup, participants are presented with the same survey before (pre-) and after (post-)
the experiment. Examples of attitudinal shifts that can be caused by feed interventions include changes in
affective polarization, often measured using the feeling thermometer, or opinion change, typically measured
with Likert-scale surveys. These surveys are assigned at the start and the end of a study and require a seamless
integration into the experimental design. Pre-surveys intended to be completed at the beginning of the experiment
can also be used to assign participants to specific experimental conditions or decide whether they qualify to be
enrolled in the experiment. Attention checks and validation questions can be valuable tools for identifying early
participants who may be less attentive and contribute unreliable data.
A similar approach, reassembling a diary study technique [5], consists of regular assessments throughout

the experiment. This method relies on administering surveys at regular intervals, e.g., daily or weekly. This
design may be recommended for different reasons, such as measuring the progressive change in the outcomes of
interest or because of a study design requiring participants to be exposed to different experimental conditions
(e.g., crossover or stepped-wedge design).

Implementing a strategy to administer surveys at regular intervals can present additional challenges, especially
when the users are not online on the social media platform. Researchers need to establish a notification system
through the browser extension, implement regular messaging on the recruitment platform, or may need to
distribute a survey link by establishing extra communication channels like email or text messaging. This last
approach requires participants’ consent to collect potentially identifiable information, which we discuss in more
detail in Sec. 5.4. Another challenge of this setup is ensuring that participants consume enough content in time
between surveys to meaningfully measure the impact of the intervention. One potential approach, valid in the
case of repeated assessments, is to invite the participants to use social media and deliver the survey only after
they spent enough time on the platform or have been exposed to a predefined number of posts.
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4.3 Engagement signals
Implementing a feed experiment using a browser extension allows researchers to go beyond self-reported
measures and make very granular behavioral measurements that can provide further insights into the effects
of the intervention. This includes metrics such as time spent, engagement (e.g., clicks, likes/favorites, reports),
navigation patterns, conversion rates, and other metrics [9] that are imperative to the business objectives of the
platforms. Access to such measures also allows researchers to evaluate the trade-offs the proposed intervention
introduces. For instance, removing some content entirely (e.g., all political posts) may have an impact on an
outcome of interest (e.g., affective polarization) but may disrupt the engagement in a way that makes the adaption
not attractive for social media companies. Reporting these metrics may make social media platforms more
receptive to integrating the findings into their products.

Similar to the previous section, these measurement approaches can be combined to measure multiple effects
and increase the understanding of the intervention at different time horizons.

5 IMPLEMENTING A BROWSER EXTENSION
In this section, we focus on the implementation details of running social media feed experiments with a browser
extension and summarize various technical challenges. We offer practical recommendations and release source
code 2—in Javascript—that can be used as a blueprint to implement feed experiments on X. Our examples are
based on Google Chrome but can easily be adapted to other browsers. The rest of this section assumes familiarity
with key concepts of web architecture and extension development.

First, we provide implementation guidance on how to intercept and edit the responses from the server
containing the feed. Then, we cover guidelines on participant recruitment and registration. Finally, we conclude
with technical details on how to notify the user about specific events or deliver surveys.

5.1 Feed interventions
In this section, we present some key details on the implementation of the core functionality of the browser
extension. Although these extensions can change many aspects of the experience on a website, here we focus
specifically on some edits they can support on social media feeds. Browser extensions are typically written in
languages supported by the browser, such as Javascript, HTML, and CSS, and they can employ different methods
to apply the edits. A common strategy involves modifying the rendered page by manipulating its Document
Object Model (DOM). This method has the advantage of simplifying the identification of the element involved in
the desired edit, and it gives the extension access to the content after the frontend scripts have already processed
it. However, despite this approach being the most straightforward, for some scenarios, such as augmenting the
feed, intervening at the network level may be more effective.

In this case, we recommend adapting XMLHttpRequest to support the customization of the server requests. This
technique offers the advantage of intercepting and modifying the original incoming data before its rendering on
the page, minimizing the need for direct interaction with the actual page interface. Accessing the communication
with the server allows logging many client-side actions shared with the server (e.g., like and share) without
adding a listener for every event. The downside is the need to gain a deeper understanding of the communication
protocol between the browser and the server. Finally, alternative approaches, such as manipulating the in-memory
data structure used to render the content, are possible, but depending on the framework used by the front end
(i.e., React), it may introduce implementation-specific complications.

2https://github.com/StanfordHCI/FeedMonitor

https://github.com/StanfordHCI/FeedMonitor
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Implementation details. Pragmatically, to customize the behavior of the XMLHttpRequest native object, we
need to run the overriding code as soon as the main page is loaded. Since behavior customization must happen
within the scope of the social media page and not in the content script, we need to inject the modification script
directly into the main page. This requirement demands a slight change from the common pattern used to develop
browser extensions, as the script must be loaded in the Manifest file as a resource and not as a content script.
Then, the content script can inject the override code into the scope of the main page.

The injected code overrides the open and send functions of XMLHttpRequest to adapt their behavior. The open
function can be modified to save properties of the connection, such as the current URL or the HTTP headers,
while the send function can be adapted to dynamically customize the response callback (onreadystatechange) if the
URL matches the endpoint of interest. In this function, researchers interested in fetching more data (i.e., to have a
large pool of posts to re-rank) can imitate the server requests to act as the users scroll through the feed. The
injected script can communicate with the browser extension’s content script using the browser’s message-passing
features by broadcasting the server’s raw response. Depending on the intervention logic, when the feed needs
to be modified, the customized XMLHttpRequest object can interrupt the execution, waiting for the response
from the content script. Once the modified feed is ready, the request can resume by replacing the server response
with the updated content. The content can be manipulated on the client side or by calling an external backend. If
the logic or model can be distributed with the extension, keeping the manipulation on the client may ensure
more participant privacy. Moving the edit to the backend may be preferable in other cases, like when complex
logic or large models, such as LLMs, are required. Still, in this case, researchers must pay special attention to data
security practices and the potential implications of sharing the data with third-party services.
Finally, it is crucial to ensure that scoring and reranking introduce minimal latency to avoid disrupting the

user experience. The backend performance plays a critical role when the intervention depends on server-side
logic. The implementation may require careful parallelization when relying on external services (LLM APIs) or
using custom hardware (e.g., GPUs) when dedicated models are needed (e.g., fine-tuned BERT models). In specific
conditions, when the model can run on the client side, researchers may consider running the models directly in
the browser, potentially relying on the performance of WebGL or WASM-based implementations.

5.2 Participant recruitment
The recruitment strategy depends on many aspects, such as availability constraints, specific demographic
requirements (e.g., partisans, or users of specific age groups), or length of the study.
Some experiments may aim to recruit a participant sample representative of the platform’s user base, which

requires adjusting the recruitment based on the platform’s user composition [12]. For example, in 2023, Twitter
was used by 22% of the adult population with a bias toward young, highly educated, and liberals [7], while
Facebook is more balanced on these properties but has a larger active user base of women.

Depending on the requirements and the recruitment platform, it may be desirable to first screen participants
through a short survey. This preliminary screening may help exclude individuals who do not meet the eligibility
criteria that the recruitment platform does not allow to filter, such as how frequently they use social media. This
step is crucial to selecting the population of interest and ensuring that the study includes the right participants to
receive the treatment. Researchers investigating interventions on extreme or niche content need to ensure that
the recruited participants are typically exposed to the posts of interest. For example, a study found that during
the 2016 election, 80% of the fake news on Twitter was consumed by only 1% of the users [11]. If this step is
necessary, we recommend keeping the survey minimal to reduce the cost and compensate participants for their
time, even if they do not qualify, in accordance with common practices. Alternative methods include using ads
directly on the platform of interest [25, 37], direct messages [12], or relying on snowball sampling with other
reward incentives, such as gift cards or prizes.
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5.3 Registration flow
Once the participants are recruited, the first challenge is ensuring a low-effort and scalable onboarding process. A
confusing onboarding procedure can lead to high participant dropout and increase the risk of researchers being
overloaded with requests for assistance.
Along with clear instructions, we recommend simplifying the process by designing a registration flow that

eliminates common mistakes, such as the need for participants to copy and paste information manually. We also
recommend that participants complete all the onboarding steps only by following clickable links to ensure a
smooth user experience.

Since browser extension stores like the Chrome Store do not support direct parameter passing during extension
installation (e.g., the participant ID), this section presents a solution to address this issue. This approach requires
a coordination service, which can be integrated with the extension backend. It allows tracking of the user’s
registration to assign the user-specific configuration to the extension that can be sourced from the recruitment
platform or an initial survey.

Hub domain

/instructions
Set cookie with user

information
(i.e., user ID)

/welcome
A) Get cookie value
B) Set values in the

extension store
Open new tab:

chrome.runtime.onInstalled

Install extension
Redirect

Recruitment platform

Select relevant
participants

Mark task as
complete

Survey (optional)

A) Save user ID
B) Show consent
C) Collect survey

answers

Redirect
User ID

Redirect
User ID

Redirect (optional)

Fig. 2. Diagram of the registration flow that allows for tracking the participant and for passing parameters to the extension.

Fig. 2 summarises the registration flow using this pattern. With this flow, the recruitment platform sends
the user to the coordination service directly or after an intermediary survey, which could be a pre-survey used
to collect additional information necessary to run the extension (e.g., political ideology, contact information,
timezone). Major survey platforms like Qualtrics support transferring information after the survey completion
by combining embedded fields and redirecting URLs. The role of the coordination service is to set a persistent
entry, such as an HTTP cookie, with the information that the extension must access after the installation. This
page precedes the installation of the browser extension and may be used to summarize the instructions before
redirecting the participant to the extension store page. Finally, when the extension is installed, opening a new tab
to a page on the coordination server gives access to the HTTP cookie data previously saved that can be used to
set up the extension for the current participant. This flow is simple and effective, but it is not the only approach
that researchers can take. Alternative designs include integrating a custom login or implementing an OAuth flow.
Participant consent. Running an experiment that augments users’ feeds requires participant consent. Depending
on the registration flow—with or without the initial survey—the participants should be presentedwith a description
approved by an Institutional Review Board (IRB) in the case of a US university or an equivalent record in other
cases. It is important to show the consent form as early as possible and interrupt the installation if the participants
do not accept the terms. Some participants may perceive installing a browser extension as too invasive. In addition
to the consent, we recommend including in the instruction page a clear recap of what data is and what data is not
collected (e.g., “we do not have access to your direct messages”).
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Error recovery. Anything (and everything) could go wrong. Especially when the goal is to run a large-scale
study, it is important to implement recovery points to minimize the researchers’ workload of error fixing. For
example, a participant may start the survey using a browser or a computer different from the one they plan to
use during the study. It is essential to implement recovery checkpoints where the participant can recover the
process. One option consists of collecting contact information such as email addresses and sending a message
when they reach the instructions page. The message can contain a copy of the instructions and the link to the
instructions page with all the required parameters in the URL. Alternatively, if researchers do not have access
to the participants’ contact information—due to IRB restrictions or no pre-survey is planned—this step can be
automated with a message on the recruitment platform.

5.4 Notifications
Throughout the study, researchers must establish channels of communication with the participants. Participants
may need guidance, reminders, or feedback to ensure they engage in the study successfully. For example, in a
longitudinal study where it is crucial to visit the social media platform regularly, the study design can employ
emails to remind the participants that they are enrolled in the study or to acknowledge that their contribution
has been recorded. Similarly, when the study is complete, users may receive a post-survey, instructions to remove
the extension, or debriefing notes. This step must be handled carefully to comply with Institutional Review Board
(IRB) standards for data protection.

Alternatively, user messages can be delivered directly on the platform by editing the DOM of the social
media page. The browser extension can add these messages as in-page banners or modal windows, limiting
the need to collect user contact information. In the case of post-surveys showing a pop-up or in-page banner
when participants visit the social media platform at the end of the study, researchers can prompt immediate and
contextual responses, potentially improving the quality of the data collected.

5.5 Privacy
Web extensions offer a great opportunity to test interventions that social media platforms would never try
because of company priorities or because they do not align with the business objective. Nevertheless, despite
offering more freedom to researchers, they must commit to ethical standards in designing the experiments and
handling the data. Independent oversight, such as Institutional Review Boards (IRBs), should review and approve
the study protocol to ensure it meets ethical standards. Participants must be aware of the potential risks and be
informed about the data the web extension collects. Designing a registration flow that forces the participants to
accept a consent form before collecting any data is essential. It is also crucial to inform participants that their
participation is voluntary and that they can withdraw without penalty. If the experiment collects users’ data, it is
good practice to implement measures to ensure confidentiality and store the data in a secure database. Depending
on where the study is conducted, researchers must comply with local regulations, such as the General Data
Protection Regulation (GDPR) in the European Union. Unless specified in the consent form, at the end of the
study, we recommend that the participants be guided in uninstalling the extension, or the extension should have
a mechanism to turn it off. This step ensures that the researchers do not collect data without the participant’s
consent and that the unused extension does not create potential conflicts with other studies the participant may
want to join.

6 CONCLUSION
Social media platforms have recently become less collaborative in supporting independent academic research.
This guide offers some practical recommendations on designing field experiments that, using browser extensions,
do not require direct involvement of these platforms. Our recommendations are focused on social media feeds,
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but many aspects generalize beyond this setup. With this guide, we hope to foster a community of independent
researchers who aim to investigate social media’s impact on society and contribute to designing healthier online
spaces.
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