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Although semi-supervised learning has generated great interest for designing classifiers on static pat-
terns, there has been comparatively fewer works on semi-supervised learning for structured outputs
and in particular for sequences. We investigate semi-supervised approaches for learning hidden state
conditional random fields for sequence classification. We propose a new approach that iteratively learns
a pair of discriminative-generative models, namely Hidden Markov Models (HMMs) and Hidden Condi-
tional Random Fields (HCRFs). Our method builds on simple strategies for semi-supervised learning of
HMMs and on strategies for initializing HCRFs from HMMs. We investigate the behavior of the method
on artificial data and provide experimental results for two real problems, handwritten character recogni-
tion and financial chart pattern recognition. We compare our approach with state of the art semi-super-
vised methods.
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1. Introduction images (Morency et al., 2007) and financial time series (Soullard
Sequence classification and sequence labeling are fundamental
tasks occurring in many application domains, such as speech rec-
ognition, mining financial time series, and handwriting recogni-
tion. Hidden Markov Models (HMMs) are the most popular
method for dealing with sequential data (Rabiner, 1989). HMMs
benefit from efficient algorithms both for inference and for training
but suffer some severe drawbacks. In particular, they are tradition-
ally learned via maximum likelihood estimation, which is a non
discriminative training criterion. Many attempts have been made
to overcome this limitation, relying on the optimization of a dis-
criminant criterion like minimum error classification (Juang and
Katagiri, 1992), perceptron loss (Collins, 2002), maximum mutual
information (Woodland and Povey, 2002), or margin-based crite-
rion (Sha and Saul, 2007; Do and Artières, 2009). A more recent
alternative consists in defining a model of the posterior conditional
probability (i.e. the probability of the labeling given the observa-
tion sequence). Hidden Conditional Random Fields (HCRFs) are
such models (Quattoni et al., 2007). They are a variant of Condi-
tional Random Fields (CRFs) (Lafferty et al., 2001) that make use
of hidden states to account for the underlying structure of the data
(alike in HMMs). They have been used for various signal labeling
tasks, in particular for speech signals (Gunawardana et al., 2005;
Reiter et al., 2007), eye movements (Do and Artières, 2005), hand-
writing (Do and Artières, 2006; Vinel et a., 2011), gestures and
and Artieres, 2011).
Whatever the model one chooses to design a classification

system, one needs first to gather, then to label, a sufficiently
large training corpus. This often has a cost that may make the
design of a good system problematic. This has motivated the
study of semi-supervised learning (SSL). In SSL, classifiers are
trained on both labeled samples (usually few) and unlabeled
samples (usually many). A number of SSL methods have been
proposed, such as entropy based methods (Grandvalet and
Bengio, 2005), margin based methods (Wang et al., 2009),
co-training algorithms (Blum and Mitchell, 1998) (see Mann
and McCallum, 2010 for a review).

However, up to now only a few works have investigated semi-
supervised learning for structured data and for sequences in partic-
ular, as we are interested in here. Some studies have investigated
semi-supervised learning of HMMs for speech recognition and for
text classification (Nigam et al., 2000; Inoue and Ueda, 2003; Haf-
fari and Sarkar, 2008), but the conclusions of these works are
rather limited since SSL has been shown to eventually degrade per-
formances of supervised training (Cozman and Cohen, 2002; Méri-
aldo, 1994). Moreover, alternative works have focused on learning
CRFs in a semi-supervised setting for language processing and bio-
logical problems, yielding some significant improvements (Jiao,
2006; Sokolovska, 2011). It is worth noting that a few of these
works rely on designing a hybrid model, mixing HMMs and CRFs,
where HMMs only are learned in a semi-supervised way, indirectly
making the learning of CRFs semi-supervised (Sokolovska, 2011).
Finally, we are not aware of any work today on SSL algorithms
for complex discriminative models such as HCRFs.
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Here we focus on semi-supervised learning for sequence classi-
fication where one wants to assign a single label to an input
sequence. Extension to sequence labeling is out of the scope of
the paper but should follow naturally. We propose a new algorithm
for semi-supervised learning of HCRFs for sequence classification.
It relies on an iterative joint learning of a pair of generative and dis-
criminative models, namely HMMs and HCRFs. This paper is an
extension of our previous work in Soullard and Artieres (2011),
and improves on it in several ways. First, we describe in more de-
tail our approach, in particular the initialization scheme of HCRF
from Full Covariance matrix Gaussian HMMs. Second, we propose
and investigate a few variants of our method. Third, we provide
new results on artificial data for an improved understanding of
the behavior of the method. Fourth, we provide additional results
on real datasets and provide a thorough experimental comparison
of our approach with state of the art SSL methods that were already
proposed for CRFs and that we extended to HCRFs.

We first present related works on semi-supervised learning in
Section 2, then we detail in Section 3 our strategy for initializing
HCRFs from Full Covariance matrix Gaussian HMMs. Next, we dis-
cuss the motivation of our approach, which we present in detail in
Section 4. We report experimental results on artificial data in Sec-
tion 5 and we investigate in Section 6 the behavior of our approach
for two real problems, handwritten character recognition and
financial chart pattern classification.

2. State of the art in semi-supervised learning

Here, we review the main semi-supervised learning approaches
(Zhu and Goldberg, 2009), with a particular focus on methods that
have been used or that could be extended for learning markovian
models such as HMMs and CRFs.

In this study, we focus on classification where training samples
are couples ðx; yÞ;x 2 X is an input sample (e.g. a sequence) and
where y 2 Y is its class (i.e. label).1 We denote
L ¼ fðx1; y1Þ; . . . ; ðxjLj; yjLjÞg as the set of labeled training samples, with
jLj being its cardinal, and U ¼ fxjLjþ1; . . . ; xjLjþjUjg stands for the set of
unlabeled training samples. Also, in the following we will systemati-
cally use H to denote the set of parameters of generative models
(e.g. HMMs) and K to denote the set of parameters of discriminative
models (e.g. CRFs).

2.1. Mixture approach

The mixture approach consists of learning a mixture of genera-
tive models, one for each class, through an Expectation Maximiza-
tion (EM) like algorithm. In Nigam et al. (2000), the EM algorithm
was applied on a mixture of multinomial distributions for text clas-
sification while in Baluja (1998) it was applied on a face orienta-
tion discrimination task. This approach has been applied to
HMMs in Nigam et al. (2000); Inoue and Ueda (2003). The objective
criterion to be maximized is defined as:

LðHÞ ¼ ð1� cÞ
jLj

XjLj
i¼1

log pðxðiÞ; yðiÞjHÞ þ c
jUj

XjLjþjUj
j¼jLjþ1

log pðxðjÞjHÞ ð1Þ

where c 2 ½0;1� is a parameter that allows tuning of the relative
influence of labeled data and unlabeled data. The fully supervised
and the fully unsupervised cases are specific instances when c is
respectively set to 0 and to 1 (Ji et al., 2009). Although it is a simple
and attractive idea, this approach may degrade HMMs’ perfor-
mances (Cozman and Cohen, 2002; Mérialdo, 1994), especially if
the number of labeled samples is too small.
1 Note that we use bold font to denote sequences, e.g. x, while we use normal font
for static patterns, vector or scalar, e.g. y.
2.2. Minimum entropy

Minimum entropy regularization is a popular technique
(Grandvalet and Bengio, 2005). It aims at reducing uncertainty on
the labeling of unlabeled samples. the method is extended in Jiao
(2006) to the learning of CRF and is used with the following regu-
larized objective function:

LcðKÞ¼�
jjKjj2

2
þ
XjLj
i¼1

logpðyðiÞjxðiÞ;KÞþc
XjLjþjUj

j¼jLjþ1

X
y2Y

pðyjxðjÞ;KÞlogpðyjxðjÞ;KÞ

ð2Þ

The above objective combines conditional entropy for unlabeled
samples and conditional likelihood for labeled samples. A similar
approach was taken in Wang et al. (2009) by defining the objective
function as the combination of the conditional likelihood of the la-
beled data and of the mutual information for the unlabeled data.

2.3. Co-training

Co-training has been popularized by Blum and Mitchell (1998)
for static patterns. It assumes that the features used to represent
a sample may be split into two sets of features, or views, (every
sample then has two representations, one for each view) and that
these two views are sufficient for a correct classification. Learning
consists of first training two classifiers, one for each view. Then one
selects the unlabeled samples for which one classifier is most con-
fident and puts these samples together with the classifier’s predic-
tions into the training set of the other classifier. This process is
repeated iteratively. The approach is extended in Wang and Zhou
(2007) to the case where two classifiers are trained on the same
view and showed that co-training may work well provided the
classifiers are different enough.

Co-training has also been investigated with some success for
learning generative markovian models. In particular, the standard
co-training algorithm was applied in Khine et al. (2008) to HMMs
for singing voice detection and co-training of HMMs and of neural
networks was experimented in Frinken et al. (2009) for handwrit-
ing recognition.

2.4. Hybrid methods

A few methods have been proposed to mix generative and dis-
criminative methods (Bishop and Lasserre, 2007; Bouchard, 2007 ).
These methods rely on the idea that semi-supervised learning is
more natural for learning generative models with a non discrimi-
native criterion through, e.g. the mixture approach. In Bouchard
(2007), the parameters of generative models are learnt by optimiz-
ing a combination of a non discriminative criterion (e.g. likelihood)
and of a discriminative criterion (conditional likelihood), where the
non discriminative criterion is computed for all training data (la-
beled and unlabeled) while the discriminative criterion concerns
labeled training data only. Furthermore, some authors proposed
in Bishop and Lasserre (2007) to learn two linked sets of parame-
ters of generative models, one parameter set with the non discrim-
inative criterion (on the entire training dataset) and the other
parameter set with the discriminative criterion (on the labeled
training dataset) with the following objective function:

LðH;KÞ ¼
XjLj
i¼1

log pðyðiÞjxðiÞ;KÞ þ
XjLjþjUj
j¼1

log pðxðjÞjHÞ þ logðpðH;KÞÞ

ð3Þ

where pðH;KÞ is a prior that links the two parameter sets. It allows
blending generative and discriminative approaches. If the
prior is uniform, the generative and discriminative models are



2 We use u0 to denote the transpose of vector u.
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independently trained so that the discriminative model is learned in
a fully supervised setting. If the prior forces H and K to coincide,
the two models are constrained and this reduces to the approach
in Minka (2005). In addition, if the prior is smoother (e.g. e H�Kk k2

),
the discriminative model is learned in a supervised setting with
the constraint of being not too far from the generative model, which
is learned in a semi-supervised way.

Furthermore, cascading models was investigated in Suzuki et al.
(2007). The outputs produced by a few discriminative (CRFs) and
generative models (HMMs) was combined in a CRF-like model,
where generative models are learned in a semi-supervised setting
while discriminative models are learned in a supervised mode. Fi-
nally, a principled and asymptotically optimal way to train a CRF
with a weighted conditional likelihood was proposed in Sokolovska
(2011). The weight of a particular training sequence is the esti-
mated density for this sequence, which is approximated by gener-
ative models trained in a semi-supervised setting.

3. Initialization of HCRFs from HMMs

In the following we consider that an input sample x is a
sequence of length T (sequences are noted in bold)
x ¼ ðx1; . . . ; xTÞ 2 X whose tth element (named a frame) xt 2 Rd is
a d-dimensional feature vector.

One difficulty for learning HCRFs, unlike CRFs, lies in the non
convexity of the training criterion which comes from the introduc-
tion of hidden states. This makes training sensitive to initialization
and easily leads to overfitting. A solution has been proposed in
Gunawardana et al. (2005) to overcome this problem. It consists
of learning first a HMM system (e.g. one left right HMM per class
in our case) through Maximum Likelihood Estimation (MLE) and
then of initializing a HCRF with parameter values such that the ob-
tained HCRF behaves exactly as the HMM system does (note that
the HCRF must share the same topology as the HMM system, hence
it is composed of many left–right chains, one for every class).

Although the learning criterion of HMMs (e.g. Maximum Likeli-
hood) is also non convex, HMMs trained with Maximum Likelihood
Estimation are usually less subject to overfitting than HCRFs for
two reasons. First, HMMs are less powerful models than HCRFs
for classification (as this discussion will show one can design a
HCRF system that behaves just as a given HMM system does while
the reciprocal is not true). Second, non discriminative models (e.g.
HMMs trained via MLE) are usually less subject to overfitting than
discriminatively trained models (Bouchard and Triggs, 2004).

We briefly explain now how to initialize a HCRF system from a
HMM system in the case of single Gaussian HMMs with a full
covariance matrix (the works in Gunawardana et al. (2005) dealt
with the diagonal covariance matrix case).

The key point is that the log of the joint probability of an input
sequence (i.e. an observation sequence) and of a state sequence
may be written as a dot product between a parameter vector and
a joint feature map depending on the sequence of hidden states
and on the observation sequence. We explain this now. The log
joint probability of an observation sequence x and of a state
sequence h may be written as (following Rabiner, 1989):

log pðx;hjHÞ ¼ logðph1 Þ þ logðpðx1jh1ÞÞ

þ
XT

t¼2

log pðht jht�1Þ þ log pðxt jht ;HÞð Þ ð4Þ

where xt denotes the tth frame of x;ht stands for the state at time t
(with ht 2 ½1;Q �8t), pðxt jq;HÞ stands for emission probability in
state q, which is a Gaussian distribution with mean lq 2 Rd and
covariance matrix Rq, whose determinant will be denoted jRqj. Fi-
nally, we will denote lht and Rht as the mean and the covariance
matrix of the distribution in state ht .
First, note that the first term in Eq. 4, logðph1 Þ may be simply
written as:

logðph1
Þ ¼

logp1

. . .

logpQ

0
B@

1
CA:

d½h1¼1�

. . .

d½h1¼Q �

0
B@

1
CA

where d P½ � equals 1 if predicate P is true and 0 otherwise, and where
u:v denotes the dot product between two vectors u and v.

Hence logðph1 Þ may be put in the shape of a dot product of a
parameter vector (left vector in the right hand side of the previous
equation) and of a feature vector computed from x and h (right
vector). Similarly, one can write, using the usual notation
ai;j ¼ pðht ¼ j j ht�1 ¼ iÞ:

log aht�1 ;ht ¼

log a1;1

log a1;2

. . .

log aQ ;Q

0
BBB@

1
CCCA:

d ht�1¼1 and ht¼1½ �

d ht�1¼1 and ht¼2½ �

. . .

d ht�1¼Q and ht¼Q½ �

0
BBB@

1
CCCA

Now let wtrans denote the left vector of the right hand side in the
previous equation and let /transðx;h; tÞdenote the right vector2:

wtrans ¼ log a1;1; log a1;2 . . . ; log aQ ;Qð Þ0

/transðx;h; tÞ ¼ d ht�1¼1andht¼1½ �; d ht�1¼1andht¼2½ �; . . . ; d ht�1¼Qandht¼Q½ �
� �0

Then one can also put the sum of probability transition terms in Eq.
4 in the shape of a dot product:

XT

t¼2

log pðht jht�1Þ ¼ wtrans:Utransðx;hÞ ð5Þ

with Utransðx;hÞ ¼
PT

t¼2/
transðx;h; tÞ.

The emission log probability of a frame x in a state
q; log pðxjq;HÞ may also be written as the dot product between
two vectors, a parameter vector built from the parameters of the
Gaussian distribution in state q (with parameters l;R) and a fea-
ture vector built from x. First, note that:

logpðxjq;HÞ¼�1
2

x0R�1x�x0R�1l�l0R�1xþl0R�1lþ logðð2pÞdjRjÞ
� �

Hence:

pðxjq;HÞ ¼
l0R�1l� logðð2pÞdjRjÞ

�2l0R�1
� �

VecðR�1Þ

0
BB@

1
CCA:

1
x

Vecðx� xÞ

0
B@

1
CA

where VecðR�1Þ stands for the matrix R�1 (whose elements are
noted ~rp;q, i.e. R�1 ¼ f~rk1 ;k2gk1 ;k2¼1::d) that has been put in a vector

shape: VecðR�1Þ ¼ ð~r1;1; ~r2;1; . . . ; ~r1;2; . . . ; ~rd;dÞ0, and Vecðx� xÞ
stands for the tensor product x� x ¼ ðx2

1; x2x1; . . . ; x2
2; . . . ; x2

dÞ
0 put in

a vector shape. More generally, denoting wpdf
q as the parameter vec-

tor for state q (i.e. wpdf
q ¼ lq 0Rq�1lq � logðð2pÞdjRqjÞ;

�
�2lq 0Rq�1
� �0

;VecðRq�1Þ0Þ0, and denoting ~x ¼ 1; x0; ðVecðx� xÞÞ0
� �0,

one may use the following form to compute log pðxt jht ;HÞ:

log pðxt jht ;HÞ ¼
wpdf

1

. . .

wpdf
Q

0
B@

1
CA:

dht¼1 � ~xð Þ
dht¼2 � ~xð Þ

. . .

dht¼Q � ~xð Þ

0
BBB@

1
CCCA
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Then denoting wpdf as the left vector in the right hand side of
previous equation and /pdf ðx;h; tÞ the right vector in the right hand
side, one clearly sees that:

XT

t¼1

log pðxtjht;HÞ ¼ wpdf :Updf ðx;hÞ ð6Þ

with Updf ðx;hÞ ¼
PT

t¼1/
pdf ðx;h; tÞ.

At the end, by concatenating the parameter vectors for the ini-
tial state probability, the transition probabilities and the pdfs into a
parameter vector wH, and concatenating the corresponding fea-
tures vectors into a global feature vector Uðx;hÞ, one can see that:

log pðx;hjHÞ ¼ wH: Uðx;hÞ

Furthermore using above result, one may write:

pðhjx;HÞ ¼ pðx;hjHÞX
k

pðx;kjHÞ
¼ ewH :Uðx;hÞX

k

ewH :Uðx;kÞ

The above result yields an efficient learning procedure for learning
HCRFs. Indeed the posterior probability of a state sequence given an
observation sequence computed by a HCRF with parameters K is
expressed with a similar shape:

pðhjx;KÞ ¼ ewK :Uðx;hÞX
k

ewK :Uðx;kÞ
ð7Þ

where the denominator is called the partition function. Note that in
HCRF the joint feature map U is decomposable over the cliques of
the dependency graph of random variables (i.e. states) (Quattoni
et al., 2007). Although computing the partition function may be
very costly and may become a potentially serious complexity prob-
lem in the general case, here we focus on small-cliques ðht�1; htÞ and
ðht; xtÞ which make the computation feasible in an efficient way.
This is a common strategy when using hidden CRF for signals since
it yields an efficient computation of the partition function through
dynamic programming routines that are similar to the forward
backward algorithm for HMMs (Gunawardana et al., 2005Reiter
et al., 2007Do and Artières, 2006).

It is now clear that a HMM system may be transformed into a
HCRF system by using the above definitions for w and U. Assume
that a learned HMM system (with one HMM per class) is available.
It may be considered a big HMM where a particular state sequence
translates into a class label. Then one can initialize a HCRF system
with the same topology as this big HMM using the above formulas.
By construction, this HCRF outputs exactly the same classification
decision as the HMM system.

One can then optimize from this initial solution the standard
discriminative conditional likelihood criterion of HCRFs to fine-
tune the HCRF system. One may expect that such an initialization
by the HMM system allows starting the HCRF optimization process
in an interesting area so as to reach a relevant local minimum of
the non convex HCRF optimization criterion.
Fig. 1. Semi-supervised strategy embedding HMM and HCRF learning, L
4. Joint semi-supervised learning for HMMs and HCRFs

Designing semi-supervised learning algorithms for HCRF is not
straightforward. A first solution is to extend traditional SSL ap-
proaches to HCRFs which we will investigate in the experimental
section. Starting from general ideas on the performance of genera-
tive and discriminative systems for classification we chose instead
to design a new approach where we jointly learn iteratively a HMM
and a HCRF system. We first discuss the motivation of this work,
then we present in detail our method and a few variants.

4.1. Motivation

The starting point of our approach lies in general observations
concerning the training and generalization ability of non discrimi-
native and of discriminative approaches with small training
datasets.

On the one hand, non discriminative approaches (e.g. HMMs
trained through MLE) rely on the learning of one model per class
and estimate a (class conditional) distribution over observations
pðx j yÞ. As suggested in Bouchard and Triggs (2004), these ap-
proaches may exhibit a lower variance than discriminative models,
focusing on pðy j xÞ, but may have a higher bias unless the para-
metric model one chooses for estimating pðx j yÞ is an accurate
model of the actual distribution (which is wrong in general when
using HMMs for instance). On the other hand, the discriminative
approach (e.g. HCRFs) focuses on modeling the posterior distribu-
tion which is directly related to the classification goal, but it usu-
ally comes with more powerful models that are more subject to
overfitting for small datasets. Furthermore, authors investigated
in Ng and Jordan (2001) a particular pair of generative-discrimina-
tive models: Naive Bayes and Logistic Regression models. They
showed on the one hand that the discriminative model has a lower
asymptotic error than the generative model (as the number of
training samples becomes large) and on the other hand that the
generative model may approach its asymptotic error much faster
than the discriminative model. As a consequence, it may happen
that generative models may be more accurate with a small training
dataset while discriminative models outperform generative ones
when the training set size increases. Although the relevance of
such general comments is questionable, it definitely suggests that
mixing both approaches is appealing when the training set size is
small, as the case in the semi-supervised setting.

4.2. Iterative Hybrid Algorithm (IHA)

We present now our algorithm which we call the Iterative Hy-
brid Algorithm (IHA), it is illustrated in Fig. 1. It starts by training
an initial HMM system on labeled and on unlabeled data (L [ U)
with a semi-supervised learning algorithm such as the mixture ap-
proach. Then the algorithm iterates a two step process, where we
first train a discriminative HCRF system using the current HMM
system and second we retrain the HMM system using the outputs
produced by the HCRF system.

To train the HCRF system, we first initialize it from the HMM
system using the strategy described in Section 3. Then the HCRF
and U denote the sets of labeled and unlabeled training sequences.
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is retrained on L with a regularization term that constrains the
solution to lie close to the HMM solution it is initialized from. Then,
we retrain the HMM system. To do this, we use the HCRF system to
label part (or all) of the unlabeled data U and we use it together
with L to retrain a HMM system in a supervised mode. We repeat
this process for a number of iterations, or until convergence.

More formally, the IHA algorithm consists of the following
steps:

1. Initialization
(a) Semi-supervised learning of H on L [ U yielding Hð0Þ:
Hð0Þ ¼ argmaxH
c
jLj
XjLj
i¼1

log pðxðiÞ; yðiÞjHÞ
 

þð1� cÞ
jUj

XjLjþjUj
j¼jLjþ1

log
X
y02Y

pðxðjÞ; y0jHÞ
!

ð8Þ
(b) k = 1
2. Loop for a fixed number of iterations or until convergence.

At iteration k:
(a) Initialization of ~KðkÞ, starting from Hðk�1Þ (cf. Section 3).
(b) Supervised Learning of K on L via Stochastic Gradient Des-

cent on the following objective function, starting from ~KðkÞ:
KðkÞ ¼ argmaxK

XjLj
i¼1

log pðyðiÞjxðiÞ;KÞ � 1
2
kK�Hðk�1Þk2 ð9Þ
(c) Use KðkÞ to label part of U which becomes ULabeled, where the
labels are assigned as:
8j 2 ½jLj þ 1; jLj þ jUj�; ŷðjÞ ¼ argmaxy2Y pðyjxðjÞ;KðkÞÞ ð10Þ
(d) Supervised Learning of H on Lþ ULabeled yielding HðkÞ:
HðkÞ ¼ argmaxH
c
jLj
XjLj
i¼1

log pðxðiÞ; yðiÞjHÞ
 

þð1� cÞ
jUj

XjLjþjULabeled j

j¼jLjþ1

pðŷðjÞjxðjÞ;KÞ log pðxðjÞ; ŷðjÞjHÞ
!

ð11Þ
(e) k = k + 1; Goto 3.1

The only hyper parameter of the algorithm (except prior choices
such as the topology of the models) is c, which controls the influ-
ence of the unlabeled data U.

Note that the above algorithm may be used for learning any pair
of generative and discriminative models provided there is a way
for initializing the discriminative models from the generative ones
(e.g. Naive Bayes and logistic regression on static patterns). In par-
ticular it may be used for learning two generative systems that
share the same structure, where one system is trained with a
non discriminative criterion and the second one is learned with a
discriminative criterion.

Our method bares some similarities with the Segmental K-
Means algorithm (Rabiner, 1989Juang and Rabiner, 1990) and with
the pioneer work from Morgan and Bourlard (1995) on hybrid
HMM/Neural Networks models. For instance this latter work fo-
cuses on an iterative framework where a neural net is trained first,
then a hybrid HMM is used along with the neural net to perform a
new (and better) segmentation (i.e., labeling) of the training se-
quences. Then, the neural net is trained again on the new labeling
and the process is repeated.

4.3. Discussion

The first idea of the algorithm is to learn the discriminative
model in a purely supervised way starting from a HMM that
has been learned in a semi-supervised setting and regularizing
around this initial solution. The HCRF solution at this step will
be a local optimum of the regularized conditional likelihood
criterion. Being optimized with a discriminative criterion one
may expect the solution to be more accurate than the HMM it
is initialized from. Being constrained to be not too far from the
HMM solution, one expects the HCRF solution will indirectly
take into account the unlabeled data and will be less subject
to overfitting.

Secondly, the way the HCRF influences the HMM learning is close
to the co-training idea which has been shown to be efficient in many
situations (Blum and Mitchell, 1998,Wang and Zhou, 2007,Khine
et al., 2008). Also the objective function for retraining the HMM sys-
tem is close to a semi-supervised criterion as in the mixture ap-
proach, but where the weight of a sequence to reestimate the
model of a class is given by the HCRF system. If the latter is more
powerful than the HMM system, then one may expect it will provide
better labels.

From this discussion, although we have no theoretical proof, we
may expect at the end of any iteration that the HMM system will
improve over the HMM system at the previous iteration. Since in
the HCRF system one builds every iteration based on the HMM
system and should improve over it, one can also expect that the
successive HCRF systems will exhibit steadily improving
performances.
4.4. Alternative strategies

We investigated a few variants for retraining the generative sys-
tem in step 2.4 of the IHA algorithm. In any case the model of a
class c is trained to maximize an objective function that is com-
posed of the likelihood of the labeled samples for that class and
of an additional term that depends on unlabeled data. The variants
differ in the definition of this additional term.

In a first variant, every unlabeled sample is used to retrain every
class model with a weight equal to its posterior probability, as given
by the discriminative system. In this case, our algorithm comes close
to the standard semi-supervised framework of generative models
(see 2.1), but where the weight of a sequence for reestimating the
model of class c is given by the HCRF system. The objective function
for the learning model of class c, whose parameters are noted hc , is
written as:

LðhcÞ ¼ c
1
Lc

X
i2 1;jLj½ �such thatyðiÞ¼c

log pðxðiÞ; yðiÞ

¼ cjhcÞ þ ð1� cÞ 1
jUj

XjLjþjUj
j¼jLjþ1

pðy ¼ cjxðjÞ;KÞ log pðxðjÞ; y

¼ cjhcÞ ð12Þ

We call this the AllClasses variant.
Second, an alternative consists in exploiting only unlabeled

samples that would have been predicted in class c by the HCRF sys-
tem to retrain the HMM of class c. We call this variant the MaxProb
variant. Then the summation in the second term of Eq. 12 would
concern only samples j 2 jLj þ 1; jLj þ jUj½ � such that
argmaxc0pðy ¼ c0jxðjÞ;KÞ ¼ c.

Third, instead of weighting the contribution of the unlabeled
samples by their posterior probability, as in Eq. (12), we may sim-
ply add samples to the HMM training set of their predicted classes
according to the HCRF decision. In this case, the second sum of the
above equation becomes

P
j¼jLjþ1:jLjþjUjs:t:argmaxc0 pðy¼c0 jxðjÞ ;KÞ¼c log

pðxðjÞjhcÞ. We call this strategy the WeightOne variant.
Finally, a variant of the WeightOne case consists of considering

only very likely samples whose conditional probability (given by
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the discriminative model) is over a threshold s (e.g. close to one).
This is related to a co-training strategy where a limited number
of training samples, labeled by the discriminative system, would
be added to the training set of the generative system. We call this
strategy SelectProb.

5. Experiments on artificial data sets

Using synthetic data, we first compare the performances of the
IHA and benchmark methods: the Entropy Minimization (Grandva-
let and Bengio, 2005) (named EM hereafter) and the Hybrid Model
from Bishop and Lasserre (2007); Lasserre (2008) (named HM
hereafter).

We built a binary classification problem by generating two
dimensional static patterns (i.e. samples are not sequences) with
two Gaussian distributions, one for each class. Such simple data al-
lows visual investigation. The class-conditional densities pðxjyÞ
have the same variance on the y-axis, but are horizontally
elongated.

We investigated the abilities of semi-supervised approaches
to learn one isotropic Gaussian distribution per class. This mod-
el does not capture the horizontal elongation of the true class
distributions, so that there is some model mis-specification
(i.e. the parametric model does not match the actual distribu-
tions) which is the common case in machine learning. The
model parameters are the means and variances of Gaussian
distributions.

The training data set consists of 200 samples per class, where only
a few of them are labeled and the testing dataset consists of 200 sam-
ples per class. We ran experiments with 2, 4, and 6 labeled points,
where we vary the hyper-parameter tuning the degree of impor-
tance of the unlabeled data (e.g. c in IHA). To limit the bias of the
choice of labeled training samples, all experiments are run 50 times
with different random initial choices. In any case, the model param-
eters are initialized by setting the means of the isotropic Gaussians
to the mean of the labeled samples, and by setting the variances to
one.

Fig. 2 shows three examples of how the accuracy of the gener-
ative and the discriminative systems (we use the MaxOne variant of
our approach) evolve with the iteration number. In the three
experiments the models are trained with 4 labeled points for 50
iterations. These figures show typical behaviors of the method.
Although IHA outperforms supervised learning in the three cases,
the performance might be unstable and is not always improved
every iteration. For instance, in Fig. 2-a the method starts with a
satisfying initial performance, but the performance drops with
the number of iterations. In Fig. 2-b the behavior is more chaotic
but the final performance is again better than supervised learning.
Less chaotic behavior is shown in Fig. 2-c, where after several small
fluctuations the final performance is better than that of supervised
learning.

Next, we compare the performances of IHA, HM and EM by set-
ting the hyperparameter to their best values. Table 1 reports the
percentage of runs in which one method outperforms the other.
Note that the numbers do not always sum up to 100% as in some
cases the same performance is achieved by both methods. One sees
that HM performs better with two labeled points per class, that
IHA and HM achieves similar performances with four labeled
points, and that IHA performs better with six labeled points. In par-
ticular, it shows that IHA performs significantly better with six la-
beled points, where it outperforms HM in 72% of cases and Entropy
Minimization in 96% of cases.

These results suggest than our method maybe requires that
both generative and discriminative classifiers work well enough
for the approach to work well (which is a necessity for co-training
to work in practice too).
6. Experiments on real datasets

We describe in this section experimental results gained on
financial time series and on handwriting data.

6.1. Datasets and settings

In this section, we first detail our datasets and we introduce the
benchmark methods that we compared with our approach. Then,
we present our experimental settings.

6.1.1. Datasets
The financial time series dataset consists of chart patterns. A

chart pattern is a particular shape that occurs in a stock-exchange
series (a series of the daily value of the stock index) and that has
some predictive power for financial operators (see Fig. 3). We used
two datasets of chart patterns, the first one (CP4) includes 448 ser-
ies corresponding to the 4 most popular patterns Head and Shoul-
ders, Double Top, Reverse Head and Shoulders and Reverse Double
Top. The second dataset CP8 includes 896 patterns from 8 classes,
the four previous ones and four additional chart patterns: Triple
Top, Ascending Triangle (and the reverse patterns). Sequences are
first normalized and a feature vector is computed for each time
(i.e. each day) based on the local shape of the series (we compute
the slope, the height. . .). Both datasets are divided into 2 parts: a
training dataset with 70 samples per class and a test set with 20
samples per class each.

The handwriting dataset is a subset of the benchmark IAM data-
base (Marti and Bunke, 2002), which consists of images of hand-
written letters extracted from English word images. Each image
is transformed into a series of feature vectors by using a sliding
window moving from the left to the right of the image and by com-
puting a feature vector for every window position (Marti and
Bunke, 2002). We used two versions of the dataset. A small dataset
called Small IAM includes 23 classes (lowercase characters) and is
divided into a training set with 200 samples per class and a test
set with 50 samples per class. A bigger dataset called Big IAM in-
cludes 20 classes only (less represented classes have been re-
moved) and consists of 2 600 samples per class in the training
set and 600 samples per class in the test set.

In all experiments below, unless otherwise stated, we use 50
unlabeled training samples per class for experiments on CP4 and
on CP8, 150 unlabeled training samples per class for experiments
on Small IAM and 500 unlabeled training samples per class for
experiments on Big IAM.

6.1.2. Benchmark methods
We compared our approach with supervised training (HMMs

and HCRFs initialized by HMMs, named Supervised HCRF init
HMM hereafter) and with state of the art semi-supervised ap-
proaches for training HMMs and HCRFs. To this end, we extended
to HCRFs two main semi-supervised approaches that have been
used for CRFs, the first method is entropy minimization (Jiao,
2006) (we will refer to this method as SSL entropy HCRF), the sec-
ond one has been proposed in Sokolovska (2011) (we will refer
to this method as SSL weighted HCRF). We also compared our ap-
proach to the general co-training algorithm proposed in Wang
and Zhou (2007) for learning two systems (HMMs and HCRFs) that
operate on the same view. Finally, we will compare with a simple
learning that consists in first initializing a HCRF system with a
HMM system that has been trained (to maximize likelihood) in a
semi supervised setting, second in relearning the HCRF in a super-
vised mode by regularizing around the HMM solution (we will re-
fer to this method as SSL HCRF init HMM), this method is equivalent
to the first iteration of IHA.



Fig. 2. Performances of the Iterative Hybrid Algorithm and of supervised training as a function of iteration number, as observed in three different runs for different values of c.
All experiments are performed on data with four labeled points.
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6.1.3. Experimental settings
In experiments on CP4and CP8, we used one left–right HMM

and HCRF per class which have either 4 or 6 states depending on
the shape of the figures (see Fig. 3, e.g. the model of Head and
Shoulders has six states since it is naturally composed of six seg-
ments). On the IAM dataset, we used left–right HMM and HCRF
models with 8 states.

In any case, HMMs have a single Gaussian distribution with full
covariance matrix as emission probability density. HCRF training is
systematically performed through two steps: initialization by a



Table 1
Percentage of runs where the method on the left performs better than the method on the top, for 2, 4 and 6 labeled points per class.

2 Samples per class 4 Samples per class 6 Samples per class

IHA (%) HM (%) EM (%) IHA (%) HM (%) EM (%) IHA (%) HM (%) EM (%)

IHA 0 16 36 0 40 72 0 72 96
HM 84 0 68 52 0 82 22 0 72
EM 64 24 0 28 14 0 2 16 0

Fig. 3. From left to right: ideal shape of a Head and Shoulder pattern (HS), example
of actual HS in the Dow Jones series, ideal shape of an Ascending Triangle pattern
(AT), and example of an actually observed AT in the Dow Jones.
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HMM system that has been trained through Maximum Likelihood
Estimation followed by a retraining by optimization of the HCRF
criterion (conditional likelihood) using stochastic gradient descent.

To limit the bias of choosing which training samples are labeled,
we ran multiple times all experiments where we randomly choose
labeled training samples and we report averaged results. In the fol-
lowing we provide first preliminary results gained with 4 runs
while in the final results (Section 6.2.2), we performed 20 runs
on IAM datasets and 60 runs on chart pattern datasets.

Note that it is not common to use a validation set in a semi-
supervised learning because labeled samples are very few and
more useful in the training set. In our experiments we perform
training of each model (HMM, HCRF, etc.) through a fixed number
of iterations, either 4 or 30, as specified in the text, and did not
make use of any validation dataset.

6.2. Results

We first investigate the behavior of our approach and of its vari-
ants. Then, we compare in deep the behavior of the IHA approach
and to those of benchmark methods.
Table 2
Performances on the test set of supervised learning of HMMs and HCRFs (which is initiali

Database Iterations Supervised AllClasses

HMM (%) HCRF (%) HMM (%) HCRF (%)

CP4 4 77.2 79.1 78.4 79.4
30 77.5 78.8 78.4 79.1

CP8 4 62.0 61.1 61.6 61.6
30 62.5 63.4 62.7 63.4

small IAM 4 36.9 38.9 37.8 39.0
30 37.2 38.7 37.1 38.4

Table 3
Comparison on the test set of supervised training for HMMs and HCRFs initialized by HMM
number of labeled samples per class.

Labeled data CP8

Supervised IHA

HMM (%) HCRF (%) HMM (%) HCRF

1 32.5 38 48.9 49.4
2 51.4 51.4 55.9 56.7
5 62.0 61.1 63.4 64.2
10 62.7 63.9 66.3 66.6
6.2.1. Preliminary results
6.2.1.1. Comparison of variants of IHA. We compare first the behav-
ior of the variants of our approach as detailed in Section 4.4. Table 2
reports accuracies for experiments with 5 labeled training samples
per class for three datasets, CP4, CP8 and Small IAM. Supervised
learning and initial semi-supervised learning of HMMs in IHA is
performed with either 4 or 30 iterations. In every following loop
of IHA, the retraining of the models (either HMMs or HCRFs) is per-
formed with 4 iterations.

Table 2 shows that the MaxProb and the WeightOne variants are
often close and provide the best results while the SelectProb and
the AllClasses strategies are less efficient, especially the AllClasses
strategy which sometimes degrade the supervised case. Actually
the AllClasses strategy is very close to the mixturesemi-supervised
framework for HMMs, so that these results confirm those of Nigam
et al. (2000); Inoue and Ueda (2003) where this method has been
shown to eventually degrade supervised learning performance.
One notes also that in most cases, running 30 training iterations
degrades performances: the labeled training dataset is probably
too small so that models tend to overfit. At the end, the MaxProb
strategy significantly outperforms the purely supervised training,
for both HMM and HCRFs, and appears as the best method among
all variants for 4 training iterations. We only focus on this variant
in the next experiments.
6.2.1.2. Influence of the number of labeled samples. Table 3 studies
the influence of the number of labeled training samples per class
on the performance of the supervised training and on IHA. We used
from 1 to 10 labeled samples per class. Whatever the dataset, CP8
and Small IAM, HCRFs outperform corresponding HMMs. Also our
zed by HMMs) compared to a few variants of our semi-supervised approach.

MaxProb WeightOne SelectProb

HMM (%) HCRF (%) HMM (%) HCRF (%) HMM (%) HCRF (%)

85.3 84.4 85.0 84.1 78.8 80.0
85.0 84.7 84.4 84.1 80.9 80.6
63.4 64.2 62.7 64.1 62.7 64.1
66.9 66.9 66.1 65.9 64.2 63.4
40.4 41.5 40.2 41.6 37.9 39.3
39.4 40.1 39.1 39.3 38.2 38.4

s to semi-supervised training with our approach (MaxProb variant) as a function of the

Small IAM

Supervised IHA

(%) HMM (%) HCRF (%) HMM (%) HCRF (%)

14.7 19.1 23.7 23.9
24.6 28.5 30.0 30.7
36.9 38.9 40.4 41.5
46.3 47.1 47.1 48.1



Fig. 4. Performance on the test set of HMMs and HCRFs models as a function of
iteration number in IHA on CP8(top) and on small IAM(bottom).
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approach systematically and significantly improves over super-
vised learning, both for learning HMMs and for learning HCRFs.
6.2.1.3. Evolution of the performance with iteration number in IHA. It
is interesting to look at the evolution of the performance as a func-
tion of the iteration number in iterative semi-supervised algo-
rithms.3 Fig. 4 plots an example of typical curves for iterative
algorithms such as co-training and IHA. These curves have been ob-
tained with 10 labeled samples per class for CP8 and Small IAM data-
sets. We plot the performance of supervised learning, both for HMMs
and for HCRFs, for comparison.

One sees that both iterative algorithms allow improving over
supervised training. Note here that the performance of both HMMs
and HCRFs increase almost monotonously until it converges. Note
also that our approach may reach its best results after a few itera-
tions (Small IAM dataset) or may require more iterations (CP8
dataset) to converge to an accurate solution. This depends on the
datasets.
6.2.1.4. Influence of the number of unlabeled samples. Finally, we
investigated the influence of the number of unlabeled data on
the performance of our approach. Fig. 5 plots the accuracy as a
function of the number of unlabeled samples while the number
3 Note that one iteration stands here for a retraining of both the HMM system and
the HCRF system.
of labeled samples remains fixed. We used 5 labeled samples per
class and from 25 to 500 unlabeled samples per class (we used
the largest dataset for this experiment, Big IAM). We compare
supervised learning, simple semi-supervised strategies, i.e. a
standard strategy for semi-supervised learning of HMMs (mixture
approach) and a simple strategy for learning HCRFs4, and IHA
(note that the simple semi-supervised learning for learning HCRFs
corresponds to the first iteration of IHA).

The first point to note is that simple semi-supervised learning
most often significantly outperforms supervised learning for both
HMMs and HCRFs but accuracy increases up to a plateau where
it fails taking more benefit from unlabeled data. The performances
of both HMMs and HCRFs, learned with IHA increase steadily with
the number of unlabeled data and allows learning even more accu-
rate classifiers.

6.2.2. Comparison with state of the art semi-supervised methods
Finally, we compared more extensively our method with main

state of the art semi-supervised methods on our four datasets
(CP4, CP8, small IAM and Big IAM). All models are trained on 5 la-
beled samples per class and we use 50 unlabeled samples per class
on the Chart Pattern datasets and 150 and 500 unlabeled samples
per class on the Small IAM and Big IAM datasets. We report here
averaged results gained with 20 runs on the IAM corpus, and with
60 runs on CP4and CP8. We provide the 95% confidence interval on
all results. The 95% confidence intervals are specified by the width
x of the interval around the reported mean accuracy m, it is indi-
cated as m% �x.

Note that since standard semi-supervised training of HMM do
not always improve over supervised learning, we investigated
our variants for learning HMMs in a semi-supervised way and re-
port results of the best strategy (we will refer to it as SSL HMM).
We use the MaxProb strategy for Chart Patterns and the SelectProb
for IAM datasets. Also, as said previously we use the MaxProb strat-
egy for IHA.

This table calls for a few comments. First, SSL learning
systematically outperform supervised learning, for both HMM
and HCRF systems. Second, our extension to HCRF learning of
state of the art semi-supervised learning, i.e. the SSL entropy
HCRF and the SSL weighted HCRF, behave very closely whatever
the dataset, but yield only small improvement, if any, over sim-
ple SSL training. Third the co-training algorithm performs
sometimes better and sometimes worse than these simple SSL
methods for learning HCRFs. It appears to be less robust and
maybe more difficult to tune. Finally, IHA most often
outperforms all other methods for learning HCRF systems (see
Table 4).

Considering HMM results now, it appears that IHA allows to
learn HMM systems that significantly outperform supervised
learning, standard HMM semi-supervised learning and also the
co-training algorithm.

Although the confidence intervals are not small, the same
trends may be observed whatever the dataset, which enforces
our conclusions. Note also that improvements are bigger on the
IAM datasets (which are more difficult tasks) than on the
Chart Pattern datasets.

As a conclusion, our approach allows making use of unlabeled
data to improve the behavior of both generative systems and dis-
criminative ones. It compares well to state of the art methods for
SSL learning and most often outperforms these. Importantly, a
by-product of the algorithm is an efficient SSL trained generative
system which significantly outperforms other SSL learning using
these models.
4 a HMM system learned with a mixture strategy and a HCRF system learned in a
supervised setting from this HMM solution (as discussed in Section 3)



Fig. 5. Comparison of the accuracy of HMM and HCRF systems trained in a supervised and in a semi-supervised setting with HMM and HCRF systems learned with our
iterative approach on the Big IAM dataset. Performance is plotted as a function of the number of unlabeled samples used.

Table 4
Comparison of our proposed semi-supervised HCRF and iterative framework with
state of the art methods: Semi-supervised learning of HCRFs using entropy or
weighted approaches and the general co-training algorithm (using one HMM system
and one HCRF system initialized by others HMMs).

Method CP4 CP8 Small
IAM

Big IAM

Supervised HMM 78.5 ± 1.1 59.3 ± 0.9 35.8 ± 1.0 40.9 ± 0.9
Supervised HCRF init HMM 78.7 ± 1.1 59.7 ± 0.9 37.6 ± 1.0 42.0 ± 0.9
SSL HMM 83.8 ± 0.6 61.8 ± 0.9 36.6 ± 1.2 42.7 ± 1.0
SSL HCRF init HMM 83.9 ± 0.6 62.0 ± 1.00 37.6 ± 1.2 43.2 ± 1.0
SSL entropy HCRF 84.0 ± 0.6 62.0 ± 0.9 37.6 ± 0.9 43.2 ± 1.0
SSL weighted HCRF 83.9 ± 0.5 62.0 ± 0.9 37.7 ± 0.9 43.2 ± 1.0
Co-training HMM 83.5 ± 0.6 61.5 ± 0.9 35.7 ± 0.9 40.9 ± 0.9
Co-training HCRF 83.5 ± 0.7 61.9 ± 0.9 39.5 ± 0.9 43.6 ± 0.9
IHA HMM 84.0 ± 0.5 62.1 ± 0.9 38.8 ± 1.0 44.1 ± 0.9
IHA HCRF 84.2 ± 0.5 62.4 ± 0.9 38.9 ± 1.0 44.5 ± 0.9
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7. Conclusion

We presented a framework for semi-supervised learning of a
pair of generative and discriminative models. We investigated its
behavior for learning a HMM system and a HCRF system for se-
quence classification. Our experimental results on artificial data
and on two real datasets show that our strategy efficiently allows
taking into account unlabeled data both for learning the discrimi-
native models (HCRF) and the generative models (HMMs). It com-
pares well to state of the art semi-supervised approaches that we
investigated for learning HCRF in a semi-supervised setting and
also to the well known co-training algorithm.
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