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Abstract Gradual concepts abound in many web-related domains, ranging from
the notion of relevance in information retrieval, to the strength of connection in
online social networks. As a result, fuzzy set theory is often a natural choice in
implementing web systems. In this chapter, we give an overview of applications
of fuzzy set theory in this area, focusing in particular on information retrieval, the
semantic web, and recommender systems. In each case, we contrast fuzzy methods
with other approaches, analyzing why and how the ideas of fuzzy set theory may be
beneficial.

1 Introduction

The world wide web has often been promoted as a key application domain for fuzzy
set theory [23, 86, 113]. Indeed, it is clear that to cope with the overwhelming
amount of information on the web, intelligent techniques are needed to appropri-
ately filter and preprocess the content of web pages. In traditional search engines,
users convey their information need using a textual query, which is used to rank
documents according to relevance. This ranked list is then presented to the user us-
ing well-chosen snippets from each of the documents. Modern information retrieval
research attempts to replace the traditional keyword-based queries by more informa-
tive information requests, such as natural language questions, and to develop more
advanced ways to present search results, typically by inducing some kind of struc-
ture from the set of relevant documents using clustering techniques. It appears that

Steven Schockaert and Martine De Cock
Ghent University, Department of Applied Mathematics and Computer Science, Belgium, e-mail:
{steven.schockaert,martine.decock}@ugent.be

Nataliya Makarytska
University of Washington, Institute of Technology, Tacoma, WA, USA, e-mail:
natashka@u.washington.edu

1



2 Steven Schockaert, Nataliya Makarytska, Martine De Cock

fuzzy methods have a natural role to play in this process. After all, the relevance of a
text document to a topic clearly is a matter of degree, as is the interest of the user in
a given topic. Already in the 1980s, before the advent of the web, the importance of
flexibility in querying information systems was understood, leading to a variety of
information retrieval methods based on fuzzy set theory [46]. Similarly, it has long
been recognized that fuzzy clustering techniques, in which the membership of an
object to a cluster centre is graded, are often more appropriate than their classical
counterparts [43, 84], and clustering documents is no exception to this [48, 114]. In
addition to structuring document collections or lists of search results, fuzzy cluster-
ing methods have also been used to build user profiles, based on past behavior or
explicit user input [3, 57]. Such user profiles are useful to help the system personal-
ize its output according to the desires and interests of each user.

Information retrieval is not the only domain in which fuzzy methods have been
proposed. The semantic web [11] — a vision of a web of interlinked machine-
readable information sources — has attracted considerable attention in the last
decade. At the core of the semantic web vision is the notion of ontologies, which
are shared formalizations of the concepts that appear in a certain domain. Ontolo-
gies are usually encoded in a standardized language, such as OWL, which can be
modeled using a particular description logic. Dedicated description logic reasoners
are then used to draw conclusions. Given appropriate ontologies, the content of a
web resource or a web service can be described in a machine-readable way. This
makes it possible to use formal reasoning to prove that some resource is relevant
to a user (semantic search), or to automatically derive what behavior results from
combining certain web services. In addition to description logics, also rule-based
formalisms play a central role on the semantic web. The interest in fuzzy methods
for the semantic web has mainly manifested itself at the foundational level; it has
led to the development of fuzzy description logics [37, 98, 100], has further stim-
ulated the development of fuzzy logic programming [44, 104], and its integration
with (extensions of) description logics [52, 55].

A third area of the web where fuzzy methods are studied are recommender sys-
tems. Recommender systems provide users with recommendations (e.g. products
the user may want to buy, movies that she wants to see, reviews that she wants
to read, etc.) based on information about the users’ preferences and about the items
(the products, the movies, the reviews, etc.). Good and accurate recommender appli-
cations that guide users through the vast amounts of online information are gaining
tremendous importance, as the wealth of information makes it increasingly difficult
to find exactly what you want or need; all the more because every person has her
own preferences. Content-based systems generate recommendations based on item
similarity and, as such, tend to have their recommendation scope limited to the im-
mediate neighbourhood of a user’s past purchase or rating record. The performance
of these systems can be improved significantly by (additionally) using collabora-
tive filtering, which typically identifies users whose tastes are similar to yours and
recommends items that these so-called neighbor users have liked. A more recent
addition to the family of recommendation paradigms are the social recommender
systems; these systems make suggestions based on likes and dislikes of users in
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your online social network. As similarity between items and users, and strength of
connections in social networks, are graded concepts, it does not come as a surprise
that a variety of interesting ideas has been proposed for the use of fuzzy set theory in
content-based systems [110], colloborative filtering recommender systems [69, 79],
as well as social recommenders [106].

However, despite the wide enthusiasm by the fuzzy set community, it is not clear
what the real impact is of fuzzy methods on the web. Often, fuzzy methods are pro-
posed to address problems that have not previously been considered. The lack of
standardized benchmark data and strong baseline techniques then makes it difficult
to provide a credible evaluation, and assessing the usefulness of the proposed solu-
tions. In more classical domains, such as document retrieval, experimental results
have been mixed. Due to the lack of clear experimental evidence for the success of
fuzzy methods on the web, their impact outside the fuzzy set community remains
limited. On the other hand, many popular approaches that do not refer to the term
“fuzzy” are strongly related to the ideas of fuzzy set theory. Tag clouds [94], for
instance, are little more than a fuzzy set of keywords. Conversely, techniques such
as fuzzy clustering have little in common with the core ideas of fuzzy set theory and
approximate reasoning, despite their reference to the term “fuzzy”. In this sense, the
question of whether or not fuzzy methods currently play an important role in web
research is inherently vague, and is therefore best answered in linguistic terms: to
some extent.

In this chapter, we provide a personal view on the benefits of fuzzy methods in
web-related applications, as well as on the challenges that arise. It is not intended as
a complete survey, but rather focuses on the three key domains that were sketched
above: information retrieval, semantic web, and recommendation.

The chapter is structured as follows. In the next section, we provide a general
introduction to fuzzy set theory, possibility theory and multi-valued logics, focusing
especially on the different intuitions underlying these frameworks. Next, we discuss
the use of fuzzy methods in each of the three aforementioned application domains:
information retrieval in Section 3, the semantic web in Section 4 and recommender
systems in Section 5. We end the chapter with a general conclusion on the role of
fuzzy methods on the web.

2 Background

This section provides a non-technical introduction to fuzzy set theory and two re-
lated frameworks: possibility theory and multi-valued (or graded) logics. With the
aim of clarifying the motivation of using fuzzy methods on the web in the following
sections, our focus in this section is on the different intuitions that are behind these
theories.
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2.1 Fuzzy sets

Fuzzy sets were introduced by Zadeh [111] with the aim of modeling human con-
cepts. It is well-known that such concepts tend to be vague, in the sense that for
some objects it is not clear whether or not they belong to the concept [62]: is archi-
tecture a science? Is food poisoning a disease? Are bookends furniture? Zadeh noted
that there usually exists a continuous transition between those objects that clearly
belong to some concept, and those that clearly do not. Taking this observation into
account, the fuzzy set representation of a concept associates to each object a degree
of membership, chosen from the unit interval [0,1]. Formally, a fuzzy set A in a uni-
verse X is any mapping from X to [0,1], where A(x) = 1 means that x fully belongs
to the concept and A(x) = 0 means that x does not at all belong to the concept. In
addition to modeling vague concepts, fuzzy sets are also used to model the inten-
sity to which different objects satisfy some (well-defined) property. We may define,
for instance, a fuzzy set of patients with fever, such that somebody with 37.5◦ C
receives a membership degree of, say, 0.8, even though we may consider that fever
by itself is a well-defined property. The concept of fuzziness, which is related to
graded membership, should thus be distinguished from vagueness, which is related
to the lack of precise meaning. A fuzzy relation from a universe X to a universe Y
is a fuzzy set in the cartesian product X×Y . A fuzzy relation from X to X is simply
called a fuzzy relation in X . Fuzzy relations are typically used to model the strength
of a certain relationship between objects of X and objects of Y .

Set operations are generalized to fuzzy sets in an indirect way, by generaliz-
ing logical conjunction and disjunction to graded truth values, and relying on the
intuition that e.g. an element belongs to the intersection A∩B if it belongs to A
and it belongs to B. Conjunction is usually generalized using t-norms, which are
mappings T from [0,1]2 to [0,1] that are symmetric, associative, increasing, and
satisfy the boundary condition T (1,a) = 1 for all a ∈ [0,1]. Given a t-norm T ,
the intersection of two fuzzy sets A and B in the same universe X is defined as
(A∩B)(x) = T (A(x),B(x)) for all x ∈ X . Similarly as for intersection, union is de-
fined by generalizing disjunction. Typically, disjunction is generalized using a t-
conorm S, which is a symmetric, associative, increasing [0,1]2− [0,1] mapping that
satisfies the boundary condition S(0,a) = a for all a ∈ [0,1]. Given a t-conorm S, it
is natural to define a generalized notion of implication, by I(a,b) = S(1− a,b) for
all a,b ∈ [0,1]2, thus taking advantage of the classical equivalence p→ q iff ¬p∨q.
Such generalized implications are called S-implicators. Another way to define gen-
eralized implications starts from a left-continuous t-norm T :

I(a,b) = sup{λ |λ ∈ [0,1] and T (a,λ )≤ b}

Such operators I are called residual implicators. While their definition is less intu-
itive than that of S-implicators, they often turn out to be particularly useful, as they
tend to preserve more properties from classical logic.

The membership degrees of a fuzzy set can essentially be interpreted in three
different ways, which relate to measurement of cost, distance, and frequency [31].
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When fuzzy sets are used to add flexibility to a query (e.g. give me a list of cheap ho-
tels in Ghent), membership degrees are used to encode preference, in the sense that
objects which satisfy the query to a larger extent are more preferred. Membership
degrees are then related to utility or cost. When fuzzy sets are used to provide an in-
terface between the numerical domain and linguistic terms, the membership degrees
reflect the similarity of an object to prototypes of the concept being modeled. The
fact that architecture is a science to degree 0.3 then intuitively means that there is
an object which is a clear example of the concept ‘science’ (e.g. physics) and which
is similar to degree 0.3 with ‘architecture’. In this case, membership degrees are
related to distance measures. Finally, membership degrees can be used to express
uncertainty. When being told about some user that she is young, we may consider
some ages to be more plausible than others. The membership degree of a certain age
in a fuzzy set modeling the concept ‘young’ is then interpreted as a degree of plau-
sibility. In this case, membership degrees are related to probability theory, although
different interpretations may be given to the exact relationship. Among others, the
membership degree of an age λ in the fuzzy set young may be interpreted as the
probability that somebody would assign the label young to the age λ . Fuzzy sets
then correspond to likelihood functions [41]. Another way membership degrees can
be related to probability is by interpreting fuzzy sets either as special cases or as
approximations of random sets [30].

Regardless of the specific meaning that is given to membership degrees, it is im-
portant to note that taking the intersection of two fuzzy sets, for instance, is only
meaningful if their membership degrees are commensurable. Let us take the exam-
ple of querying a hotel reservation system. When we are interested in cheap hotels,
interpreting the predicate ‘cheap’ is easy, as it can be done in a purely qualitative
way (the cheaper the price, the more a hotel is cheap). However, when we rather ask
for hotels that are at the same time ‘cheap’ and ‘close to the city centre’, the fuzzy
sets modeling ‘cheap’ and ‘close’ should be such that the utility of being close to de-
gree 0.7, for instance, is the same as the utility of being cheap to degree 0.7. Clearly,
this puts strong constraints on how membership degrees should be obtained, which
forms one of the most important practical difficulties in applying fuzzy set theory.

2.2 Possibility theory and approximate reasoning

Possibility theory [29, 112] is an uncertainty calculus which is tightly related to
fuzzy set theory. At its basis is the notion of a possibility distribution π , which is
a mapping from a universe X to the unit interval [0,1], i.e. from a formal point of
view, possibility distributions are fuzzy sets. A possibility distribution encodes for
each x ∈ X the degree of possibility that x is the actual value of some variable. Each
possibility distribution π induces two uncertainty measures, called the possibility
measure Π and the necessity measure N; for a subset A⊆ X , they are defined as

Π(A) = sup
x∈X

π(x) N(A) = 1−Π(coA)
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where coA = X \A denotes set complement. Note that, from these definitions it fol-
lows that Π(A∪B) = max(Π(A),Π(B)), which is why possibility theory is called a
non-additive uncertainty theory. Although possibility theory has mainly been devel-
oped as an uncertainty calculus related to fuzzy set theory, its ideas go back to the
work of Shackle [93], who advocated the need for a non-additive uncertainty theory
based on degrees of surprise. In this view, the possibility degree π(x) is interpreted
as the degree to which one would be surprised to learn that x is the actual value of
the underlying variable. Note that possibility theory is not fully compositional. For
instance, the value of π(A∩B) cannot be determined solely from the values of π(A)
and π(B). This should come as no surprise as it is well-known that no uncertainty
calculus can be completely compositional.

Possibility theory has played a central role in the theory of approximate reason-
ing. The basic idea is to interpret an assertion of the form “V is A” by the inequality
πV ≤ A (i.e. πV (x)≤ A(x) for all x ∈ X), where A is a fuzzy set, V a variable, and πV
a possibility distribution encoding knowledge about which values of V are possible.
Such a constraint is called a flexible restriction on V . Given a number of flexible
restrictions πV ≤ A1,...,πV ≤ An, our state of knowledge regarding the possible val-
ues of variable V is encoded by the least specific solution to the constraints, i.e.
πV (x) = min(A1(x), ...,An(x)).

A central issue in approximate reasoning is how we can derive a flexible restric-
tion on the value of a variable W , given a possibility distribution which encodes the
possible values of variable V and an if–then rule of the form “if V is A then W is B”.
If–then rules are useful to encode common-sense knowledge such as “if the weather
is nice then driving time to the coast will be long”. Zadeh’s compositional rule of
inference suggests to derive the following possibility distribution πW on W from the
possibility distribution πV on V and an if–then rule R:

πW (y) = sup
x∈X

T (πV (x),R(x,y))

where T is a t-norm and the if–then rule R is interpreted as a fuzzy relation. The intu-
ition is clear: a value y for W is possible to the extent that there is a value x which is
possible for V and such that the combination (x,y) does not violate the given if-then
rule R. What remains to be decided is how to implement the if–then rule R itself. The
most natural choice is to take R(x,y) = I(A(x),B(y)) for some implicator I, although
sometimes a t-norm T ′ is used instead of an implicator. By extending this idea to
multiple input variables, and multiple if–then rules, a powerful inference-scheme is
obtained. Although it is computationally expensive in general, efficient methods can
be obtained by assuming that the values of the input variables are precisely known
and by taking fuzzy sets with membership functions that are easily processed (e.g.
piecewise linear functions). Starting from the work by Mamdani [56], fuzzy rea-
soning with if–then rules has been widely used in industrial applications, as diverse
as optimizing the program of washing machines and implementing auto-focusing
techniques in digital cameras. It can be considered to be by far the most success-
ful application of fuzzy set theory. In practice, if-then rules can be provided by an
expert, or they can be derived automatically using appropriate training data. In do-
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mains where only limited training data is available, also a hybrid approach can be
used: the expert provides a first version of the rules, which is subsequently refined
using whatever training data that is available.

2.3 Multi-valued logic

The term fuzzy logic is used in two different senses in the literature. The first sense,
often called the broad sense, mainly refers to the idea of approximate reasoning with
if–then rules, as described above. The second sense, called the narrow sense, refers
to formal logics in which the notion of truth is graded. This idea of graded truth is
not exclusively tied to the framework of fuzzy set theory. Indeed, the notion of truth
degree is already present in the three-valued logics that were developed in the first
half of the 20th century, by Łukasiewicz, Gödel, Post, and Kleene, among others
[28]. In the case of infinite-valued logics, truth degrees are values from [0,1] and
logical connectives are interpreted as suitable [0,1]2− [0,1] (conjunction, disjunc-
tion, implication) and [0,1]− [0,1] (negation) functions. Usually, (propositional)
multi-valued logics use the same syntax as classical (propositional) logic, although
truth constants other than 0 are sometimes allowed in the language (e.g. in ratio-
nal Pavelka logic [76]). Sound and complete proof theories for propositional fuzzy
logics have been established, based on modus ponens and particular subsets of the
axioms of classical logic [36]. For instance, infinite-valued Gödel logic is charac-
terized by the axioms of intuitionistic logic together with the axiom of prelinearity:
(x→ y)∨(y→ x). The semantics of Gödel logic is obtained by interpreting conjunc-
tion and disjunction by the minimum and maximum operators, and implication as
the residual implicator induced by the minimum. Negation is defined as ¬a = a→ 0.
The most popular fuzzy logics are Gödel logic, product logic and Łukasiewicz logic.
In each case, conjunction and implication are interpreted in terms of some contin-
uous t-norm and its residual implicator. For a more complete introduction to fuzzy
logic, both in the narrow and the broad sense, we refer to the chapter by V. Novák
and I. Perfilieva in this volume.

Note that despite the use of fuzzy logic connectives, infinite-valued logics are
based on a completely different intuition than approximate reasoning. In particular,
formulas from an infinite-valued logic encode a precise relationship between vari-
ables of some continuous domain. As such, propositional fuzzy logics do not deal
with uncertainty or vagueness.
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3 Information retrieval

3.1 Relevance models

An abundance of techniques that are based on fuzzy set theory or possibility theory
have been proposed to improve the effectiveness and flexibility of search engines.
Although modern web search engines are considerably more sophisticated than tra-
ditional information retrieval (IR) systems (e.g. exploiting hyperlinks to obtain more
accurate relevance estimates as well as indications of authoritativeness), they are still
essentially based on the same ingredients: a boolean keyword-based formulation of
queries, and a bag-of-words representation of documents. In particular, documents
are represented as weighted collections of terms, thus ignoring the ordering of the
terms in the document, as well as any structure the document may have. Because
of this simplification, a document can formally be modeled as a vector in a multi-
dimensional space, with one dimension for each term occurring in the document
collection under consideration. The weight of a component of a document vector
is calculated based on the number of times the corresponding term occurs in the
document (term frequency), and on the number of documents of the collection in
which this term appears (inverse document frequency). The intuition is that a given
term should receive a high weight when it occurs a lot in the document, while be-
ing rare in the collection as a whole. The query of the user, which is provided as
a list of keywords, can also be represented as a vector, by treating it as a (short)
document. A common approach to estimate the relevance of a document to a query
then consists of calculating the cosine of the angle between the corresponding vec-
tors. This vector-space model of information retrieval [85] has traditionally been
the most popular approach to information retrieval, and is still considered state-of-
the-art. However, state-of-the art performance in the vector-space model is obtained
for variants of the aforementioned cosine-similarity which are difficult to interpret
intuitively and rely on careful tweaking of the parameters involved [116].

More recently, probabilistic language models, which were first developed in the
area of speech recognition, have been successfully applied to the information re-
trieval problem [80], combining state-of-the-art performance with intuitively ap-
pealing probabilistic models. Documents are then formally represented as proba-
bility distributions, which are used to calculate the probability that a document is
relevant to the user. Retrieval models in which documents are represented as fuzzy
sets have also been proposed [14, 46]. Conceptually, fuzzy IR models are similar in
spirit to the vector-space model, using the same formulas to weigh the importance of
a term in a document. The key difference is in the way queries are formulated and
evaluated. Rather than representing the query as a small document, the relevance
of a document is calculated using fuzzy logic connectives, measuring the degree
to which a document ‘implies’ a query term, and subsequently combining these de-
grees using flexible alternatives for the operations of boolean conjunction or disjunc-
tion. Fuzzy IR models typically allow the user to specify for each keyword to what
extent it is important for the query in linguistic terms (e.g. very important, rather
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important, etc.), and how the keywords should be combined using linguistic quan-
tifiers (e.g. most of the keywords should be present). The main advantage of fuzzy
IR models is in the flexibility they give users to specify their queries. Recently, also
possibilistic approaches have been proposed [17]. Similar to probabilistic models,
possibilistic models attempt to estimate the likelihood that a document is relevant
to a query. In contrast to probabilistic models, however, this leads to two scores: the
necessity that a document is relevant and the possibility that it is relevant. Docu-
ments are then ranked primarily based on the necessity scores, using the possibility
scores to break ties, and in particular to provide meaningful results in cases where
the necessity of relevance is 0 for all documents.

3.2 Domain-specific retrieval

The traditional information retrieval models are very general. Due to the fact
that they treat words as abstract entities, for instance, most models are language-
independent (although effectiveness of IR models is often dependent on language-
specific issues [38, 72]). By restricting attention to a narrower domain, however,
additional resources may be available that can help the retrieval process. One exam-
ple are thesauri, which encode semantic relationships between terms, indicating for
example that two terms are related in meaning (e.g. synonyms), or that one term is
a specialization of another term (e.g. ‘mathematician’ is a specialization of ‘scien-
tist’). It is natural to consider that relations such as ‘related term’ are graded, as e.g.
football and FIFA are more strongly related than football and player, even though
football and player are still somewhat related. Accordingly, approaches to informa-
tion retrieval have been proposed which use fuzzy thesauri [66, 83]. While utilizing
a thesaurus seems very natural, as it allows to retrieve documents that are rele-
vant to a query without actually sharing any terms with it, experimental validations
of thesaurus-based IR models have failed to show a consistent improvement over
systems without thesauri [45]. Practical problems with the use of thesauri include
the fact that many words have different senses, which may lead semantically unre-
lated documents to be considered relevant, and the difficulties and costs involved
in manually building high-quality thesauri. Automatically generated thesauri, typi-
cally based on detecting co-occurrence of terms, may provide a solution to the latter
problem, but such thesauri are of varying quality, and moreover, highly dependent
on the collection from which they have been obtained. Going from classical thesauri
to fuzzy thesauri makes some of the problems even worse: how should reliable and
meaningful grades be obtained? A recent example of the use of fuzzy thesauri can
be found in [96].

It is interesting to note that the idea of fuzzy thesauri is also considered in the
probabilistic language modeling approach to IR, although the term ‘fuzzy thesauri’
is not used in this context. In particular, a document is represented as a probability
distribution, which is initially obtained using maximum likelihood estimation, i.e.
the probability P(t|d) that a term t is generated by the language model underlying
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document d is estimated as nt
∑t′ nt′

, where nt is the number of occurrences of term t
in document d. As this leads to the undesired effect that terms which do not occur in
the document receive a zero probability, different forms of smoothing are applied.
One form of smoothing is to interpolate this initial document model with a corpus
model (which models the probability that a given term appears in the collection as
a whole), which has a similar effect as considering inverse document frequency in
the vector-space model. Recently, however, an additional form of smoothing, called
semantic smoothing has gained importance [115]. Essentially, semantic smoothing
corresponds to using a fuzzy thesaurus to increase the probability of terms that do
not occur in the document, but are related to terms that do occur.

Somewhat related to the use of thesauri is concept-based information retrieval,
where documents are linked to concepts from an ontology. By abstracting away
from the actual terms that appear in a document, it may be expected that documents
and queries may be compared in a way which is semantically more meaningful. In
[33], for instance, document are modeled as vectors of Wikipedia concepts, and ex-
perimental evidence is provided that the similarity between documents can thus be
measured in a substantially more accurate way. Somewhat related, [7] proposes to
represent documents and queries as subtrees of ontology concepts, and uses fuzzy
logic connectives to compute relevance scores. Again, convincing experimental ev-
idence is provided to demonstrate the usefulness of the approach. In [6] a variant
based on possibilistic logic is proposed. The possibilistic view naturally allows to
associate three different degrees with each pair of terms (t1, t2): the possibility that
t1 and t2 refer to the same thing, the necessity that t1 is a specialization of t2 and the
necessity that t2 is a specialization of t1. An important advantage of this approach is
that the degrees that are involved have a clear meaning.

In addition to retrieval of text documents, there is an increasing interest in retriev-
ing other types of objects from the web [73], such as images1, scientific papers2,
information about people3, events4, products5, etc. Due to the fact that object-based
retrieval is only applied in narrow domains, focusing on one particular type of ob-
jects, semantically richer, domain-dependent techniques may be applied, which are
often of a very different nature than traditional text-based retrieval. For example,
image retrieval systems often use a combination of textual evidence (e.g. the text
surrounding the image on a web page) and visual features, and sometimes even fo-
cus exclusively on visual features [50, 95]. Fuzzy set-based approaches have been
successfully applied to measure the similarity of visual features [12, 19, 49, 68].
Due to the use of richer semantics in object-based retrieval, often new types of op-
portunities arise for the application of fuzzy set theory. In [92], for instance, an
approach is presented for retrieving events that satisfy given temporal restrictions,
using a form of fuzzy temporal reasoning [89]. Here, the use of fuzzy set theory is

1 http://www.flickr.com
2 http://scholar.google.com
3 http://pipl.com
4 http://upcoming.yahoo.com
5 http://www.google.com/products
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directly motivated by the fact that many real-world events are of an inherently grad-
ual nature, lacking a precise beginning and/or ending date. Similar considerations
apply in the spatial domain, where the importance of vernacular geographic regions
with imprecise boundaries is widely acknowledged [2, 67, 109], making approaches
based on fuzzy set theory a natural choice [88, 91]. Finally, fuzzy methods have also
been advocated in the area of music retrieval [15, 16].

3.3 Manipulation of search results

Fuzzy set based methods have been proposed for a variety of problems that in one
way or another manipulate the results obtained from some standard information
retrieval model. In [78], for instance, a fuzzy rule based system is presented to ex-
ploit the structure of HTML documents. While several retrieval models have al-
ready been proposed that can take advantage of the fact that e.g. terms in the title of
an HTML document should be considered more important than terms in the body,
most existing approaches are based on an assumption of statistical independence.
The approach presented in [78] does not rely on such an assumption, as the overall
importance of a term for an HTML document is determined by rules of the form

if ‘Title’ is High & ‘Emphasis’ is Low & ‘Others’ is Low then ‘Result’ is Medium

where ‘Title’ is the weight of the term in the title (i.e. treating the title as a small doc-
ument), ‘Emphasis’ is the weight of the term when considering those occurrences
that are otherwise emphasized in the document, and ‘Others’ is the weight of the
remaining occurrences; High, Low and Medium refer to fuzzy sets with appropri-
ately defined membership functions. The intuition of the rule above is that words
which occur in the title, but not often in the remainder of the document may very
well be irrelevant, e.g. because the title is metaphorical. Clearly, this intuition is very
different from other approaches to retrieval of structured documents, which would
boost the importance of terms that appear in the title, regardless of whether the term
also appears elsewhere in the document. A total number of 9 such rules have been
manually specified, and the resulting system is experimentally shown to outperform
state-of-the-art methods such as BM25 and BM25F.

The motivation for using fuzzy set theory in this way is clearly not related to un-
certainty or to the modeling of vagueness. Moreover, the same intuition can be im-
plemented using other techniques, which after careful training and tweaking, might
very well outperform such fuzzy rule based approaches. What fuzzy rules offer in
this context, however, is the ability to easily implement an intuitive idea, using rules
that are easy to understand. If the system does not perform as expected, it is straight-
forward to adapt the rules until the desired behavior is obtained, while many other
methods crucially depend on the availability of good training data to arrive at ‘black-
box’ models. Moreover, if such training data is actually available, the rules that have
manually been constructed can be refined in an automated way [70]. A similar use
of fuzzy rules is made in [90] with the aim of clustering web search results. There,
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fuzzy rules are used to implement the behavior of artificial agents, called ants, that
move documents in a virtual environment and put them on heaps. Again, the use
of if–then rules leads to a description which is easy to understand and to adapt to
different intuitions about how documents should be clustered.

Other applications where fuzzy methods have been proposed to manipulate
search results are: relevance feedback [21, 59, 108], meta-search [60], and query ex-
pansion [47, 58]. The techniques that are applied to this end are as diverse as fuzzy
clustering [47], fuzzy association rules [58] and again fuzzy if-then rules [108]. This
further illustrates the fact that fuzzy set theory can often provide a flexible vehicle
for implementing advanced systems. In many cases, however, the authors provide
very little experimental evidence to demonstrate the effectiveness of the proposed
techniques over sufficiently strong baseline systems.

4 Semantic web

The semantic web [11] is a vision of interlinked machine-readable resources that
exist on top of the web of human-readable documents that we know today. The
widespread availability of such machine-readable resources would allow for the de-
velopment of a variety of intelligent systems, such as semantic search systems that
can prove the relevance of an object to some query based on a semantic represen-
tation of both the resource and the query. Central in this view is the notion of an
ontology, which, in this context, is essentially a formalization of a given domain,
describing properties of the relevant concepts and relations. The realization of a se-
mantic web requires that two important challenges are overcome. The first challenge
is acquiring the machine-readable resources that constitute the semantic web, which
could be achieved by human experts who manually build ontologies, by automated
techniques based on natural language processing, or by a combination of both. The
second challenge is to exploit available information in a scalable, robust and useful
way. It is in addressing this second challenge that possibilistic and fuzzy methods
have a key role to play.

Taken as a whole, the information that is asserted on the semantic web will in-
evitably be inconsistent. Uncertainty about the correctness of individual pieces of
information is therefore a key issue, which could be tackled by either probabilis-
tic or possibilistic methods. Fuzzy methods, on the other hand, serve a different,
but arguably equally important purpose. In particular, when moving from classical
retrieval to semantic search, we lose the idea of a ranking. Indeed, when both re-
sources and queries are expressed using classical logic, then we cannot acquire a
more refined conclusion than that a resource is relevant, or that it is not relevant. In
practice, this is problematic, because it is important to discriminate between objects
that best satisfy the user’s information need and those that only satisfy it marginally.
Moreover, when no resource completely satisfies a given query, it may still be of
interest to identify resources that ‘almost’ satisfy it. Thus, concepts such as prefer-
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ence and similarity, which are at the heart of fuzzy set theory, are therefore of crucial
importance.

4.1 Description logics

Ontologies for the semantic web are usually modeled in description logics [4]. In
such logics, knowledge is encoded in two separate knowledge bases, called the T-
box and the A-box. The core idea is to describe properties of concepts and relations
in the T-box and to describe in the A-box which objects are instances of which
concepts, and which pairs of objects belong to which relations; usually relations are
called roles in this context. Typically, atomic concepts are denoted by upper case
letters A, B, etc. From such atomic concepts, complex concepts can be formed such
as AuB, AtB, and ¬A, where e.g. AuB is the concept whose instances are those
objects that both belong to A and to B. The formal semantics is defined in terms
of interpretations I that map concepts to sets of objects from a given domain ∆I ,
e.g. (AuB)I = AI ∩BI . Similarly, the interpretation of roles is as relations in
∆I ×∆I . In addition to the basic constructs, u, t, and ¬, also the concepts ∃R .A
and ∀R .A are commonly used, where A is a concept and R a role; their semantics is
as follows:

(∃R .A)I = {x ∈ ∆
I |∃y ∈ ∆

I .(x,y) ∈ RI ∧ y ∈ AI }
(∀R .A)I = {x ∈ ∆

I |∀y ∈ ∆
I .(x,y) ∈ RI → y ∈ AI }

Thus, intuitively, ∃R .A is the concept which contains all objects that are related
(w.r.t. R) with some object in A, whereas ∀R .A contains the objects that are only
related to objects in A. Various variants of description logics can be defined, based
on which type of constructs are allowed.

The T-box of a description logic theory encodes how different concepts relate to
each other, using assertions of the form A v B, where A and B are (not necessarily
atomic) concepts, e.g.

Professor v FacultyMember ∃authorOf .ResearchPaper v Researcher (1)

encoding that professors are faculty members, and that all individuals who have
authored at least one research paper are researchers. The A-box of a description
logic theory contains assertions about individual objects of the form x : A, where x
is an object and A is a concept, as well as assertions of the form (x1,x2) : r, where
x1 and x2 are objects and r is a role; e.g.

etienne : Professor p1 : ResearchPaper (etienne, p1) : authorOf

Together (1) and (2) entail e.g. that etienne : FacultyMemberuResearcher.
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4.2 Fuzzy description logics

The main idea of fuzzy description logics [100] is to interpret concepts as fuzzy sets,
acknowledging that many of the concepts that appear in real-world ontologies are
vague. The most popular approach, initially proposed by Straccia [100], is based
on a direct generalization of the semantics of classical description logics, e.g. the
semantics of the concept ∃R .A becomes for x ∈ ∆I

(∃R .A)(x) = sup
y∈∆I

T (RI (x,y),AI (y))

where T is a t-norm, AI is a fuzzy set in ∆I and R is a fuzzy relation in ∆I . Thus,
each object x belongs to a concept such as ∃R .A to some degree in [0,1]. The T-box
now contains assertions of the form 〈Av B≥ λ 〉, for A and B concepts or roles, and
λ ∈ [0,1]. In the case where A and B are concepts, for instance, the semantics of this
assertion is as follows:

I |= 〈Av B≥ λ 〉 iff inf
x∈∆I

I(A(x),B(y))≥ λ (2)

where I is an implicator. Similarly, the A-box contains assertions of the form
〈x : A≥ λ 〉, which, semantically, correspond to the condition that AI (x)≥ λ . Sound
and complete reasoning procedures were introduced in [100] for a basic fuzzy de-
scription logic and a particular choice for the fuzzy logic connectives. More recently,
among others, more expressive description logics have been considered [97, 99],
larger classes of fuzzy logic connectives [37], and more complex reasoning tasks
[54]. Of particular interest are fuzzy description logics with concrete domains [101],
which allow to explicitly define fuzzy predicates which can then be used in the defi-
nition of concepts. For instance, in such logics, we could define a prolific researcher
as a researcher who has published many papers as follows:

Researcheru∃numberOfPapers .Manyv ProlificResearcher

together with an appropriate fuzzy set in N that encodes the predicate ‘many’, e.g.

Many(n) =

{
n−1

n if n > 0
0 otherwise

(3)

As we have already indicated, adding fuzziness to description logics serves
two rather distinct purposes. First, the fact that concepts are fuzzy sets naturally
leads to flexibility in the querying process. For instance, when a user indicates
that he is interested in a list of prolific researchers, it suffices to rank all in-
stances of the concept Researcher according to the degree to which they belong
to ∃numberOfPapers .Many. The definition of Many which was chosen in (3) then
essentially means that the ordering of researchers according to their membership
degree in ProlificResearcher is identical to the ordering based on their number of
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publications. Thus, the use of fuzzy sets allows for flexibility, as it eliminates the
need for a crisp threshold on the required number of publications, and it naturally
allows the system to rank the objects that (partially) satisfy the query. Second, when
specifying a knowledge base, the fuzziness naturally allows to encode the inten-
sity by which certain properties are satisfied. For instance, rather than specifying
that Etienne is a prolific researcher, we can specify to what extent he is a prolific
researcher, e.g. by asserting

〈etienne : ProlificResearcher ≥ 389
390
〉 (4)

It is important to note, however, that fuzzy description logics are not suitable for
modeling vague knowledge, despite a wide number of claims to the contrary in the
literature. Indeed, asserting (4) is exactly the same as asserting that Etienne has
published at least 390 papers, which is clearly not vague at all. Modeling vague
knowledge, such as “Etienne has published many papers” requires a mechanism for
dealing with uncertainty, which is not present in standard fuzzy description logics.
In other words, fuzzy description logics are suitable to deal with information which
is naturally graded, but which is precisely known.

Most work on fuzzy description logics has been theoretical, developing more
expressive formalisms, or more scalable reasoning mechanisms [13, 75]. One no-
table application of fuzzy description logics is in multimedia retrieval [65], where
fuzzy description logic are used to encode both semantic annotations of multimedia
documents and the result of e.g. image processing analyses. When it comes to the
semantic web, it is not clear which is the role to be played by fuzzy description
logics. A core requirement on the semantic web is the ability to link two ontologies
that have been developed independently from each other. This, however, introduces
a problem of commensurability. How should we compare what is called a prolific
researcher to degree 0.4 in one fuzzy description logic base to what is called a young
researcher to degree 0.7 in another fuzzy description logic base? Which guarantees
do we have that it actually makes sense to combine these two degrees, to answer the
query YoungResearcheruProlificResearcher? In such a case, it seems more reason-
able to explicitly encode the number of publications and the age of the researcher
(or the constraints on these values that are known), rather than to encode degrees
of membership. Thus, in contexts where interoperability plays a role, it seems that
the use of fuzzy description logics may be problematic. Along the same lines, what
may be problematic for certain types of applications is that different users may have
a different view on concepts such as ‘young’ or ‘prolific’. In traditional approaches
to flexible querying, it is indeed the user who (implicitly or explicitly) determines
how such concepts should be understood and how the degrees to which somebody is
‘young’ or ‘prolific’ should influence the ranking of the results. In fuzzy description
logics, such concepts have a fixed meaning, which is independent of the preferences
of an individual user. To some extent, it seems that the need for flexible approaches
to querying ontologies and web information systems has been confused with a need
for fuzziness at the knowledge representation level.
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4.3 Possibilistic description logics

Possibilistic description logics [42, 27, 82] keep the crisp representation of concepts
from classical description logics, adding a mechanism for handling uncertainty in-
stead. Essentially, a T-box axiom then takes the form (A v B,λ ), meaning that it
is certain to degree λ that the concept inclusion A v B holds. Similarly, an A-box
axiom takes the form (x : A,λ ), meaning that it is certain to degree λ that x is
an instance of A. Semantically, possibilistic description logics generalize classical
description logics, in a similar way as possibilistic logic generalizes propositional
logic. Specifically, let W be the set of all description logic interpretations I . An
interpretation of a possibilistic description logic theory then is a possibility distri-
bution π on W . For each classical interpretation I , π(I ) expresses how plausible
it is that I corresponds to the real world. Note that the notion of plausibility that
is considered here is purely qualitative. Writing JαK ⊆ W for the set of models of
a description logic formula α (i.e. either a concept inclusion axiom in the T-box or
an A-box assertion), the possibilistic description logic formula (α,λ ) is interpreted
as N(α)≥ λ , i.e. the possibilistic description logic models of (α,λ ) are those pos-
sibility distributions π whose induced necessity measure N is such that N(α)≥ λ .

In a possibilistic description logic, we may write, for instance, that

(etienne : Professor,0.9) (etienne : AboveFourty,0.6)

which means that we are quite certain that Etienne is a professor, and rather certain
that his age is above 40. Note that by combining the ideas of fuzzy and possibilistic
description logics, vague knowledge may be encoded, e.g. writing assertions as

(〈etienne : ProlificResearcher ≥ 0.7〉,0.9)
(〈etienne : ProlificResearcher ≥ 0.8〉,0.6)
(〈etienne : ProlificResearcher ≥ 0.9〉,0.3)

When it comes to semantic web applications, possibilistic description logics share
with their fuzzy counterparts the problem of commensurability. The certainty weights
that appear in possibilistic description logic bases that have been developed in-
dependently cannot be compared. One solution would be to resort to possibilistic
logic variants that can deal with partially ordered certainty weights [9]. Another
avenue for applications is the combination of several classical description logic
bases. Possibilistic certainty weights could then be added to the assertions that are
made by each source, based on their reliability. In this way, when different sources
are combined, the ones that are considered least reliable are discarded. Although
this idea has not yet been considered for possibilistic description logics, similar
ideas have been extensively studied for merging conflicting propositional knowl-
edge bases [8, 10]. Especially when utilizing variants which do not suffer from the
so-called ‘drowning effect’, such as the approach presented in [82], this seems to be
a promising direction.
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4.4 Logic programming

Logic programming deals with inferring knowledge from rules of the form

c← a1, ...,an,not b1, ...,not bm (5)

which encode the intuition that unless one of the terms b1, ...,bm can be derived, it
holds that a1∧ ...∧an implies c. In its simplest form, terms are restricted to atomic
propositions and the semantics of logic programs may be given in a purely declar-
ative way using the notion of stable models [34]; this approach is often referred to
as answer set programming. The idea of logic programming in general, and answer
set programming in particular, has been generalized to deal with graded proper-
ties. The intuition of (5) is then that the truth degree of c is at least as high as the
truth degree of a1 ∧ ....∧ an, unless one of the atoms b1, ...,bm can be derived to a
high degree. Note however, that there exist several ways to implement this intuition,
leading to different semantics of fuzzy logic programming [44, 64, 102, 107]. In
parallel, some possibilistic extensions to logic programming have been considered
[5, 20, 26, 71, 74], in which it is possible to encode that a given rule or fact is more
or less certain (or important, preferred, etc.). Although the idea of uncertainty or
preference is clearly different from the idea of graded truth, at the formal level, ex-
tensions of answer set programming that deal with uncertainty are closely related to
extensions dealing with graded truth [5, 24].

An interesting application of fuzzy logic programming for the semantic web is
discussed in [63], where grades are used to encode similarity between terms. Among
others, this is useful to deal with the fact that different resources may use a different
terminology to refer to the same or similar concepts, for instance to tackle problems
related to interoperability on the semantic web. In the proposed approach, a given
set of logic programming rules is augmented with additional rules that encode which
terms can be considered similar and to what degree. What is not entirely clear, from
an application point of view, however, is whether these degrees relate to the certainty
that two terms describe the same property/concept/object, or to the strength of the
similarity between the two terms. Although the formal treatment may be analogous
in both cases, in order to obtain meaningful results, a clear operational semantics
of the grades is needed in applications, which may put constraints, for instance, on
which fuzzy logic connectives can be used to combine the grades.

Motivated by the needs of semantic web applications, logic programming rules
have also been combined with description logics, leading to description logic
programs [32]. Accordingly, fuzzy description logic programs have been devel-
oped, which combine fuzzy description logics with fuzzy answer set programming
[53, 103]. In [40], as an application of such fuzzy description logic programs, the
problem of ranking web services according to the preferences of a given user is con-
sidered. Again, there is no clear distinction between uncertainty and graded truth,
in the sense that the motivation of the paper is given in terms of graded truth, while
the application example that is presented essentially deals with uncertainty.
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5 Recommendation and personalization

The wealth of information available on the web has made it increasingly difficult to
find what one is really looking for. This is particularly true for exploratory queries
where one is searching for opinions and views, not because it is difficult to look up
this kind of information, but because there is simply so much of it that one does not
know where to start consuming it. Hence, it comes at no surprise that personaliza-
tion systems that guide the search process are gaining importance. On the popular
consumer review site Epinions6 for instance, the order in which reviews are pre-
sented to the user is personalized and depends on the user’s previous ratings of
other reviews (in terms of helpfulness) and the user’s social network information.
Another example is Google News7, a computer-generated news site that aggregates
headlines from news sources worldwide, groups similar stories together and dis-
plays them according to each reader’s personalized interests. From an e-commerce
perspective too, the value of a good recommender system cannot be underestimated:
Cinematch, the recommender of the American online movie rental system Netflix8,
delivers two thirds of Netflix’s rented movies, and Amazon.com claims that 35%
of their sales result from recommendations [51]. In essence, the recommendation
problem consists of predicting the extent to which a particular user, the so-called
target user, will like a particular item, called the target item, which can be a review,
a news article, a movie, a book, a song, a research paper, etc. The predicted degree
is usually taken from a linear scale (for instance from 1 to 5 stars) which can, with-
out loss of generality, be mapped to [0,1]. Hence the predicted degree is a fuzzy
membership degree that encodes preference. This preference degree is however an
outcome of (and not an input to) the recommendation process, and can be arrived
at through various methods discussed below. Before we go on, note that a solution
to the canonical recommendation problem also implies a solution to the problem of
presenting the target user with a personalized list of items, as these can be ranked in
order of preference degree.

5.1 Content-based recommendations

The content-based approach to recommendation has its roots in information retrieval
and employs many of the same techniques [77]. All content-based recommender
systems take the content of items into account, which are usually described by vec-
tors of attributes. In a movie recommender system, for example, a movie is typi-
cally represented by a vector that contains the title, the genre, the director, the lead
actors, etc., while a personalized news website can use a term frequency–inverse
document frequency (TF-IDF) representation of every news article. Furthermore,

6 www.epinions.com
7 news.google.com
8 www.netflix.com
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content-based recommenders rely on a profile of the target user, which can be either
manually entered by the user or derived from past behavior, such as previous rat-
ings or purchases. Some content-based recommender systems provide an interface
that allows users to construct a representation of their own interests. In this case,
the recommendation process, which compares the available items with the user pro-
file, very much resembles information retrieval as discussed in Section 3, with the
user profile playing the role of a query. This is especially so when the items contain
textual information, such as news articles or research papers, and the user profile
consists of keywords or topics that the target user is interested in. In addition, in the
fuzzy research community, systems have been proposed in which users state their
information need with linguistic labels, asserting for instance that weight is a very
important consideration in a new laptop they want to buy, or which research topics
are more or less compatible with their interests [18, 81, 110]. These linguistic labels
are then mapped to fuzzy sets which are compared to a similar fuzzy set representa-
tion of the available items (consumer products, research funding opportunities,. . . ).
This approach’s achilles heel for large scale deployment seems to be the need for do-
main experts to evaluate the features of every item and to establish item descriptions
as vectors of linguistic labels (fuzzy sets).

Other content-based recommender systems learn the user profile automatically
from past behavior and recommend items that are similar to items purchased or
rated highly by the target user in the past. Implementing this requires a technique
to compute the similarity between items, which varies with the domain. A common
approach is to use the cosine similarity between the attribute vectors that describe
the items, especially for textual items represented by TF-IDF vectors in term space.
To this end, items are sometimes also represented as vectors in user space, with the
p-th entry of the vector for an item containing the rating that the p-th user gave
to the item, or, alternatively, a 1 if the p-th user purchased the item and a 0 other-
wise. In this case, items are considered similar to the extent to which they have a
common customer or fan base. Regardless of which of these techniques is used to
compute it, let us denote the similarity of items i and j as Sim(i, j), which, without
loss of generality, can be thought of as a fuzzy relation in the set of items I . The
predicted rating P̂CB(u, i) for target user u and target item i can then be computed as
the weighted mean [87]

P̂CB(u, i) =
1

∑
j∈Iu

Sim(i, j) ∑
j∈Iu

(Sim(i, j) ·P(u, j)) (6)

in which Iu is the set of items previously rated by u, and P(u, j) denotes the rating
that user u previously gave to item j. In the fuzzy set community, proposals have
been made to generalize the product in (6) to an arbitrary t-norm, and to replace the
weighted mean by the supremum as the aggregation operation, resulting in predic-
tion formulas such as [79, 110]

P̂CB(u, i) = sup
j∈Iu

T (Sim(i, j),P(u, j)) (7)
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To the best of our knowledge, no experimental studies exist on which t-norm/aggre-
gation combination performs best on benchmark datasets.

In content-based recommender systems, items for which no description is avail-
able can not be recommended, and the accuracy of the recommendations heavily
relies on the quality of the representations. Furthermore, the technique to compute
the similarities is domain dependent. For instance, a content-based system devel-
oped for recommendation of reviews or news articles in English requires adaption
before it can be used for other languages as well. Another drawback of content-
based systems is that they tend not to explore interests of the user besides those
expressed in his rating record. In this sense, they can be improved significantly by
(additionally) using collaborative methods, which do not require item descriptions.

5.2 Collaborative filtering

While content-based methods depend on the computation of similarity between
items, collaborative filtering relies on similarity between users. The main idea is
to recommend items that have been rated highly by users similar to the target user.
Similarity between users is typically assessed based on rating behavior, i.e. users
are considered similar if they (dis)like the same items, and can be computed in the
same way across different domains. The similarity between users u and v is com-
monly measured with Pearson’s correlation coefficient (PCC) [39]

Sim(u,v) =
∑

j∈Iu∩Iv

(P(u, j)−P(u)) · (P(v, j)−P(v))√√√√(
∑

j∈Iu∩Iv

(P(u, j)−P(u))2

)
·

(
∑

j∈Iu∩Iv

(P(v, j)−P(v))2

) (8)

where the summations range over all items j previously rated by both u and v, and
P(u) and P(v) are the average ratings given by u and v so far. The PCC ranges be-
tween −1 and 1. A positive PCC means that both users have similar taste in the
sense that, when one of them rates an item above/below average, the other one does
so too. The more negative the coefficient, the more the rating behaviors are oppo-
sites, and a correlation coefficient of 0 means that there is no relationship between
the two sets of ratings. In practice, most often only users with a positive correlation
with target user u and who have rated target item i are considered in the recommen-
dation process. We denote this set by Ui. The predicted rating P̂CF(u, i) for target
user u and target item i can then be computed as the weighted mean [1]

P̂CF(u, i) =
1

∑
v∈Ui

Sim(u,v) ∑
v∈Ui

(Sim(u,v) ·P(v, i)) (9)
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Formula (9) does not take into account the fact that not every user exhibits the same
rating behavior, in the sense that some users might be easy to please and regularly
give high ratings, while others have a more pronounced taste and tend to give lower
ratings more often. The classic collaborative filtering formula accounts for this [1]

P̂CF(u, i) = P(u)+
1

∑
v∈Ui

Sim(u,v) ∑
v∈Ui

(Sim(u,v) · (P(v, i)−P(v))) (10)

Note, however, that such an adaption still has its limitations. For instance, as there is
no correction based on the standard deviation of the scores, users whose scores are
almost always around 3 will influence recommendations to a lesser extent than users
who make use of the entire range from 1 to 5 on a regular basis. More fundamentally,
the theoretical justification of formulas such as (10) is very loose. In principle, user
ratings can only be interpreted in an ordinal way, and imposing any kind of metric
on these scores is always to some extent arbitrary. Approaches which are based on
difference in ratings, average ratings, etc., should therefore be seen as heuristics
rather than well-founded methods. One might imagine alternative, more principled
techniques which are more in the spirit of qualitative decision making [25], e.g.
ranking an item i1 higher than an item i2 iff the set of users who have rated i1 higher
than i2 is more similar to the target user than the set of users who have rated i2 higher
than i1. Such methods, however, would probably suffer from other issues, such as
scalability. As in the domain of information retrieval, it thus seems that there is a
trade-off between looking for techniques that make sense from a theoretical point
of view, and exclusively relying on experimental studies to arrive at techniques that
are efficient and effective in practice.

Similarly as with content-based recommendation, in the fuzzy set community
proposals have been made to replace the product in (9) by an arbitrary t-norm and
to use the supremum to aggregate over the users in the neighborhood of u, resulting
in formulas such as [22, 69, 79]

P̂CF(u, i) = sup
v∈Ui

T (Sim(u,v),P(v, i)) (11)

Formulas (7) and (11) are very similar in structure. In (7) the supremum ranges over
all items j previously rated by target user u, and their similarity with target item i
is taken into account. In (11) on the other hand, the supremum ranges over all users
v who are already familiar with the target item i; in this case the similarity between
users u and v is an important factor.

In [69], Formula (11) is used for a web page recommender system that dynami-
cally appends a set of links to the contents of a web document returned in response
to the most recent query of an ongoing user session. Recommendations are made
based on access data instead of rating behavior. User sessions are represented as
attribute vectors with the p-th attribute equal to 1 if the p-th url was accessed during
the session, and 0 otherwise. To limit the number of user sessions over which (11)
ranges, the set of user sessions from the access log files is replaced by a smaller set
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of prototypical user sessions, which represent clusters found in the original set. The
attribute vector describing such a prototypical user session or cluster has values be-
tween 0 and 1; the p-th attribute indicates the relative frequency with which the p-th
url was visited in all user sessions belonging to the clusters. Sim(u,v) is computed
as the cosine similarity of the vectors for u and v instead of the PCC, and min is
used as the t-norm in (11). The authors compare their approach with the results of a
nearest profile based recommendation approach (recommend the urls visited in the
prototypical user session that is most similar to the ongoing user session) and with a
k-nearest neighbor approach followed by top-n recommendations (recommend the
n most frequently visited urls from the k most similar prototypical user sessions).
They report a small drop in precision which is more than compensated for by an in-
crease in recall. The question whether perhaps even better results could be obtained
with Formula (9) remains open.

5.3 Social recommenders

When a web application with a built-in recommender offers a social networking
component which enables its users to form a trust network, it can generate more
personalized recommendations by combining data from the user profiles (ratings)
with information from the social network. These are the so-called trust-enhanced or
social recommendation systems. Ratings are predicted in a style similar to collabora-
tive filtering, with the similarity score Sim(u,v) replaced by a trust score Trust(u,v)
corresponding to the degree to which user u trusts user v. The trust-based versions
of (9) and (10) are at the heart of the trust-enhanced recommendation algorithms
of Golbeck et al. [35] and Massa et al. [61] respectively. If no direct trust score is
available (because u does not know v), then it can often still be derived through trust
propagation and aggregation in the online network, inspired by the way in which
humans often seek recommendations in real life. For instance, the trust score of u
in v can be estimated as a weighted mean of the trust scores of other users in v,
weighted by the trust of v in those other users [35, 61]

T̂rust(u,v) =
1

∑
w∈U

Trust(u,w) ∑
w∈U

(Trust(u,w) ·Trust(w,v)) (12)

Formula (12) only considers one step propagation, i.e., where u and v are directly
connected through a third party w; extensions that take into account longer prop-
agation paths are possible as well. Propagation is modeled in (12) by the prod-
uct. A proposal has been made to generalize this to an arbitrary t-norm and to use
ordered weighting averaging operators that can deal with gradual trust as well as
distrust [106, 105]. Even though some of the initial experimental results are promis-
ing, a proper evaluation of the effect of different t-norms on the performance of a
trust-enhanced recommender system is currently hampered by the lack of a pub-
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licly available benchmark dataset that contains both item ratings as well as a social
network with gradual trust relations.

Moreover, one may wonder what the precise meaning of a trust degree is, why a
formula such as (12) is compatible with this meaning, and how such degrees can be
acquired in practice. The basic intuition seems to be that friends are more likely to
have similar interests than random users, which would suggest to use trust mainly
to adapt the Pearson correlation in the collaborative filtering model, such that the
degree of similarity between friends is boosted. The notion of trust then takes a role
which is similar in spirit to that of a prior probability in Bayesian decision theory.

6 Conclusions

In this chapter, we have looked at the use of fuzzy set theory in three research areas
that are related to the world wide web: information retrieval, the semantic web, and
recommender systems. While the motivation for using fuzzy techniques is very nat-
ural in each of these domains, the most commonly used techniques are nonetheless
still based on other approaches. This can partly be explained by the fact that more
experimental evidence is needed to demonstrate whether fuzzy methods are really
able to outperform state-of-the-art approaches. In addition, the assessment of the
impact of fuzzy methods on the web is obscured by the fact that sometimes meth-
ods are used which are based on its ideas, without making use of its vocabulary. To
stimulate the future impact of fuzzy approaches to web intelligence, we believe that
more efforts are needed to lay bare what fuzzy set theory really has to offer in this
domain, beyond the (important) fact that it allows to develop elegant and intuitively
appealing methods.

Information retrieval research is dominated by algebraic (vector space model)
and probabilistic (language models) approaches. Fuzzy set theory has mainly been
applied to implement more flexible ways of formulating queries, and to develop
semantically informed retrieval models for particular narrow domains. In addition,
fuzzy rule based methods have sometimes proven useful for translating human in-
tuitions on how search results should be manipulated, in domains where sufficient
training data is missing.

In the last decade, Tim Berners-Lee’s vision of a semantic web has drawn many
researchers to work on fuzzy versions of its main components. In particular, re-
search on fuzzy description logics has substantially progressed, both at the theo-
retical (more expressive formalisms) and at the practical level (more efficient rea-
soners). More recently, there has also been a renewed interest in fuzzy logic pro-
gramming, in relation to the semantic web. There exists some confusion, however,
between the need for flexible querying, the presence of vague concepts, the presence
of uncertainty, and the need for fuzziness at the representation level. While convinc-
ing applications of fuzzy description logics have already been developed, we are not
aware of any applications that are in the spirit of the semantic web, e.g. dealing with
problems that result from linking different fuzzy description logics that have been
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developed independently. More work is needed to clarify the advantages of fuzzy
description logics over extensions of traditional web information systems that are
endowed with flexible querying capabilities.

Recommender systems aim to solve a problem that is familiar to the fuzzy set
community, namely predicting the degree to which a target user might like a tar-
get item. Most solutions proposed in the fuzzy set community are very similar in
structure to those proposed outside. One potential advantage that fuzzy set theory
has to offer is its wider variety of operators, compared with traditional approaches
that tend to limit themselves to the use of the product for conjunction and the use
of the mean for aggregation. The proof of the pudding is in the eating though, in
this case, whether some of these other operators can lead to more and better rec-
ommendations in practice. Since the first proposals for fuzzy logic recommendation
techniques were made, a variety of benchmark datasets have become available. Even
though the nature of these datasets does not allow yet to empirically evaluate the use
of fuzzy methods for trust-enhanced recommender systems, an evaluation of fuzzy
methods for content-based and collaborative filtering seems a feasible and logical
next step.
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