Computational Language Processing for Medical Incident Report Filtering

We explored two avenues in computational language processing to facilitate the automatic identification of “interesting”  medical incident reports from the MAUDE database.  One approach employed statistical n-gram language modeling to identify and characterize incident reports. The second strategy employed a dimensionality reduction technique applied to a novel term representation to classify incident reports as “interesting” or “uninteresting”.  The two strategies are described in more detail below.

N-gram Language Modeling for Incident Report Classification and Explorationion 
We explored n-gram language modeling techniques to characterize and distinguish “interesting” medical incident reports as identified by expert labelers.  N-gram language modeling computes probabilities of documents based on the probabilities of their constituent sequences.  Typically sequence probabilities are computed for single words (unigrams), two word sequences (bigrams), and three word sequences (trigrams) from previously categorized training documents based their frequency of occurrence.  Such techniques have been successfully applied to tasks such as language identification and authorship attribution.  We constructed models for labeled “interesting” and “uninteresting” reports, as well as a background model based on unlabeled examples.  We employed the freely available CMU-Cambridge language modeling toolkit to construct and evaluate these models.  We partitioned the labeled data into training and test sets, with approximately three-quarters going to training the models with one-quarter held out for testing.  We compared the perplexity of the held out data under the matching model to that under the mismatched model. 

 In addition to models based on simple white-space delimited terms, we also constructed class-based n-gram models as well as models based on morphologically analyzed words.  Both these strategies aim to enhance language model utility by reducing the impact of surface variation in word forms, a substantial problem given the small quantities of  available labeled training materials.  The morphological analysis is based on the freely available TreeTagger program and converts all words to their root forms.  The class-based models convert elements such as numbers and punctuation to a single token.  Both methods yield improved models as measured by reduced perplexity at little computational cost. 
The “interesting” test documents are reliably more strongly associated with the “interesting” language model than that based on the “uninteresting” examples, both with and without integration of the data from unlabeled examples.  The “uninteresting” documents, by contrast, are both typically shorter than the labeled “interesting” documents, yieldling less data for effective language modeling, and are more heterogeneous.

We have also implemented a web-based interface that allows construction, exploration, and evaluation of these language models based on the available infuser subset of the MAUDE data collection.  The interface allows users to select subsets of documents to form the basis of the language models and a held-out set for evaluation.  The interface supports display of the frequency ranked n-gram features which we hope will guide future development and will allow us to gain insight into the characterization of medical incident reports.  Finally, the interface enables perplexity computations for model comparison.  The interface is available at http://people.cs.uchicago.edu/~bboven/infuser/.
Generalized Latent Semantic Analysis for Medical Incident Report Data Classification

The goal of this project is to perform classification of the medical incident report data using a large number of unlabeled reports and a small number of hand-labeled reports.  The reports can have two labels: either “interesting” or “uninteresting”. 

Document Representation

Many commonly used classification and clustering algorithms require a vector space representation of documents for which corresponding similarity measures such as cosine similarity and inner product are meaningful.  In this project, we used the Generalized Latent Semantic Analysis (GLSA) framework to compute a vector space representation for terms and documents.

The process of computing a vector space representation of documents and representing of the term-document relations is called document indexing. One of the widely used methods of computing such a representation is the so-called “bag-of-words” representation of documents. Documents are represented as vectors in the space of the vocabulary terms, which means that they have an entry for each term in the vocabulary. The value in that entry is the weight of the term-document association and depends on the number of times the corresponding term occurred within the document. Term weights are often computed as term frequency, i.e. the ratio between the number of times the corresponding term occurred within the document and the total number of term occurrences within this document. The bag-of-word document vectors are usually compared using term-matching. For a pair of documents, one looks at the terms that occurred in both of them and uses their weights to compute the similarity score between the documents. 

Unfortunately, this approach has certain drawbacks since it cannot deal with such language phenomena as synonymy and polysemy.  Latent Semantic Analysis (LSA) is one of the best-known algorithms that overcomes these problems by computing document vectors in the space of semantic concepts rather than individual words. LSA document vectors have entries for semantic concepts that are present in the document collection. Thus, the similarity score between two documents captures their semantic meaning much better. The similarity between two documents can be quite high even if their have different words representing the same concept (such as, “car” and “automobile”).

Generalized Latent Semantic Analysis

We employ the Generalized Latent Semantic Analysis (GLSA) framework to compute a vector space representation for terms and documents. This framework generalizes the LSA approach to representing documents using semantic concepts. It seems to be well-suited for the current project because it uses statistical information from a very large corpus to characterize the semantic relations between terms. 

In the GLSA framework, we first compute a vector space representation for terms. We focus on terms due to the recent success of the co-occurrence based measures of pair-wise term similarities obtained using large document collections such as the Web. The document vectors are computed as a linear combination of the term vectors. 

There are many well-established measures of pair-wise term similarity which can be computed using the corpus-based co-occurrence information for a pair of terms. They include the point-wise mutual information (PMI), the chi-squared test and the log likelihood ratio test. Since PMI has been successfully used in a number of applications, ranging from the synonymy test to the exploration of semantic relations between verbs and document clustering, we use it as the measure of pair-wise term similarities.  The PMI score between two words, w1 and w2, is computed as the ratio of probability of these two words co-occurring divided by the probabilities of occurrence for each of the words:

PMI(w1,w2)=Pr(w1,w2) /Pr(w1)Pr(w2)

After we obtain the pair-wise term similarities, we put them into the similarities matrix S.  Each entry in S, denoted as S[i][j], contains the PMI value between the ith and jth words in the vocabulary:

S[i][j]=PMI(wi,wj)

We apply the linear algebra method to the matrix S to compute d-dimensional term vectors. The entries in the GLSA term vectors contain the value of the association between the corresponding term and one of the d latent semantic concepts present in the collection. Furthermore, the values of the inner product between them are close to the similarity between their corresponding terms in S. In other words, we minimize the sum of the differences between the entries in S and the values of the inner product between the corresponding term vectors:

min sum (S[i][j] - <wi,wj>)2
As mentioned above, different terms can represent the same semantic concept and, on the other hand, multi-sense words can represent different semantic concepts depending on the context. Thus, such a representation no longer makes the assumption that terms within a document are independent and can successfully deal with synonymy and polysemy.

GLSA set-up

The GLSA set-up used in our experiments has the following steps:

· We used the large Gigaword English corpus containing New York Times articles to collect the co-occurrence counts between the pairs of the vocabulary terms in the Medical Incident Report data collection.

· Using these counts, we computed the point-wise mutual information as the co-occurrence based similarity measure between the pairs of terms and obtained the matrix with pair-wise term similarities S.

· We applied the eigenvalue decomposition to the resulting matrix S and computed its eigenvalues and eigenvectors. S=U Σ UT, where U is the matrix with the eigenvectors and Σ is a diagonal matrix with the eigenvalues sorted in decreasing order. Since each column of U is an eigenvector which has a dimension for each vocabulary term, we represent term vectors by using d eigenvectors corresponding to the d largest eigenvalues: wi=(ui1, ui2, ..., uid).

· We constructed the document vectors as a linear combination of term vectors weighted with the term frequency.
Experiments 

We used the following set-up in our classification experiments. We had a collection of 11,213 medical reports and used all of them to extract the vocabulary terms and to compute their vector space representation following the steps outlined above. Furthermore, we had 107 labeled reports, 44 of them a labeled as “interesting” and 63 as “uninteresting”.  We constructed the GLSA vector space representation for the labeled document using the GLSA term vectors. We randomly split the labeled documents into the training and test set using different numbers of the training documents. Then we used the k-nearest neighbors algorithm to classify the test documents. For each test document vectors, we computed the cosine similarity to all the training document vectors and collected the labels of the k most similar training documents. We assigned the label to the test document using the majority vote among these k training documents.

Figures 1 and 2 show the results.  The x-axis shows the size of the training set and the y-axis shows the classification accuracy for the GLSA document representation (GLSA) and for the baseline bag-of-words representation of document vectors weighted with term frequency (tf). It can be seen that even with this small labeled data set, the GLSA representation outperforms the traditional document representation. 
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Figure 1 shows the results when only the most similar training document is used to classify the test documents. The GLSA representation performs the bag-of-words presentation by a larger amount when only very few labeled documents are available as the training set.  Figure 2 shows the results with 3 nearest neighbors used for classification. Here the advantage of the GLSA representation is also most noticeable when the size of the training set is small. 

Conclusion

We used the Generalized Latent Semantic Analysis framework to compute a representation for terms and documents from the medical incicdent report documents. We used statistical information from a large corpus to characterize the semantic relations between terms and overcome the data sparsity problem which arises when small document collections are used. This allowed us to compute  term vectors in the space of semantic concepts, so that the similarity between the term vectors is close to the co-occurrence based semantic similarity between the corresponding terms. We used the GLSA term vectors to compute a vector space representation of the medical incident report documents. Our classification experiments showed that the GLSA representation offers an advantage over the traditional bag-of-words representation and results in high classification accuracy.

Currently, we have a limited number of labeled examples. Therefore, we are currently exploring the process of building a robust classifier for the medical incident reports within the active learning framework, where classifiers are used to select new instances for labeling and subsequent use in training.. Using the GLSA representation, we generated a list of the unlabeled documents which are most similar to the labeled documents. The high classification accuracy of GLSA means that the similarity between the GLSA vectors is a good indicator of whether they should be assigned the same label. Thus, a very efficient way of obtaining new labeled documents would be to ask for the labels of the documents from this list.
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