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Abstract
Purpose – The paper aims to develop a particle matter (PM2.5) prediction model for open-plan
office space using a variety of data sources. Monitoring of PM2.5 levels is not widely applied in indoor
settings. Many reliable methods of monitoring PM2.5 require either time-consuming or expensive
equipment, thus making PM2.5 monitoring impractical for many settings. The goal of this paper is to
identify possible low-cost, low-effort data sources that building managers can use in combination
with machine learning (ML) models to approximate the performance of much more costly monitoring
devices.
Design/methodology/approach – This study identified a variety of data sources, including freely
available, public data, data from low-cost sensors and data from expensive, high-quality sensors.
This study examined a variety of neural network architectures, including traditional artificial neural
networks, generalized recurrent neural networks and long short-term memory neural networks as
candidates for the prediction model. The authors trained the selected predictive model using this data
and identified data sources that can be cheaply combined to approximate more expensive data
sources.
Findings – The paper identified combinations of free data sources such as building damper percentages and
weather data and low-cost sensors such as Wi-Fi-based occupancy estimator or a Plantower PMS7003 sensor that
perform nearly aswell as predictionsmade based on nephelometer data.
Originality/value – This work demonstrates that by combining low-cost sensors and ML, indoor
PM2.5 monitoring can be performed at a drastically reduced cost with minimal error compared to more
traditional approaches.

Keywords Indoor air quality, Environmental sensing, Machine learning, Engineering economics,
Neural networks, Air quality prediction
Paper type Research paper

1. Introduction
Fine particulate matter exposure, i.e. particle matter (PM) with an aerodynamic diameter less than
2.5mm or PM2.5, has significant health implications (Burnett et al., 2018; Cesaroni et al., 2013; Cohen
et al., 2017; Li et al., 2018; Pope et al., 2019; Schraufnagel et al., 2019). Monitoring ambient PM2.5 has
been well established and provides evidence for air quality regulations (EPA, 2011); however,
indoor PM2.5 monitoring and regulation is not widely applied in practice despite people in
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developed countries spending up to 90% of their time indoors (Klepeis et al., 2001).
Likewise, American workers spend approximately eight hours a day inside (Bureau of
Labor Statistics, 2019).

Despite research that demonstrates the health significance of understanding indoor
PM2.5 concentrations, monitoring efforts have not followed. High-quality air quality
monitoring (AQM) devices can be very expensive to deploy, operate and maintain. Likewise,
these devices can only perform spot checks, so there is further added expense in either
purchasing a significant number of them or identifying the optimal locations in each
building. For example, the AQM device used for ground truth in this study costs
approximately $6,500 andmust be recalibrated yearly at the cost of $800.

The goal of our work is to identify possible low-cost, low-effort options that building
managers can use to approximate the performance of much more costly devices, even when
the data sources are not located in the same locations as the ground truth measurements.
Accomplishing this will enable more building owners and building occupants, especially
those with minimal resources, to have a better understanding of their indoor air quality and
take measures to improve it.

In this paper, we build predictive models based on a variety of sensors and freely
available data to predict PM2.5 mass concentration in an open-plan office space. As
indoor spaces vary significantly from building to building, or even among different
floors within the same building, the focus of this project is not to build the model with
minimal error for our research environment, but rather to confirm that machine-
learning augmented low-cost data sources can perform well in predicting indoor air
quality and identifying into which principles should be explored in a wider variety of
indoor environments.

We describe the following contributions in this paper that are intended to assist others in
developing their own low-cost, high-quality predictivemodels for indoor PM2.5:

� development of low-cost sensors in Sections 2.1.4 and 2.1.5;
� description of a variety of data sources ranging from freely available to requiring

expensive hardware in Section 2.1;
� application of machine learning (ML) to augment data sources in section 3.

1.1 Research environment
Research activities were mainly conducted in the University of Washington (UW)
Tower complex located in the University District in Seattle, WA. The UW Tower
commercial complex consists of four connected buildings, namely the O, C, T and S
buildings as shown in Figure 1. The office space where indoor PM2.5 measurements
were carried out is on the third floor of O building (O-3), which is a typical open-plan
office floor retrofitted in early 2018. Figure 2 gives a quick overview of the floor space.
This space is occupied by the UW Information Technology group. The O-3 office
space is served by a dedicated air handling unit located in the mechanical room on the
floor. As shown in Figure 1, measurement Locations 1 and 2 were inside the
mechanical room; Location 3 was within the office space and near the center of the
floor; Location 4 was inside the penthouse on the roof of the C building where ambient
air was sampled through an opening on the wall. At Location 1, the fresh outside air
(not filtered) is brought in and mixed with part of the return air from the floor. The
mixture is then treated with two layers of air filters, i.e. the AmAir 300X Extended
Surface Pleated Panel Filter (American Air Filter Company Inc, 2018a) with a
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Minimum Efficiency Reporting Value (MERV) 8 rating and the VariCel Rigid Box
Filter (American Air Filter Company Inc, 2018b) with MERV 14 rating. The filters are
inspected daily and changed annually to maintain the required pressure differential.
The filtered air is delivered to the floor through 48 air supply diffusers evenly spaced
on the ceiling. The dampers installed on the outside air intake are controlled by the
building management system (BCS) to regulate the ratio of outside air to return air
based on the indoor temperature setpoint of the floor and the ambient air temperature.
The return air from the O-3 floor first entered the ceiling plenum through 13 return air
grilles evenly spaced on the ceiling. Part of the return air is filtered once by the
variable air volume boxes installed in the plenum and then resupplied to the floor
space without entering the mechanical room. The rest of the return air is delivered to
the mechanical room, where the return air is split again. Some of the return air is
reused and mixed with the fresh outside air (at Location 1) while the rest being

Figure 1.
UW tower complex

layout and
measurement

locations

Figure 2.
Snapshots of the O-3

office space
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exhausted. At measurement Location 2, the makeup of the room air is mainly exhaust
air which is a well-mixed sample of the O-3 floor air. Therefore, the measured PM2.5
level at Location 2 can be treated as the spatially averaged value for the entire floor.

1.2 Related work
The research on enhancing indoor PM2.5 monitoring has been conducted in two directions, i.e.
creating low-cost sensors and developing predictionmodels.

As pointed out byMorawska et al. (2018) and Stamp et al. (2020), one important reason for the
limited application of continuous indoor PM2.5 monitoring, either in research or practice, was that
the required instruments were traditionally expensive, labor-intensive and intrusive. Therefore,
one direction is to develop reliable, accurate and easy-to-use low-cost PM2.5 sensors. Several recent
studies (Jovaševi�c-Stojanovi�c et al., 2015; Lowther et al., 2019; Zusman et al., 2020) have reviewed
the status of the existing low-cost sensors and evaluated their performance against reference
instruments, and a majority of these sensors have shown consistent and accurate readings.
However, most of the performance validations were conducted in the outdoor environment and
reports on the sensor’s indoor use in commercial buildingswere limited.

As an alternative to on-site monitoring, indoor PM2.5 prediction models have been
studied by many researchers, including physics-based models and statistical models.
Mechanistic models (Chen et al., 2006; Goyal and Khare, 2011; Schneider et al., 2004; Tran
et al., 2017; Hussein and Kulmala, 2008) and building simulations (Feng et al., 2012; NIST,
2019) are both commonly used physics-based approaches that require detailed input
information such as outdoor pollutant level, indoor emission sources, building envelope and
ventilation system configuration to correctly model the target pollutant concentration.
These models are often preferred during the design phase of new constructions for
evaluating competing design strategies that affect indoor pollutants. However, the complex
nature of the inputs makes it challenging to implement in natural indoor environments when
human activities are involved, especially for large buildings.

In contrast, ML models and regression models are the most widely used statistical models
for predicting indoor PM2.5 in existing buildings, as recently reviewed by Wei et al. (2019).
Inputs for both ML and regression models consist of indoor environmental and outdoor
meteorological variables such as previous hour PM2.5, indoor air temperature, indoor relative
humidity (RH), indoor CO2, outdoor PM2.5, outdoor temperature and wind speed. In general, the
ML models appeared to generate prediction models that have lower root mean square error
(RMSE) values during training compared to the regression models considering that many of
the inputs were highly correlated (Wei et al., 2019). Among the reviewed studies using ML
models, only one was conducted in commercial office buildings and a feed-forward neural
network model was developed (Challoner et al., 2015), whereas others were focused on
residential housing, school buildings and subway stations (Wei et al., 2019). Compared to the
ML models for ambient PM2.5 prediction (Joharestani et al., 2019; Pak et al., 2020; Xiao et al.,
2018; Sun and Sun, 2017; Chen et al., 2020), the indoor models are not as diverse. Several recent
studies have demonstrated the potential of long short-term memory (LSTM) neural network in
predicting ambient PM2.5 (Bai et al., 2019; Kim et al., 2019; Li et al., 2017; Qi et al., 2019) but its
use in commercial office buildings has not been assessed. This paper aims to evaluate the
performance of LSTM in predicting PM2.5 in a commercial office space. In addition, the cost of
input variables is considered to test the feasibility of a reducedmodel with low-cost data only.

2. Materials and methods
Section 2 describes the collected data sets, the sensors used for data collection and the neural
networks used to perform prediction.
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2.1 Data sets used
This study used data collected into seven different data sets described in this section.
An overview of when the data was collected for each data set is depicted in Figure 3.
The relative cost for obtaining each data set is summarized in Table 1. Details of each
data set are provided in the following subsections. Except for the occupancy and
damper data sets, all other five data sets are related to indoor or outdoor environmental
conditions and are commonly used in PM2.5 prediction models. The occupancy data set
accounted for the impact of human activities on PM2.5 concentration. In a typical office
setting, human activities such as walking on the carpet could cause particle
resuspension, which in turn contributes to the change in PM2.5 concentration (Qian
et al., 2014; Tian et al., 2014). In addition, particles could also detach from clothing when
people engage in various types of physical activities (McDonagh and Byrne, 2014b;
McDonagh and Byrne, 2014a). The damper data set, on the other hand, provided a
direct measure of the amount of outdoor air intake. Inclusion of the occupancy and
damper data sets, which has not been seen in many other studies, was expected to
improve the prediction accuracy.

2.1.1 Regional ambient PM2.5 data. There are five ambient PM2.5 monitoring sites in the
Puget Sound region surrounding the City of Seattle, as shown in Figure 4. These five sites
are all within 16 km of the UWTower building. The surrounding environment of each site is
summarized in Table 2. Three of the sites, i.e. Lynnwood, Lake Forest Park (LFP) and
Duwamish are owned and operated by the Puget Sound Clean Air Agency (PSCAA)
(PSCAA, 2021), while the other two sites, i.e. 10th andWeller (TW) and Bellevue, are owned
and operated by the Washington State Department of Ecology (WADOE) (WADOE, 2021).

Figure 3.
Data collection

timeline

Table 1.
Relative cost of data

sources

Measurement Data Source Cost

UW Tower Ambient PM2.5 Radiance Research M903 Nephelometer High
Air temperature, RH, indoor PM2.5 Particles Plus 7302-AQM High
Indoor PM2.5 Plantower PMS7003 Low
Relative occupancy Occupancy sensor Low
Meteorological UWWeather Station Free
Regional Ambient PM2.5 Government agency monitoring sites Free
Outside air intake damper opening UW Tower BCS Free
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PSCAA is one of the seven local clean air agencies established in the State of Washington.
These agencies andWADOE regional offices manage the air quality of different areas of the
state. PSCAA and WADOE are both the state partners of the United States Environmental
Protection Agency (EPA) and work together on data quality assurance to ensure that data
generated by the monitoring sites are comparable to those generated by the filter-based
federal reference method defined by the EPA (PSCAA, 2020). At the TW site, where the
PM2.5 is measured using a Met One BAM 1020 beta attenuation monitor (Met One
Instruments, 2021), only hourly averaged data is available. At the other sites, the Radiance
Research M903 nephelometers (NOAA, 2021) are being used, which can provide PM2.5

Figure 4.
Locations of ambient
PM2.5 monitoring
sites and UWweather
station

Table 2.
Descriptions of the
surrounding
environment of each
ambient PM2.5

monitoring site

Station
Location Activity

Urban Center Suburban Rural Commercial Industrial Residential

Lynnwood � �
LFP � � �
TW �
Duwamish � �
Bellevue � �
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measurements in one-minute intervals. We obtained hourly averaged PM2.5 data from all
five sites, which is publicly available online (PSCAA, 2021; WADOE, 2021). In addition, we
obtained 1-minute PM2.5 measurements for the three sites (i.e. Lynnwood, LFP and
Duwamish), which could be requested from PSCAA for free.

Cost –This data is freely available.
2.1.2 University of Washington tower ambient PM2.5 data. A Radiance Research M903

nephelometer (NOAA, 2021) was set up at measurement Location 4, as shown in Figure 1 to
provide the ambient PM2.5 measurements at the UW Tower site. This nephelometer is
identical to the instrument used by PSCAA andWADOE for some of the monitoring sites. It
measures the particle backscattering extinction coefficient of light (bscat) by aerosols. The
bscat is not a direct measurement of PM2.5. However, PSCAA andWADOE implements the
US EPA guidance for mathematically relating bscat to PM2.5 mass concentrations from a
Federal Reference or Equivalent Method (FRM/FEM) PM2.5 instrument via site-specific
relationships. Because no FRM/FEM instrument was available at the UW Tower, the
coefficients of the correlation between the nephelometer bscat and FRM/FEM for the
Lynnwood site was obtained from PSCAA and used to convert the bscat value at
measurement Location 4 to PM2.5 mass concentration M [see equation (1)]. The Lynnwood
site is selected because its surrounding environment is similar to the UWTower’s.

M ¼ 0:6þ 22:2� bscat (1)

Cost – While prices are not typically available online, the estimated cost of this device is
approximately $10,000.

2.1.3 Indoor PM2.5 data. As discussed in Section 1.1, the PM2.5 level measured at
Location 2 is treated as the ground truth for the entire O-3 floor, considering that it is a well-
mixed return air sample. A Particles Plus 7302-AQM (AQM) (Particles Plus Inc, 2021) was
used to measure the PM2.5 level at Location 2. The AQM uses long-life diode technology to
detect particles in the range of 0.3 to 25 mm and was calibrated by the manufacturer before
deployment. The AQMwas programmed to count the particles in a two-minute air sample at
a flow rate of 2.83 liters per minute every five minutes, and the particles were divided into
six bins based on diameters, i.e. 0.3–0.5 mm, 0.5–1 mm, 1–2.5 mm, 2.5–5 mm, 5–10 mm and
10–25 mm. The PM2.5 particle counts were the sum of the first three bins andwere converted
into mass concentration using equation (2) (Chan and Noris, 2011):

M ¼
X

i

p

6
rd

3
i Ni (2)

The particle density r was set to 2.2 g/cm3 as reported by Hasheminassab et al. (2014). The
equivalent particle diameter (mm) for each size bin i is denoted by di and Ni is the particle
count. The calculation of di is given in equation (3) where di,a and di,b are the lower and
upper diameters of each size bin:

di ¼
d4i;b � d4i;a

4 di;b � di;a
� �

" #1
3

(3)

In addition to particle counts, the AQM also provided air temperature and RH
measurements at Location 2 through an add-on sensor. Two additional AQMs were placed
at measurement Locations 1 and 3 to record air temperature and RH.
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Cost – The AQM has an upfront purchase price of around $6,500 and requires annual
calibration that costs $800 each time. The add-on temperature and RH sensor for the AQM
could be purchased separately for $295. However, many other stand-alone low-cost
temperature and RH sensors could be used, given the maturity of the market.

2.1.4 Occupancy data. The occupancy sensor runs on a Raspberry Pi 4 and estimates
relative occupancy by counting the number of media access control (MAC) addresses that
communicate during a given time frame. This information was acquired by using a USBWi-
Fi networking card and entering it into monitor mode. Typically, a network card will drop
any network packets that are not intended for it, but in monitor mode, it will accept any
packets and pass them to a packet handler. The software reads the sender MAC addresses of
these packets that have a received signal strength indicator greater than �70 dB and saves
them for five minutes. After each five-minute time step, the software reports the count to the
server and throws away the MAC addresses. During these five minutes, the software hops
through the list of available 2.4GHz Wi-Fi frequency channels to ensure that it is sampling
networking devices on each of the frequency bands used for Wi-Fi. This provided a relative
estimate of the occupancy of the floor throughout the experimental time frame while still
preserving the privacy of the occupants. The occupancy sensor is placed at Location 3 to
ensure a good signal coverage of the entire floor.

Cost –The cost of this device was $60 for everything needed to run the occupancy sensor,
including the Raspberry Pi; however, this cost could be reduced by running the occupancy
sensor on existing or surplus computing hardware.

2.1.5 Low-cost indoor PM2.5 data.As a low-cost alternative to lab-grade particle counters
such as the AQM and the nephelometer, we also deployed a Plantower PMS7003 sensor
(Plantower, 2015) that was attached to the Raspberry Pi occupancy sensor at Location 3. The
Plantower PMS7003 is a laser particle sensor that can provide particle counts in three
particle size ranges, i.e. 0.3–1 mm, 1–2.5 mm and 2.5–10 mm. This sensor was queried every
five minutes, and the minimum, maximum and mean values of PM1, PM2.5 and PM10 for the
five-minute interval were recorded.

Cost – The Plantower PMS7003 sensor costs approximately $30 and was attached to the
Raspberry Pi that was used for the occupancy sensor. We have reduced this cost even
further by building a custom embedded system that does not need the Raspberry Pi.

2.1.6 Outside air intake damper opening data. The outside air intake dampers at
Location 1 are controlled by the UWTower BCS. The fraction of damper opening, as well as
the ambient air temperature, were logged in five-minute intervals by the BCS and the
records were exported.

Cost –This data is freely available.
2.1.7 Weather data. Weather data, including wind speed, wind direction, solar radiation,

ambient pressure and ambient RH, was acquired from a pre-existing weather station on the
rooftop of the Atmospheric Sciences-Geophysics Building on the UW campus (University of
Washington, 2021). The location is shown by the green dot in Figure 4.

2.2 Prediction
For this work, we predicted the PM2.5 levels of well-mixed indoor air in the mechanical room
at Location 2, as shown in Figure 1. To do this, we used the data sets listed in Table 3 as
input variables (or predictors) and trained a neural network to make predictions. The
estimated outcome variable from the neural network, i.e. PM2.5 mass concentration at
Location 2, was then compared to the actual measurement from the AQM to evaluate model
performance.
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2.2.1 Pre-processing. The data that was collected came from a variety of sources with
differing collection intervals and formats. First, all of the timestamps had to be normalized
to the same format and time zone. During this process, any data with errors or blank cells
were thrown out. Once the timestamps were normalized, we merged the data sets that were
to be used for each experiment. Additionally, we examined both five-minute time bins and
one-hour time bins. As the sampling intervals of each data set differed, we collected all data
within a time bin and took the average over that time. After the time bins of data were
collected, we examined all the data sets in the experiment and identified all of the data points
where there was a data point from every data set for the same time (within a tolerance of
10min) and merged those into a single data set. This final data set was used for training and
testing of the models.

2.2.2 Training. We examined a variety of neural network architectures, including
traditional artificial neural networks, generalized recurrent neural networks and LSTM
neural networks. We also examined many traditional ML models, the best of which had a
normalized RMSE of 0.11 which is nearly twice the median error of our neural network
models, so those are omitted from this report. The neural networks were built using
TensorFlow 2.2. We then ran preliminary tests to identify a subset of hyperparameters to
explore by eliminating those that consistently produced poor results since grid search time
grows rapidly due to the curse of dimensionality. We then performed a hyperparameter grid
search based on the hyperparameters identified in Table 4 for the neural network and
validated the results using RMSE. The best results were chosen although many of the
models performed similarly. We note that an exhaustive grid search is not necessary to
obtain a highly effective model. Our grid search took about 1 h to run on an Nvidia RTX
2080 GPU and only needs to be run once. The traditional ANN using a densely connected

Table 3.
Description of data

sets used in
experiments

Data set alias Unit Description

PSCAA_Hourly mg/m3 Hourly ambient PM2.5 measured at the Lynnwood site
Hourly ambient PM2.5 measured at the Bellevue site
Hourly ambient PM2.5 measured at the TW site
Hourly ambient PM2.5 measured at the LFP site
Hourly ambient PM2.5 measured at the Duwamish site

PSCAA mg/m3 One-minute ambient PM2.5 measured at the Lynnwood site
One-minute ambient PM2.5 measured at the LFP site
One-minute ambient PM2.5 measured at the Duwamish site

Nephelometer mg/m3 UW Tower ambient PM2.5 measured at location 4
AQM °C Air temperature of the supply air (location 1)

Air temperature of the exhaust air (location 2)
Air temperature of the floor air (location 3)
Air temperature of the ambient air logged by the UW Tower BCS

% RH of the supply air (location 1)
RH of the exhaust air (location 2)
RH of the floor air (location 3)

Particle mg/m3 Five-minute PM2.5 from Plantower PMS7003 (location 3)
Occupancy – Relative occupancy of the floor
Damper – Air intake damper opening fraction logged by the UW Tower BCS
Weather Degree Wind direction recorded on the ATG rooftop

m/s Wind speed recorded on the ATG rooftop
Watts/m2 Solar radiation recorded on the ATG rooftop
mbar Ambient pressure recorded on the ATG rooftop
% Ambient RH recorded on the ATG rooftop
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input layer (sized to the number of features), an intermediate densely connected layer of 500
nodes and an output layer of a single densely connected node performed best, so we focus on
that particular architecture in the remainder of this paper. This search was performed for
every combination of input data, so each model had different hyperparameters. The
performance was similar for a wide variety of hyperparameters, but for reference, we have
included the hyperparameters for the best overall model in Table 5.

We trained with every combination of data sets to produce the results in Section 3. The
PM2.5 concentration of the well-mixed return air measured by the AQM at Location 2 was
used as the ground truth for training.

3. Results
The data sets collected and processed from Table 3 were used to train and evaluate the
model. A model was built from each possible combination of data sets and trained to predict
the well-mixed air at Location 2 in Figure 1. The results in this section are presented as the
average values of 10-fold cross-validation. Data was split 80% training, 10% testing and
10% validation. The results presented in this section are normalized values that have been
scaled because depending on the data sets that were merged for a particular experiment, the
underlying statistics can vary significantly, so an absolute RMSE value can be misleading.
As a result, when we use RMSE in the remainder of this paper, it refers to the normalized
RMSE produced by the MinMaxScaler from sklearn [1] which scales the input values
linearly in a range of 0 to 1. Note that the predicted value sometimes exceeds the maximum
testing value, so this is when the figure goes beyond 1.0.

In these experiments, we summarize the effectiveness of the sensors and data sources
described in Section 2.1 and demonstrate that low-cost sensors plus ML can often be as
useful as expensive sensors in predicting the PM2.5 concentration indoors. We have
evaluated the results at the five-minute granularity and one-hour granularity.

3.1 Five-minute granularity results
As many of our data sources had reported at a five-minute or higher period, we
conducted analysis at a five-minute granularity in addition to the hourly granularity.

Table 4.
Hyperparameter
search space

Hyperparameter Options

Activation Linear, Relu
Loss Mean Squared Error, Huber Loss, Mean Absolute Error
Optimizer Stochastic Gradient Descent, Nadam, Adam, RMSProp
Dropout 0.1, 0.3, 0.5
Training Epochs 10, 50, 80, 100, 500
Neurons 100, 500, 1000

Table 5.
Hyperparameter
selection for neural
network

Hyperparameter Value

Activation Linear
Loss Mean Squared Error
Optimizer Stochastic Gradient Descent (lr = 0.01, momentum = 0.9)
Dropout 0.3
Training Epochs 80
Neurons 500
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Using the methodology described in Section 2.1, we were able to produce enough data to
make predictions on approximately 7,000–9,000 data points for many of our combined
data sets.

3.1.1 Discussion. Figures 5–8 demonstrate the predictions of several models trained on
the five-minute data. Figure 5 is the model that has the best overall performance with an
RMSE of 0.024. Figures 6 and 7 are the two best performing model that uses free data and
low-cost sensors. Figure 8 is the best-performingmodel that uses only free data.

The use of the nephelometer improves performance in nearly every case in this
experiment; however, the predictions that include data from the low-cost sensors, even the
occupancy sensor, provide results that are close to the best performing model. When only
the freely available data is used, the quality of the results degrades significantly.

3.2 One-hour granularity results
We also examined the results at a one-hour granularity. This was accomplished by
averaging the results over each hour when the results were reported at a more frequent than
once per hour frequency. Using the methodology described in Section 2.2.1, we were able to
produce enough data to make predictions on approximately 600–800 data points for many of
our combined data sets. In general, the predictions were worse in the one-hour granularity
than they were in the five-minute granularity. This appears to be the result of the averaging
process losing information that was more useful to prediction in the five-minute granularity.

3.2.1 Discussion. Figures 9–11 demonstrate the predictions of several models trained on
the one-hour data. Figure 9 is the model that has the best overall performance with an RMSE

Figure 5.
Five-minutes:

damper, weather and
nephelometer data

sets

Low-cost data
and machine

learning



of 0.053. Figure 10 is the best-performing model that uses free data and low-cost sensors.
Figure 11 is the best-performingmodel that uses only free data.

In this section, we see similar trends in the one-hour experiments to the five-minute
experiments. Once again, the best model does include the most expensive hardware, the best
low-cost model performs well, but not as well and the best free data model has degraded
results compared to the other two classifications of models.

3.3 Result comparisons
As focusing on only the best model for our building would only have limited value to the
research community, we also examined how models built with specific data sets performed.
Table 6 presents these results. In this case, there is definitely a difference based on data set
selection in performance in models that perform in the top 10, which will be discussed in the
next subsection.

We also examined the performance of single data set models for both the five-
minute and one-hour data sets. These results are presented in Table 7. This table
shows that in both the five-minute and 1-hour case, adding the right data to a model
can improve upon just using a single data source to train the model as combining the
Damper and Particle data sets in Figure 6 nearly performs as well as the data set
collected from the very expensive nephelometer. Overall, the Nephelometer,
Occupancy Sensor and Particle Sensor performed well as individual data sets, but
each was improved by adding additional data to the model.

Figure 6.
Five-minutes: damper
and particle data sets
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3.3.1 Discussion. The key takeaways from this table are as follows:

� Sampling at five-minute intervals vs one-hour intervals makes a significant
difference in which data sets were most useful. The PSCAA data was not very
useful when sampling at five-minute intervals but was of typical usefulness for
hourly sampling.

� At five-minute intervals, the nephelometer dominated the data set usage for top-
performing models, but at one-hour intervals, the weather and damper settings
dominated the top-performing models.

� In both cases, the more models we examined, the more the usage of each data set in
training the models approached the expected value.

� The performance of a model based on a single data set correlates with its
performance in combined data set models, but it does not mean that the data sets
used in poorly performing models do not have value.

Expanding on Takeaway 1, the more that the data are averaged together (or if the median
value for the timestep is taken), the more information is lost. This can be valuable when
hardware produces anomalies or outliers since then the outlier is mitigated or removed from
the data set, depending on which technique is used to determine the value for a particular
timeset. Additionally, this loss of information means that the predictive power of models
based on individual data sources is less, so inclusion in the top N models approaches the
mean.

Figure 7.
Five-minutes:

occupancy and
damper data sets
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Figure 8.
Five-minutes: damper
and PSCAA hourly
data sets

Figure 9.
One-hour: occupancy,
damper, weather and
nephelometer data
sets
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Expanding on Takeaway 2, this is a topic that needs further experimentation and will be
addressed in future work. At this point, we have identified starting points for developing best-
practice predictive models for indoor air quality, but more work is needed to determine if this is
specific to our experimental environment or if there is a greater trend that can be learned.

Expanding on Takeaway 3, there are definitely differences in how the data sets that are
included affect the results in the best performing models for both cases. This means that the
data sets that are selected are very important to this process and need to be combinatorially
tested for a given environment.

Expanding on Takeaway 4, the combination of data sets for training a model typically
improved the overall performance relative to just a single data set, as expected; however, the
best models were not necessarily just the ones that used the top-performing single data sets.
Just because a data set performs poorly in isolation does not mean that it may not be useful
to a model in combination with other data sets. Even though the worst-performing single
model using a single data set in isolation was the one-hour PSCAA Hourly data set, it was
still part of the best overall performing free data model.

Although it was proved feasible to train a neural network model to predict indoor PM2.5
levels with fairly good accuracy, the applicability of the developed models at other building
sites is uncertain. The purpose of this paper is to serve as a proof of concept that by adopting
ML algorithms, free and low-cost data from a few locations could be used to estimate the
average PM2.5 level in an office space. Given the current rapid development of low-cost
sensors and increased public awareness on indoor air quality issues, future studies with
large-scale sensor deployment covering multiple buildings in different climate conditions

Figure 10.
One-Hour: damper,

weather and particle
data sets
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are possible. In that case, a more generalizable model could be developed. Nevertheless, this
paper has shown that when the resource is limited and large-scale sensor deployment in an
indoor office environment is not feasible, the limited amount of data could still be useful in
predicting the average indoor PM2.5 level.

Table 6.
Comparison of data
sets based on relative
performance
rankings

Sample Top Mean RSME Occupancy Damper Weather Nephelometer Particle PSCAA PSCAAHourly

Five-minute 10 0.029 5 6 6 10 5 0 0
25 0.033 13 13 11 15 15 1 1
50 0.041 29 30 25 27 28 23 23

One-hour 10 0.058 5 9 10 6 5 5 5
25 0.060 14 17 19 13 12 14 14
50 0.065 29 28 28 26 28 26 26

Table 7.
Comparison of RMSE
for individual data
source models

Data Source Five-minute One-hour

Nephelometer 0.032 0.061
Occupancy 0.035 0.067
Particle 0.041 0.077
Damper 0.061 0.120
PSCAA Hourly 0.105 0.276
Weather 0.106 0.235
PSCAA 0.299 0.246

Figure 11.
One-Hour: damper,
weather and PSCAA
hourly data sets
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4. Conclusion
In this study, we collected a variety of data from different sources ranging in cost from free
to very expensive. From this data, we were able to train a neural network to make
predictions about the PM2.5 mass concentration in well-mixed air in our research
environment. After analyzing the results, we were able to demonstrate that free and low-cost
data combined with ML can effectively predict air quality even if they are not located in the
sampling location. Furthermore, we identified trends in the performance of predictive
models for our research environment that need to be explored as possible guiding principles
for air quality prediction.

In the future, we intend to expand this study to examine more indoor spaces in a variety
of locations and usages. Furthermore, we are working to identify additional data that would
be useful to incorporate that is easy and cheap to acquire, including developing our own low-
cost sensors to assist with the process. We also intend to see howmore advancedMLmodels
can be used with additional data collection.

Note

1. https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.MinMaxScaler.html
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