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Abstract—Applications and middleware in pervasive systems
frequently rely on machine learning to provide adaptivity and
customization that results in a seamless user experience despite
operating in a dynamic environment. Machine learning algo-
rithms have been shown to be vulnerable to covert, strategic
attacks through the manipulation of training data. Machine
learning algorithms in pervasive systems frequently train on data
that could be manipulated by a malicious 3rd party. In this paper,
we present our ongoing work to develop a security mechanism
that is designed to work in the dynamic environments of pervasive
computing as opposed to traditional security mechanisms that
are designed for static environments. Furthermore, we present
our modular testing framework that will be used to rapidly
compare our work with other security mechanisms, applications
and adversarial models.

I. INTRODUCTION

Recent advances in the application of machine learning have
been paramount in the advent of pervasive computing. Nu-
merous pervasive systems utilize machine learning to provide
necessary support for users and applications [1], [13], [4], [12],
[9], [10]. As a result, these applications are left vulnerable to
well-established attacks on machine learning algorithms [3].
Systems that adapt by training machine learning algorithms in
the field are most vulnerable to these attacks as they will be
training on data that has not been verified as trustworthy.

For example, mobile phones can be used to collect data
and analyze it to relay health information to the user. These
applications range in complexity from step counters to im-
plantable medical devices. The use of automatic learning in
health applications has created a more robust system that can
give the user more precise information about their health [9].
Unfortunately this creates a risk of poisoning attacks that could
result in incorrect and catastrophic decisions being made on
behalf of the user. If these devices train on data sets sourced
from untrustworthy sources then an attacker could be present
to manipulate the data. Likewise, a malicious software can be
installed in a mobile phone that will strategically skew sensor
information collected to covertly perform these attacks.

Our work is designed to decrease the ability of attackers to
target machine learning algorithms used in pervasive comput-
ing applications. Our work enables systems to more securely
train on open data sources prior to deployment and to utilize
adaptive machine learning techniques during deployment. The
ability to use information that was collected after the initial
training period can enable a more responsive system.

In the remainder of this paper we present two major
components of our ongoing work. First, we present our game-
theoretic system for more securely acquiring training data
in dynamic environments. Then, we present our modularized
system for rapidly comparing the performance of security
mechanisms for machine learning applications against a va-
riety of attacker models.

II. BACKGROUND

There has been a variety of work on adversarial machine
learning [3], [2], [6] that involves defeating machine learning
by turning its adaptivity into a liability. The most common
application areas are spam detection, intrusion detection, virus
detection, and data mining, all of which gather training data
online hence providing a clear path for an attack.

The attacks investigated focus on maximizing difficulties for
machine learning systems according to some criteria within
the constraints of the attacker’s ability to modify the training
data. For example, [2] describes how to maximally subvert
a support vector machine with each new malicious exemplar,
and [6] discusses a ”boiling frog” approach where the primary
criterion is avoiding detection and the secondary criterion is
changing classifier performance.

While these attacks have thus far been focused on traditional
computing infrastructure, pervasive systems are just as, if
not more vulnerable to such attacks. One of the defining
properties of pervasive systems is their ability to adapt to
the world around them. This is often accomplished through
the application of machine learning as the system persists.
As a result, pervasive systems are left vulnerable to the
aforementioned attacks.

III. RELATED WORK

Existing security systems utilize passive techniques that
focus on reducing negative impact of training on new data;
however, the passive nature of these techniques makes it
difficult for them to be directly applied to a dynamic world
where features evolve.

Machine learning algorithms have typically included meth-
ods to be less influenced by outliers. Against strategic ad-
versaries, the common approach to fortify machine learning
against attacks is data sanitization, an approach where po-
tentially malicious outliers are identified and eliminated from
the training data. The Reject On Negative Impact (RONI)[11]



Fig. 1. System Overview

approach tests the effect of adding a new exemplar to a
training set by executing a new trained classifier on a trusted
test set, eliminating those exemplars that affect performance
negatively. By eliminating training data that is different, this
approach does not fit well in dynamic environments.

Another approach presented in research literature applies a
game-theoretic analysis. [7] models the interaction between
the attacker and defender as a Stackelberg game, solves for
the equilibrium, and uses this analysis to select the best
classification features to use. [5] performs a similar type of
analysis modeling the interaction as a Nash game. Our system
also uses a game-theoretical approach but focuses on solving
the game created by our adaptive strategy rather than modeling
the existing situation.

The previous approaches presented in research literature
utilize techniques that passively accept input data for training
sets and make decision based as to how best to use that data
to prevent attacks. These approaches work well in static envi-
ronments, but they do not work well in dynamic environments
that are common in pervasive systems. Our approach differs
significantly from the previous work in the field by changing
the game that is played by attackers and defenders. This new
approach actively detects attackers with poor attack strategies
and deters attackers with more effective attack strategies.
Further, our approach can be used in conjunction with previous
work to improve the overall success of training a machine
learning algorithm.

IV. DESIGN

Some applications of machine learning algorithms actively
acquire training data in untrusted environments. In such envi-
ronments, attackers could poison training data and if a machine
learning algorithm trained on that data, it would be likely
to make errors in decisions at an increased rate. With many
attacks, the errors would not just be random, but errors that
are specifically targeted toward the malicious goals of an
attacker. The technique we are using to prevent these attacks

utilizes a game-theoretic approach similar to that designed in
[8]. This approach has been shown to effectively motivate
attackers not to supply corrupted resources and assist the
user in avoiding data sources that do. We are leveraging this
technique to create a security mechanism that actively deters
attackers from producing poisoned data that would be used
as training data in machine learning. Our approach utilizes a
game-theoretic model and knowledge regarding ground truth
to create a strategy of making requests, known as test queries,
for data that can be used to determine if some of the features
in the training data have been corrupted. The approximation of
the Nash equilibrium is calculated from a model of the costs
and benefits of the machine learning algorithm and estimates
of those values from observed behaviors of the attacker in
response to our test queries.

Bben User Benefit from New Training Data
Bmal Attacker Benefit from Malicious Data Trained On
Cvic Cost of Training on Malicious Data
Cdisc Cost of being Detected as Malicious

TABLE I
NOTATIONS USED IN THIS PAPER

p =
Bmal

Cdisc +Bmal
(1)

q =
Bben

Cvic +Bben
(2)

The salient feature of our proposed mechanism is that an
attacker must reduce its attack rate in order to optimize its
utility. Our mechanism will use a game-theoretic approach to
manipulate its test query rate, q, as shown in Figure 1 causing
the attacker to adapt its attack rate to q and approximating
the Nash equilibrium strategy that is described in Equations 1
and 2. This works because an unintelligent attacker that does
not reduce its attack rate, p, will easily be detected, and an
intelligent attacker (one that knows we are using this approach



Fig. 2. Machine Learning Security Framework Architecture

and can adapt its attack rate to a Nash equilibrium when it
either observes that its attacks are ineffective or it observes that
it is no longer being queried for training data) must attack less
often in order to maximize its own utility. This property holds
despite the fact that we make the assumption that the attacker
plays the game with perfect information while our mechanism
plays with imperfect information. When this assumption does
not hold, our mechanism can further improve the security of
the machine learning algorithm as shown in [8] by making
adaptations to the test query rate that exploit the attackers
inefficient strategy.

This system models a training algorithm and data sources as
a set of costs, benefits, and strategies. The terms in Equations
1 and 2 consist of these underlying costs and benefits. Training
algorithms are modeled based on the costs of misclassification,
sending requests, and generating/acquiring ground truth along
with the benefits of the successfulness of their outputs and
the strategy for how frequently to make exploratory queries.
Malicious data sources are modeled based on their costs of
providing data, the benefit they receive from a successful
attack, and with strategies for how many pieces of information
in a data source to corrupt. By building payoff equations
based on these costs and benefits, our system estimates the
utility of deploying various defense strategies against potential
attacker strategies in order to minimize damage caused by an
attacker as the system identifies potentially dangerous sources
of training data.

V. EVALUATION

In order to evaluate our approach, it is important to test
a variety of scenarios to determine how effectively we can
mitigate machine learning attacks in different environments.
As a means to evaluate our work, we are developing the

Machine Learning Security Framework (MLSF) as an open
source platform aimed to quickly develop and test defenses
against machine learning attacks. We modularize the important
elements of a machine learning attack simulation in a way that
allows these components to be interchanged with little effort,
granting us the ability to quickly test our defensive approach
in many scenarios and against comparable mechanisms.

A. MLSF Architecture

Our framework (shown in Figure 2) divides a machine
learning attack simulation into five different components,
including mitigation techniques, machine learning algorithms,
attack modules, applications, and features.

• Mitigation Techniques: Defenses such as Arex[8] or
RONI [11] that are being tested against a simulated
attack; these modules should act independently of the rest
of the framework, interacting only with the acquisition
of training data that is passed to the machine learning
algorithm.

• Machine Learning Algorithms: Pluggable modules that
can be used to test a variety of machine learning imple-
mentations.

• Attack Modules: While largely dependent on the type of
application being tested, these modules allow us to test
a defensive measure against various attacks. At the core
these implement reusable strategies derived from attacks
such as [6], [2].

• Applications: Implementations of applications that use
machine learning algorithms that we would like to test,
such as a mobile health analytics application. These
modules control what machine learning algorithms can
be used and determine how an attack module can interact
with the data being trained on.



• Features: Entirely dependent on the application being
used, these modules extract and format training data from
an application for a machine learning algorithm.

Use of the MLSF enables us to quickly test our defensive
layer in a variety of pervasive computing scenarios. Posi-
tioning systems have increasingly employed machine learning
techniques to support activity classification [9], [1], [4]. In an
adversarial environment, these applications may be vulnerable
to a variety of retraining attacks as new data is fed to the learn-
ing algorithm. If the attacker can actively impact the training
data, attacks may be carried out to trick the algorithm into
learning incorrect correlations in behavior. These attacks can
have potentially dangerous outcomes in a pervasive computing
environment, such as tricking a smart home into turning an
oven on as a user leaves for work instead of preheating an
oven as a user arrives at home.

With MLSF, we can test the application against types of
attacks such as those previously described by writing attack
modules to poison the training data and determine if the attack
is feasible. In addition, the defensive layer can be added to
this system to determine if our layer can stop the system
from training on this poisoned data. These attack modules and
mitigation modules can be dropped in, removed, and replaced
without adjusting the entirety of the simulation, allowing for
rapid testing of many different scenarios.

VI. FUTURE WORK

We will be working on deploying our solution and testing
it in a variety of environments. We are developing numerous
scenarios in which to test our work and the work of others,
after which we will analyze the results and classify the
applications for which each approach is most effective. We
will also be building a publicly available website at which
other researchers can submit their security mechanisms to
be assessed in our testing framework. The source code for
the framework (and our algorithms) will be made publicly
available for those researchers who would like to set up the
system for their own testing. As part of the web interface,
we are developing a user interface that will enable users to
specify via a data collection module where their training data
is coming from (for example, collect live data from sensor
as opposed to just simulating the data from a file) and where
to deploy the actual testing algorithm. Aside from enabling
remote deployment to a computationally powerful backend, it
will also enable users to easily deploy their applications on
mobile devices for testing to ensure not only the security of
the system, but also to ensure performance requirements are
met on real devices used in pervasive systems.

VII. CONCLUSION

In this paper we have presented our ongoing work in secure
machine learning for pervasive systems. We presented two
main projects; enhancing the security of pervasive systems
that use machine learning and our system for rapid evaluation
of security mechanisms. Our work is critical to the security
of numerous pervasive systems. Existing defense mechanisms

that were developed for more traditional, static applications
are not effective for applications that need to operate in
dynamic environments experienced in pervasive systems. As
the pervasive computing community further develops security
mechanisms for machine learning, our testing framework will
enable open and rapid comparison to help researchers and
developers quickly decide what mechanisms will be most
effective for their applications.
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