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Announcements

* Guest lecture on Wednesday by Dr. Boris Ivanovic, Senior
Research Scientist and Manager in NVIDIA Autonomous
Vehicle Research Group

* Submit talk review/reflection
* Homework 2 out tomorrow (will be light)

» Start thinking about project proposals
* Due Nov 1 Friday

* Next Wednesday long paper discussion
* Useful video from IROS:

W


https://www.youtube.com/watch?v=QYbAvOPcy0s

Project proposal

* Research project— A research project that is connected to topics
covered in this course. It is encouraged for it be to connected to your
PhD/MS research or other course projects. But the connection to the
course must be evident and the contributions distinct.

* Literature survey — A deep dive into several papers on a chosen
topic area, including your inclusion criteria, motivating questions,
and insights.

* The grading for the project is as follows.

* Project proposal due week 5 (5%)

* Project presentation in week 10 (10%)

* Project presentation peer review in week 10 (5%)
* Project report due finals week (15%)
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[Last time

* Wrapped up behavior prediction models
* Ontological “theory of mind” approaches
* Phenomenological “deep generative model” approaches
* Many different datasets and open-source code available
* Many different metrics are used to evaluate prediction performance

* Prediction models are being adapted for generate realistic human
behaviors for simulators

» Still a hard problem (stability, controllability, multi-agents, etc)



Today

* Start planning module!
* Defining the problem
* Techniques to solve the problem
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What makes interaction-aware planning challenging?

(discussion)
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Need to account for how others may respond to your own actions
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Decision-making under uncertainty

Decision Making
Under Uncertainty

heory ang Application

Mykel J. Kochenderfer

Observation (o,)

N

( Environment } [ Agent }

~_

Action (,)

MIT LINCOLN LABORATORY SERIES.

https://mykel.kochenderfer.com/textbooks/
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Planning problem: Find actions that accomplish
the desired task

* Actions: How are actions represented?
=R
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Planning problem: Find actions that accomplish
the desired task

Task: How is the task defined?
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Approaches to solving a planning problem

* Search-based: Enumerate over all possible options and pick the
bestone ®gg, DFES, AT, sanpling - lased we-ﬁmphv\mﬁg
PPM ﬂRT i F M %
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Approaches to solving a planning problem

* Search-based: Enumerate over all possible options and pick the
best one

* Supervised learning: Mimic what an expert did (i.e., behavior
cloning)
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Approaches to solving a planning problem

* Search-based: Enumerate over all possible options and pick the
best one

* Supervised learning: Mimic what an expert did (i.e., behavior
cloning)

* Optimization-based: Assume problem dynamics and frame as
optimization problem {mincon , CYxpY, (POPT. __
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Approaches to solving a planning problem

* Search-based: Enumerate over all possible options and pick the
best one

* Supervised learning: Mimic what an expert did (i.e., behavior
cloning)

* Optimization-based: Assume problem dynamics and frame as
optimization problem

* Reinforcement learning: Learn from interactions & optimize

CSY 19 fr Mol
Cx\)\gco.
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General optimal planning problem
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Stochastic optimal control
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Planning with access to other agent’s reward

(a) Car merges ahead of human;  (b) Car backs up at 4way stop;
anticipates human braking anticipates human proceeding

(c) User drives human car

Fig. 1: We enable cars to plan with a model of how human drivers
would react to the car’s actions. We test the planner in a user study,
where the car figures out that (a) it can merge in front of a human
and that will slow them down, or (b) it can back up slightly at an
intersection and that will make the human go first.

Sadigh et al 2016

W

At every iteration, the robot needs to find the uy that
maximizes this reward:

ujp = arg max RR(xO, ug, u;{(xo, ug)) (5)
R.

Here, uj, (xo, uR) is what the human would do over the
next N steps if the robot were to execute ug.

The robot does not actually know uy,, but in the next
section we propose a model for the human behavior that
the robot can use, along with an approximation to make
(5) tractable.

u}, (2, ug) = arg max Ry (20, ug,uy)
#

AA598B Decision-Making & Control for Safe Interactive Autonomy
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Planning with access to other agent’s reward

To apply L-BFGS, we need the gradient of (5) with
respect to ugp:

auR N au'H auR auR

(11)

g—ljﬂ and g—RR can both be computed symbolically
" ug )

through backward propogation, as we have a represen-
tation of Rp in terms of uy and ugp. For g—:ﬂ, we use
that u}, is the minimum from (10), which means that the
gradient of Ry evaluated at u7, is 0:

S (a0 up uy (L) =0 (12
8u7{
Now, we can differentiate the expression in equa-
tion (12) with respect to ug:
02Ry; ouj, 0’Ry Odup _
au%_[ Jup Jduydupr dup

0 (13)

. . . ou;
Finally, we can solve for a symbolic expression for 3 :
R
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Planning with social considerations

Social behavior for autonomous vehicles

Reward to other

Competitive
Sadistic I merging
""" e =@ e | IR non merging
Reward to self overlap

g1 =cos(p1)ri(+) +sin(p1)r2(+),

Schwarting et al 2019
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https://www.pnas.org/doi/10.1073/pnas.1820676116

Planning with social considerations
Courteous Autonomous Cars

7 =

(a) a selfish robot car forces the human brake

— —~F
I

(b) a courteous robot car yields

| --m-mm
i_ml

(c) a courteous robot car helps to block the other car
P selfish [[courteous [human | Jother car ><Tblocked area

el
Cr (x!ur, w6 03,7 ) =Ci” (x uz,uy;6%)
+Ac CF (', up, uy;0y)
Sun et al 2018
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https://arxiv.org/pdf/1808.02633

Planning with social considerations

Legible and Proactive Robot Planningfor Prosocial Human-Robot Interactions

W
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Legible and proactive robot behaviors lead to
more fluent and safer mteracuons
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Geldenbott et al 2024
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https://arxiv.org/abs/2404.03734

Planning with rules
Receding Horizon Planning with Rule Hierarchies for Autonomous Vehicles

Rank Satisfied Rules

®1, P2, P3
é1, 2
é1, ¢3

0NN AW
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nN
<
w

TABLE I Illustration of
No Collision Ne-Collision trajectory ranks for three

— | ssssssss l rules.

Aveid-Shoulder Avoid Shoulder

Two-step optimization:
trajectory tree + local
refinement

E
>
Q

https://github.com/UW-CTRIL /stljax/tree/main

6
4
2
0
e 081 s 10
N
R(p) := Z (aN_”lsigmoid(cpi) + %pz)
i=1 o ,
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https://arxiv.org/abs/2212.03323
https://github.com/UW-CTRL/stljax/tree/main

What if we take advantage of parallel
computation?

* So far, the methods relied on some sort of gradient descent.
* What if we can’t compute gradients easily?

* We can consider searching over the space via a sampling-based
approach

AA598B Decision-Making & Control for Safe Interactive Autonomy



Planning with ego-conditioned prediction
Multimodal Probabilistic Model-Based Planning for Human-Robot Interaction
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Schmerling et al 2018
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https://arxiv.org/abs/1710.09483

Or b L=

Model Predictive Path Integral (MPPI)

Start with nominal trajectory

Add noise to it to generate many trajectories

Evaluate cost of each trajectory

Compute weight for each trajectory

Compute weighted sum over controls to compute control

AA598B Decision-Making & Control for Safe Interactive Autonomy
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https://sites.gatech.edu/acds/mppi/

Game theory

Prisoners'
dilemma \6' @
confess rgmain
silent
confess
A A
/
5years 5years l Oyear 20 years
remain
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30

20 years 0 year \LLN 1)

1 year 1 year —

© 2010 Encyclopzedia Britannica, Inc.
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https://www.britannica.com/science/game-theory/The-von-

Neumann-Morgenstern-theory

Autonomous Robots (AuRo 2021),
S. Le Cleac’h, M. Schwager, Z. Manchester
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http://roboticexplorationlab.org/papers/algames_auro.pdf

The evolution of trust

https://ncase.me/trust/
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https://ncase.me/trust/

Game theory

Definition: A mathematical framework for modeling scenarios in
which multiple decision-makers (agents) interact, with each
agent’s outcome depending not only on its own actions but also
on the actions of others.

Relevance: In human-robot interaction, game theory helps model
how robots can make decisions while considering the possible
actions of human agents.



General problem formulation

min  J'(X,U") min  JM (X, UM)

X,U! X, uM

s.t. D(X,U)=0, s.t. D(X,U) =0,
C(X,U) <0, C(X,U) <0,

AA598B Decision-Making & Control for Safe Interactive Autonomy
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(min  J'(X,U"6")
XfL,Uz

stz = f(z},up),Vt € [T —1]
Vi € [N] 4 ré = 3

Pgi(XP, U > 0

*g(X,U) > 0.
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Payotf structure

* Zero sum two player games
» Total payoff always sums to zero
* One player’s gain is exactly equal to the other player’s loss

* General sum games
* Payotf does not need to sum to zero
* No strong sense of win or lose

AA598B Decision-Making & Control for Safe Interactive Autonomy
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Nash equilibrium

* At Nash equilibrium, every player is playing
optimally given the choices of others,

* No player has an incentive to deviate from their
chosen strategy.

Ji(ui,uZy) < Ji(uj,uZy) Yu; €U

* Other types:
* Subgame Perfect Equilibrium (Nash over multiple
steps)
* Correlated Equilibrium (follow recommendation
from external source)

 Bayesian Nash Equilibrium (Nash with incomplete
information, have beliefs over others)

AA598B Decision-Making & Control for Safe Interactive Autonomy

Wikipedia

42



