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Abstract. Free trial promotions are a commonly used customer acquisition strategy in the
Software as a Service industry. We use data from a large-scale field experiment to study
the effect of trial length on customer-level outcomes. We find that, on average, shorter trial
lengths (surprisingly) maximize customer acquisition, retention, and profitability. Next,
we examine the mechanism through which trial length affects conversions and rule out the
demand cannibalization theory, find support for the consumer learning hypothesis, and
show that long stretches of inactivity at the end of the trial are associated with lower con-
versions. We then develop a personalized targeting policy that allocates the optimal treat-
ment to each user based on individual-level predictions of the outcome of interest (e.g.,
subscriptions) using a lasso model. We evaluate this policy using the inverse propensity
score reward estimator and show that it leads to 6.8% improvement in subscription com-
pared with a uniform 30-days for-all policy. It also performs well on long-term customer
retention and revenues in our setting. Further analysis of this policy suggests that skilled
and experienced users are more likely to benefit from longer trials, whereas beginners are
more responsive to shorter trials. Finally, we show that personalized policies do not always
outperform uniform policies, and we should be careful when designing and evaluating
personalized policies. In our setting, personalized policies based on other methods (e.g.,
causal forests, random forests) perform worse than a simple uniform policy that assigns a
short trial length to all users.

History:Accepted by Duncan Simester, marketing.
Supplemental Material: The data files and online appendices are available at https://doi.org/10.1287/

mnsc.2022.4507.

Keywords: free trials • targeting • personalization • policy evaluation • field experiment • machine learning • digital marketing •
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1. Introduction
Over the last few years, one of the big trends in the
software industry has been the migration of software
firms from the perpetual licensing business model to
the “Software as a Service” (SaaS) model. In the SaaS
model, the software is sold as a service; that is, con-
sumers can subscribe to the software based on
monthly or annual contracts. Global revenues for the
SaaS industry now exceed 200 billion USD (Gartner
2019). This shift in the business model has fundamen-
tally changed the marketing and promotional activ-
ities of software firms. In particular, it has allowed
firms to leverage a new type of customer acquisition
strategy: free trial promotions, where new users get a
limited time to try the software for free.

Free trials are now almost universal in the SaaS
industry because software is inherently experience
good, and free trials allow consumers to try the soft-
ware product without risk. However, we do not have
a good understanding of how long these trials should
be or the exact mechanism through which they work.

In the industry, we observe trial lengths ranging any-
where from one week to three months; for example,
Microsoft 365 offers a 30 days free trial, whereas Goo-
gle’s G Suite offers a 14-day free trial. There are pros
and cons associated with both long and short trials. A
short trial period is less likely to lead to free-riding or
demand cannibalization and is associated with lower
acquisition costs. Conversely, an extended trial period
can enhance consumer learning by giving consumers
more time to learn about product features and func-
tionalities. Longer trials can also create stickiness/
engagement and increase switching-back costs. That
said, if users do not use the product more with a lon-
ger trial, they are more likely to conclude that the
product is not useful or forget about it. Thus, longer
trials lack the deadline or urgency effect (Zhu et al.
2018).

Although the previous arguments make a global
case for shorter/longer trials, the exact mechanism at
work and the magnitude of its effect can be heterogene-
ous across consumers. In principle, if there is significant
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heterogeneity in consumers’ response to the length of
free trials, SaaS firms may benefit from assigning each
consumer a different trial length depending on her/his
demographics and skills. The idea of personalizing the
length of free trial promotions is akin to third-degree
price discrimination because we effectively offer differ-
ent prices to different consumers over a fixed period.
Indeed, SaaS free trials are particularly well suited to
personalization because of a few reasons. First, soft-
ware services have zero marginal costs, and there are
no direct cost implications of offering different trial
lengths to different consumers. Second, it is easy to
implement a personalized free trial policy at scale for
digital services, unlike physical products. Finally, con-
sumers are less likely to react adversely to receiving dif-
ferent trial lengths (unlike prices). However, it is not
clear whether personalizing the length of free trials
improves customer acquisition and firm revenues, and
if yes, what is the best approach to design and evaluate
personalized free trials.

In this paper, we are interested in understanding the
role of trial length on customer acquisition and profit-
ability for digital experience goods. We focus on the fol-
lowing research questions. First, does the length of a
free trial promotion affect customer acquisition, and if
so, what is the ideal trial length? Second, what is the
mechanism through which trial length affects conver-
sions? Third, is there heterogeneity in users’ respon-
siveness to trial lengths? If yes, how can we personalize
the assignment of trial lengths based on users’ demo-
graphics and skills, and what are the gains from doing
so? Furthermore, what types of customers benefit from
shorter trials versus longer trials? Finally, how do per-
sonalized targeting policies that maximize short-run
outcomes (i.e., customer acquisition) perform on long-
run metrics such as consumer retention and revenue?

To answer our research questions, we present a
three-pronged a three-pronged framework to design
and evaluate personalized targeting policies with data
from a large-scale free trial experiment conducted by
a major SaaS firm. The firm sells a suite of related soft-
ware products (e.g., Microsoft 365, Google G Suite)
and is the leading player in its category, with close to
monopolistic market power. At the time of this study,
the firm used to give users a 30-day free trial for each
of its software products, during which they had
unlimited access to the software suite. Then, the firm
conducted a large-scale field experiment, where new
users who started a free trial for one of the firm’s
products were randomly assigned to one of 7-, 14-, or
30-day trial length conditions. It also monitored the
subscription and retention decisions of the users in
the experiment for two years. The firm also collected
data on users’ pretreatment characteristics (e.g., skill
level and job) and posttreatment product usage dur-
ing the trial period.

First, we quantify the average treatment effect of
trial length on subscription. We find that the firm can
do significantly better by simply assigning the 7-day
trial to all consumers (which is the best uniform pol-
icy). This leads to a 5.59% gain in subscriptions over
the baseline of 30 days for all policy in the test data. In
contrast, the 14 days for all policies does not signifi-
cantly increase subscriptions. This finding suggests
that simply shortening the trial length to 7 days will
lead to higher subscriptions. At the time of the experi-
ment, the firm offered a standard 30-day free trial to
all its consumers. Therefore, better performance of the
much shorter 7-day trial was surprising, especially
because the reasons proposed in the analytical litera-
ture for the efficacy of free trials mostly support lon-
ger trials, for example, switching costs, consumer
learning, software complexity, and signaling. (See Sec-
tion 2 for a detailed discussion of the analytical litera-
ture on free trials.) Therefore, we next examine the
mechanism through which trial length affects conver-
sion and present some evidence for why a shorter trial
works better in this setting and examine the generaliz-
ability of these results. To that end, we leverage the
usage data during the trial period to understand the
mechanism through which trial length affects sub-
scriptions. We show that there are two opposing
effects of trial length. On the one hand, as trial length
increases, product usage and consumer learning about
the software increases. This increase in usage can
have a positive effect on subscriptions. On the other
hand, as trial length increases, the gap between the
last active day and the end of the trial increases, while
the average number of active days and usage per day
reduces. These factors are associated with lower sub-
scriptions. In our case, the latter effect dominates the
former, and shorter trials are better.

Our analysis presents three key findings relevant to
the theories on the role of free trials for experience
goods. First, we rule out the demand cannibalization
or free riding hypothesis advocated by many theoreti-
cal papers by showing that users who use the product
more during the trial are more likely to subscribe
(Cheng and Liu 2012). Second, we provide empirical
support for the consumer learning hypothesis, because
we show that longer trials lead to more usage, which in
turn is associated with higher subscriptions (Dey et al.
2013). Third, we identify a novel mechanism that plays
a significant role in the effectiveness of free trials: the
negative effect of long stretches of inactivity at the end
of the trial on subscription.

Next, we develop a two-step approach to personal-
ized policy design because an unstructured search for
the optimal policy is not feasible in our high-dimensional
setting. In the first stage, we learn a lasso model of
outcomes (subscription) as a function of the users’
pretreatment demographic variables and their trial
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length. Then in the second stage, we use the individual-
level predictions of the outcome to assign the optimal
treatment for each user. Then, we use the Inverse Pro-
pensity Score (IPS) reward estimator, popular in the
counterfactual policy evaluation literature in com-
puter science, for offline policy evaluation (Horvitz
and Thompson 1952, Dudı́k et al. 2011).

Based on this approach, we show that the personal-
ized free trial policy leads to more than 6.8% improve-
ment in subscription compared with the baseline
uniform policy of giving a 30-day trial for all. That said,
the magnitude of gains from personalization (over the
best uniform policy of 7 days for all) are modest (which
is in line with the recent findings on personalization of
marketing interventions in digital settings; Rafieian and
Yoganarasimhan 2021). Furthermore, we find that cus-
tomers’ experience and skill level affect their usage,
which affects their subscription patterns. Beginners and
inexperienced users show only a small increase in usage
with longer trial periods. Furthermore, when given lon-
ger trials, they end up with long periods of inactivity at
the end of the trial period, which negatively affects their
likelihood of subscribing. Thus, it is better to give them
short trials. In contrast, long trials are better for experi-
enced users because it allows them to use the software
more, and they are not as negatively influenced by peri-
ods of inactivity later in the trial period. Overall, our
findings suggest that simpler products and experienced
users are more likely to benefit from longer trials.

Next, we find that the personalized policy, designed
to optimize subscriptions, also performs well on long-
term metrics, with a 7.96% increase in customer reten-
tion (as measured by subscription length) and 11.61%
increase in revenues. We also consider two alternative
personalized policies designed to maximize subscrip-
tion length and revenues and compare their perform-
ance with that of the subscription-optimal policy.
Interestingly, we find that the subscription-optimal
policy always performs the best, even on long-run out-
comes. Although this finding is specific to this context,
it nevertheless shows that optimizing low-variance
intermediate outcomes (i.e., statistical surrogates) can
be revenue or loyalty optimal in some settings.

Finally, we consider counterfactual policies based on
four other outcome estimators: (1) linear regression, (2)
CART, (3) random forests, and (4) XGBoost, and two het-
erogeneous treatment effect estimators: (1) causal tree,
and (2) generalized random forests. We find our lasso-
based personalized policy continues to perform the best,
followed by the policy based on XGBoost (6.17%
improvement). However, policies based on other out-
come estimators (e.g., random forests, regressions) per-
form poorly. Interestingly, policies based on the recently
developed heterogeneous treatment effects estimators
(causal tree and causal forest) also perform poorly.
Causal tree is unable to personalize the policy at all.

Causal forest personalizes policy by a small amount, but
the gains from doing so are marginal. Although our find-
ings are specific to this context, it nevertheless suggests
that naively using these methods to develop personal-
ized targeting policies can lead to suboptimal outcomes.
This is particularly important because these methods are
gaining traction in the marketing literature and are being
used without evaluation using off-policy methods (Fong
et al. 2019, Guo et al. 2021).

Our research makes three main contributions to the
literature. First, from a substantive perspective, we
present the first empirical study that establishes the
causal effect of trial length on conversions and provides
insight into the mechanisms at play. Second, from a
methodological perspective, we present a framework
that managers and researchers can use to design and
evaluate personalized targeting strategies applicable to a
broad range of marketing interventions. Finally, from a
managerial perspective, we show that the policies
designed to optimize short-run conversions also perform
well on long-run outcomes in our setting and may be
worth considering in other similar settings. Importantly,
managers should recognize that many popular estima-
tors can give rise to poorly designed personalized poli-
cies, which are no better than simple uniform policies.
Offline policy evaluation is thus a critical step before
implementing any policy.

2. Related Literature
Our paper relates to the research that examines the
effectiveness of free trials on the purchase of experi-
ence goods, especially digital and software products.
Analytical papers in this area have proposed a multi-
tude of theories capturing the pros and cons of offer-
ing free trials. Mechanisms such as switching costs,
network effects, quality signaling, and consumer
learning are often proposed as reasons for offering
free trials. In contrast, free-riding and demand canni-
balization are offered as reasons against offering free
trials. See Cheng and Liu (2012), Dey et al. (2013), and
Wang and Özkan-Seely (2018) for further details.
Despite this rich theory literature, very few empirical
papers have examined whether and how free trials
work in practice. In an early paper, Scott (1976) uses a
small field experiment to examine whether users given
a two-week free trial are more likely to purchase a
newspaper subscription. Interestingly, this work finds
that free trials do not lead to more subscriptions com-
pared with the control condition. Although the num-
ber of participants may not have been sufficient to
detect small effects and the context was very different
from digital SaaS products, it nevertheless raises the
question of whether free trials can be an effective mar-
keting strategy. More recently, two empirical papers
study free trials using observational data. Foubert and
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Gijsbrechts (2016) build a model of consumer learning
and show that, although free trials can enhance adop-
tion, ill-timed free trials can also suppress adoption.
Using a bayesian learning approach, Sunada (2018)
compares the profitability of different free trial configu-
rations. However, neither of these papers examines
how trial length affects subscriptions/revenues because
they lack variation in the length of the free trials in their
data. In contrast, we use data from a large-scale field
experiment with exogenous variation in the length of
free trials to identify the optimal trial length for each
user. In addition, we contribute to this literature by lev-
eraging the individual-level software usage data during
the trial period to rule out some of the earlier theories
proposed in this context, for example, free riding. To
the best of our knowledge, our paper provides the first
comprehensive empirical analysis of how trial length
affects the purchase of digital experience goods.

Second, our paper relates to the marketing literature
on real-time customization and personalization of digi-
tal products and promotions using machine learning
methods. This literature has used a wide range of meth-
ods for the personalization tasks in a variety of con-
texts: website design using dynamic programming and
adaptive experiments (Hauser et al. 2009), display ads
using multiarm bandits (Schwartz et al. 2017), ranking
of search engine results using feature engineering, and
boosted trees (Yoganarasimhan 2020), mobile ads using
behavioral and contextual features (Rafieian and Yoga-
narasimhan 2021), and the sequence of ads shown in
mobile apps using batch reinforcement learning and
optimal dynamic auctions (Rafieian, 2019a; b). We add
to this literature in two ways. First, we document the
gains from personalizing the duration of a new type of
promotional strategy: the length of time-limited free tri-
als for digital experience goods using a targeting frame-
work based on data from a large-scale field experiment.
Second, we show that, although personalization can
help, it may not always be the case. Indeed, in our set-
ting, many commonly used methods for personaliza-
tion often perform worse than a robust uniform policy
based on average treatment effects. Although these
findings are specific to our context, it nevertheless sug-
gests that managers should be careful in designing and
evaluating personalized targeting policies.

Our paper also relates to the theoretical and empiri-
cal research on personalized policy design and evalua-
tion in computer science and economics. In an early
theoretical paper, Manski (2004) presents a method that
finds the optimal treatment for each observation by
minimizing a regret function. Recent theoretical papers
in this area include Swaminathan and Joachims (2015),
Swaminathan et al. (2017), Kitagawa and Tetenov (2018),
and Athey and Wager (2020). There is also a small but
growing list of marketing papers in this area. Hitsch and
Misra (2018) propose a heterogeneous treatment effects

estimator based on k Nearest Neighbors, develop target-
ing policies based on it, and evaluate the performance of
their policies using the IPS estimator on a test data.
However, their estimator does not work in our setting
because it requires all the covariates to be continuous
since it based on Euclidean distance. Simester et al.
(2020a) examine how managers can evaluate targeting
policies efficiently. They compare two types of random-
ization approaches: (a) randomization by action and (b)
randomization by policy. The provide two valuable
insights. First, they note that randomization by action is
preferable to randomization by policy because it allows
us use off policy evaluation to evaluate any policy. Sec-
ond, they note that when comparing two policies we
should recognize that if the policies recommend the
same action for some customers then the difference in
the performance of the policy for these customers is
exactly zero. In another particularly relevant paper,
Simester et al. (2020b) investigate how data from field
experiments can be used to design targeting policies for
new customers or new regimes, and also use the IPS esti-
mator to evaluate the peformance of a series of personal-
ized policies. They present comparisons for a broad
range of methods and show that model-based methods
in general (and lasso in particular) offers the best per-
formance, though this advantage vanishes if the setting
and/or consumers change significantly. Our paper also
echoes this finding: the lasso-based personalized policy
performs the best in our setting too. Furthermore, we
also provide comparisons to personalized policies based
on the newly proposed heterogeneous treatment effects
estimators (e.g., causal forest) and show that the lasso-
based policy continues to perform the best.

Our paper is relevant to the literature on statistical
surrogates (Prentice 1989, VanderWeele 2013). In our
setting, subscription can be interpreted as an intermedi-
ate outcome or surrogate for long-run retention and
revenue. Interestingly, we find that personalized poli-
cies optimized on the short-term outcome or surrogate
do well (or better than) policies optimized directly on
the long-term outcomes. We attribute this to the fact
that long-term outcomes have higher variance and
fewer observations in our setting. In a recent paper,
Yang et al. (2022) use surrogates to impute the missing
long-term outcomes and then use the imputed long-
term outcomes to develop targeting policies. Their
results confirm our broader finding that short-term out-
comes can be sufficient to derive targeting policies that
are optimal from a long-run perspective.

More broadly, our work relates to the large stream
of marketing literature that has examined and con-
trasted the short versus long run effects of promotions
(Mela et al. 1997, Pauwels et al. 2002). The main take-
away from this literature is that consumers who are
exposed to frequent price promotions become price
sensitive and engage in forward buying over time.
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Although these early papers focused on consumer
packaged goods, Anderson and Simester (2004) con-
duct a field experiment on price promotions in the
context of durable goods sold through catalogs. They
find evidence in support of both forward buying and
increased deal sensitivity. Our paper adds to this liter-
ature by examining the long-run effect of free-trial
promotions on long-run subscription and revenue for
digital SaaS products. Although free-trial promotions
can be viewed as a price discount (i.e., zero price for a
fixed period), forward buying is not feasible in our
setting, and consumers are exposed to the promotion
only during the sign-up period (i.e., no expectation of
future free trials). In this case, we find that targeted
free-trial promotions that maximize short-run revenue
(or subscriptions) also perform well on long-run out-
comes (two-year revenue).

3. Setting and Data
In this section, we describe our application setting and
data.

3.1. Setting
Our data come from a major SaaS firm that sells a
suite of software products. The suite includes a set of
related software products (similar to Excel, Word,
PowerPoint in Microsoft’s MS Office). The firm is the
leading player in its category, with close to monopo-
listic market power. Users can either subscribe to
single-product plans that allow them access to one
software product or to bundled plans that allow them
to use several products at the same time. Bundles are
designed to target specific segments of consumers and
consist of a set of complementary products. The prices
of the plans vary significantly and depend on the bun-
dle, the type of subscription (regular or educational),
and the length of commitment (monthly or annual).
Standard subscriptions run from $30 to $140 per
month depending on the products in the bundle and
come with a monthly renewal option. (To preserve the
firm’s anonymity, we have multiplied all the dollar
values in the paper by a constant number.) If the user
is willing to commit to an annual subscription, they
receive more than a 30% discount in price. However,
users in annual contracts must pay a sizable penalty
to unsubscribe before the end of their commitment.
The firm also offers educational licenses at a dis-
counted rate to students and educational institutions,
and these constitute 20.8% of the subscriptions in our
data.

3.2. Field Experiment
At the time of this study, the firm used to give users a
30-day free trial for each of its software products, dur-
ing which they had unlimited access to the product.1

To access the product after the trial period, users need
a subscription to a plan or bundle that includes that
product.

To evaluate the effectiveness of different trial lengths,
the firm conducted a large-scale field experiment that
ran from December 1, 2015, to January 6, 2016, and
spanned six major geographic markets: Australia and
New Zealand, France, Germany, Japan, the United
Kingdom, and the United States. During the experi-
ment period, users who started a free trial for any of
the firm’s four most popular products were randomly
assigned to one of 7-, 14-, or 30-day free trial length
buckets. These three trial lengths were chosen because
they are the most commonly used ones in the industry
and represent a vast majority of the SaaS free trials.
Treatment assignment was at user level, that is, once a
user was assigned to a trial length, her/his trial length
for the other three popular products was also set at the
same length. The length of the free trial for other prod-
ucts during this period remained unchanged at 30
days. The summary statistics for the treatment assign-
ment and subscriptions are shown in Table 1.

The experiment was carefully designed and imple-
mented to rule out the possibility of self-selection into
treatments, a common problem in field experiments. In
our setting, if users can see which treatment (or free
trial length) they are assigned to prior to starting their
trial, then users who find their treatment undesirable
may choose to not start the trial. In that case, the
observed sample of users in each treatment condition
would no longer be random, and this in turn would
bias the estimated treatment effects. Moreover, because
the experimenter cannot obtain data on those who
choose to not to start their free trials, there is no way to
address this problem econometrically. To avoid these
types of self-selection problems, the firm designed the
experiment so that users were informed of their trial
length only after starting their trial. To try a software
product, users had to take the following steps: (1) sign
up with the firm by creating an ID, (2) download an
app manager that manages the download and installa-
tion of all the firm’s products, and (3) click on an
embedded start trial button to start the trial for a given
product. Only at this point in time are they shown the
length of their free trial as the time left before their trial
expires (e.g., “Your free trial expires in 7 days”).
Although users can simply quit or choose to not use
the product at this point, their identities and actions are
nevertheless captured in our data and incorporated in
our analysis.

Finally, it is important to note that treatment assign-
ment was unconfounded with other marketing mix
variables. In this context, it is useful to discuss prices
because they can vary across products and users. The
price that a user gets for a product/bundle depends
only on two user-level observables: the geographic
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location of the user and her/his job (students get a
discount). Both variables are observed in the data, and
treatment assignment is orthogonal to these variables.
Thus, price is not confounded with treatment.2

In sum, the design satisfies the two main conditions
necessary for the experiment to be deemed clean: (1)
unconfoundedness and (2) compliance (Mutz et al.
2019).

3.3. Data
We have data on 337,724 users who were part of the
experiment. For each user i, we observe the following
information: (1) treatment assignment (Wi), (2) pre-
treatment demographic data (Xi), and (3) posttreat-
ment behavioral data (Zi). The treatment variable
denotes the trial length that the user was assigned to:
7, 14, or 30 days. The variables under the latter two
categories are described in detail here.

3.3.1. Pretreatment Demographic Data.
1. Geographic region: The geographic region/coun-

try that the user belongs to (one of the six described in
Section 3.1). It is automatically inferred from the user’s
IP address.

2. Operating system: The OS installed on the user’s
computer. It can take eight possible values, for exam-
ple, Windows 7, Mac OS Yosemite. It is inferred by the
firm based on the compatibility of the products down-
loaded with the user’s OS.

3. Sign-up channel: The channel through which users
came to sign-up for the free trial. In total, there are 42
possible sign-up channels, for example, from the legacy
version of the software, from the firm’s website,
through third-parties, and so on.

4. Skill: A self-reported measure of the user’s fluency
in using the firm’s software suite. This can take four
possible values: beginner, intermediate, experienced,
and mixed.

5. Job: The user’s job-title (self-reported). The firm
gives users 13 job-titles to pick from, for example, stu-
dent, business professional, hobbyist.

6. Business segment: The self-reported business seg-
ment that the user belongs to. Users can choose from
six options here, for example, educational institution,
individual, enterprise.

The last three variables are self-reported although
not open-ended; that is, users are required to pick one
option from a list provided by the firm. However, users
may choose not to report these values, in which case,
the missing values are recorded as “unknown.” We
treat this as an additional category for each of these
three variables in our analysis.3 The six pretreatment
variables and their summary statistics are shown in
Table 2.

3.3.2. Posttreatment Behavioral Data. For all the users
in our data, we observe their subscription and renewal
decisions for approximately 24 months (from Decem-
ber 2015 until November 2017). We have data on
the following:

1. Subscription information: We have data on whether
a user subscribes or not, and the date and type of sub-
scription (product or bundle of products) if she does
subscribe.

2. Subscription length: Number of months that the
user is a subscriber of one or more products/bundles
during the 24-month observation period. If a user does
not subscribe to any of the firm’s products during the
observation period, then this number is zero by default.4

Table 1. Summary Statistics of Treatment Assignment and Subscription Rates

7-day trial 14-day trial 30-day trial Total

Number of observations (N) 51,040 51,017 235,667 337,724
Percent of total observations 15.11 15.11 69.78 100
Number of subscriptions 7,835 7,635 34,564 50,034
Percent of total subscriptions 15.66 15.26 69.08 100
Subscription rate within group (in %) 15.36 14.96 14.67 14.81

Table 2. Summary Statistics for the Pretreatment Categorical Variables

Variable Number of subcategories

Share of top subcategories

First Second Third Fourth

Geographic region 6 55.02% 13.66% 9.12% 8.83%
Operating system 8 28.97% 21.4% 14.04% 13.98%
Signup channel 42 81.56% 8.14% 3.47% 0.81%
Job 14 28.20% 21.90% 20.34% 8.46%
Skill 5 69.05% 12.75% 10.77% 7.38%
Business segment 7 35.41% 32.74% 18.40% 7.81%

Yoganarasimhan, Barzegary, and Pani: Design and Evaluation of Optimal Free Trials
Management Science, 2023, vol. 69, no. 6, pp. 3220–3240, © 2022 INFORMS 3225

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

67
.1

70
.1

25
.1

88
] 

on
 2

0 
Fe

br
ua

ry
 2

02
4,

 a
t 1

3:
33

 . 
Fo

r 
pe

rs
on

al
 u

se
 o

nl
y,

 a
ll 

ri
gh

ts
 r

es
er

ve
d.

 



3. Revenue: The total revenue (in scaled dollars) gener-
ated by the user over the two-year observation period.
This is a function of the user’s subscription date, the prod-
ucts and/or bundles that she subscribes to, the price that
she pays for her subscription, and subscription length.

The summary statistics of these outcome variables are
presented in Table 3. Both subscription length and reve-
nue are shown for (a) all users and (b) the subset of users
who subscribed. There are a couple of points to note
here. First, we do not have access to the subscription
length and revenue data for team subscriptions and gov-
ernment subscriptions (which constitute a total of 3,501
subscriptions). Hence, the number of observations used
to calculate the summary statistics for subscription
length and revenue for subscribers is lower. Second, the
minimum subscription length observed in the data for
subscribers is zero because we have a few users (58
users) who immediately unsubscribed after subscribing
(within one month), in which case the firm returns their
money and records their subscription length and reve-
nue as zero. Based on Table 3, we see that approximately
14.8% users who start a free trial subscribe, and the aver-
age subscription length of subscribers is about 16
months (which is a little over a year).

We also observe the following product download
and usage data for the duration of a user’s trial period.

1. Products downloaded: The date and time-stamp
of each product downloaded by the user.

2. Indicator for software use: An indicator for
whether the user used the software at all.

3. Number of active days: Total number of days in
which the user used the software during the trial
period. For example, if a user with a 7-day trial uses the
software on the first and third day, this variable is two.

4. Usage during trial: Each product in the software
suite has thousands of functionalities. Functionalities
can be thought of as microtasks and are defined at the
click and key stroke level; for example, save a file, click
undo, and create a table. The firm captures all this
information, and we have data on the total count of the
functionalities used by the user during her trial period.

5. Dormancy length: The number of days between
the last active day and the last day of trial, as shown in
Figure 1. For example, if a user with a 30-day trial last
used the software on day 20, then her dormancy length
is 10.

We present the summary statistics of these usage vari-
ables in Table 4. The usage data are also missing (at ran-
dom) for a subset of users, and we report the summary
statistics for nonmissing observations. As we can see,
most users download only one software product; only
13.6% of people download more than one product. Fur-
thermore, 83% of users try the software at least once.
However, the number of active days is relatively small;
the average user uses the software for only three days
during the trial period. Next, we see that an average user
uses 1,733 functionalities during her trial. However,
notice that this variable is very skewed, with the variance
being much higher than the mean. Therefore, we use the
natural log of this variable in all our analyses going for-
ward. Finally, we see that the average dormancy length
is close to 17 days, which means that many users stop
using the software much before the end of trial period.

Finally, we refer interested readers to Tables A1
and A2 in Online Appendix A for the summary statis-
tics of outcome and usage variables by trial length,
respectively.

3.3.3. Training and Test Data. To design and test coun-
terfactual free trial policies, we partition the data into
two independent samples.

• Training Data: This is the data that is used for both
learning the model parameters and model selection (or
hyper-parameter optimization through cross-validation).

• Test Data: This is a hold-out data on which we can
evaluate the performance of the policies designed
based on the models built on training data.

We use 70% of the data for training (and validation)
and 30% for test. See Table A3 in Online Appendix A for
a detailed breakdown of how the data are split across
the two data sets. Although the joint distributions of the
variables in the two samples should be the same theoret-
ically, there will be some minor differences between the
two data sets because of the randomness in splitting in a
finite sample. It is important to keep this in mind when
comparing results across the two data sets.

4. Main Effect of Trial Length on
Subscription

We now document themain effect of trial length on sub-
scription and present some evidence for the mechanism

Table 3. Summary Statistics of Subscription, Subscription Length, and Revenue Outcomes

Variable Mean Standard deviation Minimum 25% 50% 75% Maximum Number of observations

Subscription 0.148 0.355 0 0 0 0 1 337,724
Subscription length (all) 2.23 6.37 0 0 0 0 108 334,223
Subscription length (subscribers) 16.02 8.43 0 10 17 22 108 46,533
Revenue (all) 79.13 285 0 0 0 0 20,208 334,223
Revenue (subscribers) 568 552 0 242 420 666 20,208 46,533

Note. All the revenue numbers are scaled by a constant factor to preserve the firm’s anonymity.
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behind this effect. For expositional simplicity, we focus
on subscription here and present a detailed analysis
long-run outcomes such as revenue and retention in
Section 7.

4.1. Average Treatment Effect
In a fully randomized experiment (such as ours), the
average effect of a treatment can be estimated by sim-
ply comparing the average of the outcome of interest
across treatments. We set the 30-day condition as the
control and estimate the average effects of the 14- and
7-day trials on subscriptions for training and test data.
The results from this analysis are shown in Table 5.

The 7-day trial increases the subscription rate by
4.34% over the baseline of the 30-day condition in the
training data and by 5.59% in the test data. However,
in both data sets, the effect of the 14-day trial is not
significantly different from that of the 30-day trial.
These results suggest that a uniform targeting policy
that gives the 7-day treatment to all users can signifi-
cantly increase subscriptions.5 We also see that the
average treatment effect is fairly small compared with
the outcome, which is either zero or one. This is
understandable because the effect of trial length is
likely to be small compared with other factors that
affect customer acquisition. Finally, the gains and sub-
scription rates in the training and test data are slightly
different. As discussed earlier, this is because of the
randomness in the splitting procedure.

Next, to ensure that these results are not driven by
any problems with randomization, we conduct a ser-
ies of randomization checks. We present the details of
these tests in Online Appendix B.2 and discuss them
briefly here. First, we conduct a joint test of orthogon-
ality of pretreatment variables and treatment assign-
ment (McKenzie 2017). This is done by regressing the
treatment variable on the entire set of pretreatment
variables (with dummies for each subcategory shown
in Table 2). We find that the pretreatment variables

have no predictive power when it comes to predicting
treatment, which suggests that randomization was
done correctly. This approach to checking for poten-
tial issues with randomization is preferable to the old
practice of showing tables of means for pretreatment
variables across treatment arms and running a battery
of t tests for a variety of reasons (see Bruhn and
McKenzie (2009) and Mutz et al. (2019) for detailed
discussions).6 Next, we regress the outcome variable
(subscription outcome) on the treatment variable and
all the pretreatment variables. We find that the treat-
ment effects are very similar to those in Table 5,
which again suggests that there are no issues with
randomization.7

4.2. Mechanism
At the time of the experiment, the firm offered a stand-
ard 30-day free trial to all its consumers. The better per-
formance of the much shorter 7-day trial was both
surprising and inexplicable for many reasons. First, the
firm sells a complicated suite of software with multiple
products and functionalities. Therefore, we would have
expected that giving consumers more time to familiar-
ize themselves with it and learn the software would
produce better outcomes. Second, the reasons proposed
in the theory literature for the efficacy of free trials
largely support longer free trials, for example, switch-
ing costs, consumer learning, software complexity, and
signaling. Thus, it is not obvious why a shorter trial
works better. Therefore, we now examine how trial
length affects conversion and present some evidence
for why a shorter trial works better in this setting. In
the process, we also discuss the generalizability of our
findings and the mechanisms proposed.

Intuitively, trial length can affect how consumers
download, use, and interact with the software; differen-
ces in these usage variables can lead to different sub-
scription outcomes. Therefore, we first examinewhether
and how trial length affects usage. We regress each of

Figure 1. (Color online) Dormancy Length: Number of Days Between the Last Active Day and the End of the Trial Period

Table 4. Summary Statistics for Usage Features

Variable Mean Standard deviation Minimum 25% 50% 75% Maximum N

Total downloaded packages 1.17 0.41 1.0 1.00 1.00 1.00 4.00 337,724
Indicator for software use 0.83 0.37 0.0 1.00 1.00 1.00 1.00 303,514
Number of active days 3.03 3.94 0.0 1.00 2.00 4.00 30.00 303,514
Usage during trial 1,733 7,220 0 47 257 1,086 488,666 303,514
Log usage during trial 5.09 2.74 0.0 3.87 5.55 6.99 13.10 303,514
Dormancy length 16.87 11.23 0.0 6.00 15.00 29.00 30.00 303,514
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the usage variables shown in Table 4 on trial length and
present the results in Table 6. Because trial length is ran-
domly assigned, we can interpret these results causally.
First, we find that longer free trials lead tomore product
downloads and more usage. Further investigation sug-
gests that this increase in downloads mainly comes
from the higher downloads of products 1 and 3, which
are complements (see Figure A1 in Online Appendix C).
This suggests that giving longer trial lengths to users
increases their probability of exploring other comple-
mentary products. Next, we see that a larger fraction of
people try the software at least once with a longer trial,
and the number of active days and log usage also
increases with trial length. However, the rate of increase
in the number of active days and usage is sublinear com-
pared with the increase in trial length. For instance,
going from 7 to 14 days increases the number of active
days by 0.625, which is much smaller than 7 days (the
increase in trial length). Thus, when we normalize the
number of active days by trial length, the average num-
ber of days during which a user is active during her trial
reduces as trial length increases. The same pattern holds
for log usage; although total usage increases as trial
length increases, average daily usage falls. Finally, we
find that the dormancy period increases as trial length
increases. Although the average dormancy length is 4.6
days for the 7-day trial, it is more than 21 days for the
30-day trial.

Next, we examine whether and how usage is associ-
ated with subscription. The left panel of Figure 2
shows the probability of subscription as a function of
the total number of active days for each trial length.

As we can see, users who are active for more days are
also more likely to subscribe, and this pattern is true
for all three trial lengths. However, given the same
level of activity, shorter trial lengths are associated
with higher conversion. For example, users who were
active for five days are more likely to subscribe when
they are in the 7-day condition compared with the 14-
or 30-day condition. Next, in the right panel of Figure 2,
we show the probability of subscription as a function of
the last active day for all three trial lengths. We see that
users whose last active day is earlier in the trial period
are less likely to subscribe. Furthermore, for the same
last active day, users with shorter trials are more likely
to subscribe. Recall that dormancy length is defined as
trial length minus the last active day. Therefore, this
suggests that users who have not used the product for
long periods at the end of the trial period are less likely
to subscribe.

We now check if the preliminary patterns shown in
Figure 2 hold after we control for other usage and
user-specific observables. In Table 7, we present the
results from a regression with the user’s subscription
decision as the outcome variable and her trial length
and usage variables as explanatory variables. We find
that after controlling for everything else, users who
have more active days and use the product more are
more likely to subscribe. Furthermore, users who
have longer dormancy periods are less likely to sub-
scribe. This is understandable because a user who has
not used the software for a long time by the end of her
trial period is likely to forget about it and/or conclude
that the product is not useful (Zhu et al. 2018).

Table 5. Average Effect of the 7- and 14-Day Treatments on Subscription Compared with the Control Condition of 30-Day
Free Trial

Data Treatment Subscription rate Subscription rate difference t statistics Percentage gain over baseline

Training data 7 days 0.1532 0.0064 3.08 4.34
14 days 0.1490 0.0021 1.03 1.45
30 days 0.1468 — — —

Test data 7 days 0.1544 0.0082 2.58 5.59
14 days 0.1511 0.0048 1.51 3.28
30 days 0.1463 — — —

Note. Baseline subscription rate (for 30-day case): 14.68 in training data and 14.63 in test data.

Table 6. Regression of Usage Features on Trial Length

Outcome variable Intercept 14-day trial 30-day trial R2 N

Total downloaded packages 1.137 (0.002) 0.01 (0.002) 0.017 (0.002) 0.000 337,724
Indicator for software use 0.828 (0.002) 0.004 (0.002) 0.009 (0.002) 0.000 303,514
Number of active days 1.747 (0.018) 0.625 (0.026) 1.711 (0.02) 0.028 303,514
Number of active days/trial length 0.25 (0.001) −0.08 (0.001) −0.134 (0.001) 0.078 303,514
Log usage during trial 4.77 (0.013) 0.196 (0.018) 0.411 (0.014) 0.003 303,514
Log average daily usage during trial 3.197 (0.009) −0.357 (0.012) −0.737 (0.009) 0.022 303,514
Dormancy length 4.631 (0.043) 5.135 (0.06) 16.432 (0.047) 0.337 303,514

Note. Standard errors in parentheses.
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Together, the previous findings suggest that two
opposing effects of trial length on usage and subscrip-
tion. We depict these effects in Figure 3. On the one
hand, as trial length increases, product usage and con-
sumer learning about the software increases. This
increase in usage can have a positive effect on sub-
scriptions. On the other hand, as trial length increases,
the gap between the last active day and the end of the
trial increases, whereas the average number of active
days and usage per day reduces. These factors are
associated with lower subscriptions. In our case, it
seems that the latter effect dominates the former, and
hence shorter trials are better.8

Our analysis presents three key findings relevant to
the broader theories on the role of free trials for experi-
ence goods. First, we rule out the well-known demand
cannibalization hypothesis advocated bymany theoreti-
cal papers (Cheng and Liu 2012, Dey et al. 2013). These
papers argue that, with longer trials, free-riders can
use the product extensively during the trial, get their
project/job done, and avoid subscribing. However, the
results in Figure 2 and Table 7 rule out the free-riding
hypothesis because users who use the product heavily
during the trial are also more likely to subscribe. How-
ever, this evidence is for the full population of users.
Second, we provide empirical support for the consumer
learning hypothesis proposed in analytical papers (Dey

et al. 2013) because we find that longer trials lead to
more usage, which in turn is associated with higher
subscription. Third, we identify a novel mechanism
that plays a significant role in the effectiveness of free
trials: the negative effect of long dormancy periods on
subscription. We provide more evidence in support of
these ideas in Section 6, where we discuss the hetero-
geneous response of different types of users.

4.3. Heterogeneity in Users’ Responsiveness
Thus far, we have shown that the 7-day trial is the
best average treatment and provided some intuition
for why. However, the effect of trial length could be
heterogeneous across users and the mechanisms dis-
cussed earlier could be differentially important for dif-
ferent types of users. We now examine whether this is
indeed the case.

In the top left panel of Figure 4, we partition the
data into six subgroups based on the user’s geo-
graphic region and present the average subscription
rates for the three trial lengths for each region. The
results suggest that there is some heterogeneity in
response rates by region. For example, the 14-day trial
is more effective in Germany, whereas the 7-day trial
is more effective in the United States. Next, we per-
form a similar exercise on skill-level and job (see the
top right and bottom panels in Figure 4). Again, we

Figure 2. (Color online) Relationship Between Usage and Subscription Rate for Different Trial Lengths

Notes. (a) The subscription rate based on the last day of trial use for different trial lengths. (b) The subscription rate based on the number of active
days for different trial lengths.

Table 7. Regression of Subscription on Usage Features and Trial Length, with All Pretreatment
Variables Included as Controls (Not Shown in Table 6)

Coefficent Standard error z P > |z| [0.025 0.975]

Indicator for using the software −0.5145 0.036 −14.252 0.000 −0.585 −0.444
Total downloaded packages 0.5632 0.013 43.789 0.000 0.538 0.588
Number of active days 0.0440 0.002 19.241 0.000 0.040 0.049
Log usage during trial 0.0620 0.005 11.267 0.000 0.051 0.073
Dormancy length −0.0297 0.001 −30.141 0.000 −0.032 −0.028
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find that users’ responsiveness to the treatment is a
function of their skill level and job. For instance, the
7-day trial is significantly better for beginners,
whereas the 14-day trial is more effective for mixed-
skill users.

These results suggest that users’ responsiveness to
trial lengths is heterogeneous on many pretreatment
variables. If the firm can successfully exploit the dif-
ferent sources of heterogeneity and personalize its
free trial assignment at the individual level, then it
may be able to further improve subscriptions.

5. Counterfactual Analysis: Personalized
Policy Design and Evaluation

The previous preliminary evidence suggests that the
firm can benefit from personalizing free trial assign-
ment. In Section 5.1, we describe the procedure we
use to design the personalized policy. Next, in Section
5.2, we present the gains from the personalized policy
in our setting. Next, in Section 5.3, we compare the
performance of our approach to other personalized
policies.

5.1. Optimal Policy Design
Let i ∈ {1, : : : ,N} denote the set of independent and
identically distributed users, where each user is char-
acterized by a pretreatment covariate vector Xi ∈ X of
dimension D. Let Wi ∈W denote the treatment or
intervention that i receives. W � {0, : : : ,W − 1} refers
to the set of treatments, and the total number of treat-
ments is W. Finally, let Y(Xi,Wi) denote the outcome
for a user i with pretreatment variables Xi when she is
allocated treatmentWi.

A personalized treatment assignment policy, π, is
defined as a mapping between users and treatments
such that each user is allocated one treatment,
π : X→W. The firm’s goal is to choose a policy π
such that it maximizes the expectation of outcomes,
1
NE

∑N
i�1Y(Xi,Wπ

i )
[ ]

. Thus, for policy π and outcome of
interest Y, we can write our reward function as
R(π,Y) � 1

N
∑N

i�1E Y(Xi,π(Xi))[ ]. Thus, given a reward

function R(π,Y), the optimal personalized policy is
given by

π∗ � arg max
π∈Π

R(π,Y)[ ], (1)

whereΠ is the set of all possible policies.
The problem of finding the optimal personalized pol-

icy is equivalent to one of finding the policy π∗ that
maximizes the reward functionR(π,Y). As discussed in
Section 1, this is a nontrivial problem because the car-
dinality of the policy space can be quite large.9 There-
fore, a direct search over the policy space to find the
optimal policy is infeasible. Therefore, we adopt a two-
step approach to find the optimal policy π∗ that avoids
this problem. To do so, we make the three standard
assumptions on (1) unconfoundedness, (2) Stable Unit
Treatment Value Assumption, and (3) positivity. Given
that our data come from a fully randomized experi-
ment, assumptions (1) and (2) are automatically satis-
fied. Furthermore, assumption 2 is satisfied because
we do not expect any network effects in our setting
(because the experiment was run on unconnected users
distributed all over the world).

With these assumptions in place, we can design the
optimal personalized policy if we either have esti-
mates of the outcome of interest or pairwise treatment
effects. In the main analysis, we design our personal-
ized policy based using outcome estimates based on
lasso (Tibshirani 1996, Friedman et al. 2010). That is,
we model the subscription outcome using as f (x,w) �
E[Y | Xi � x,Wi � w], where f (·) is a lasso model. Lasso
estimates a linear regression that minimizes the MSE
with an additional term to penalize model complexity
as shown here:

(β̂1, β̂2, β̂3) � arg min
∑n

i�1
Yi −Xiβ1 −Wiβ2 −XiWiβ3
( )2

+λ(||β1||1 + ||β2||1 + ||β3||1), (2)

where ||βi||1 is the L1 norm of the vector βi and is equal
to the sum of the absolute value of the elements of
vector βi. Intuitively, if there are multiple weak (and
correlated) predictors, lasso will pick a subset of them

Figure 3. Effect of Trial Length on Usage and Dormancy Length and Subsequently Subscription
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and force the coefficients of others to zero, thereby
estimating a simpler model. Model selection in lasso
is data-driven; that is, λ is a hyper-parameter that is
learned from the data (and not assumed). Please see
Online Appendix D for details of our lasso estimation.

Next, using estimate of the expected outcome,
ŷ(x � Xi,w), from the lasso model, we obtain the opti-
mal personalized policy based on for observation i as

πlasso(Xi) � w∗, where w∗ � arg max
w∈W

ŷ(x � Xi,w): (3)

Our personalized free trial policy, πlasso partitions the
population into three segments: 7-, 14-, and 30-days
optimal segments, which constitute 68.9%, 23.2%, and
7.9% of the population, respectively.

5.2. Empirical Policy Evaluation: Gains from
Personalization

We now empirically evaluate and quantify the gains
from the personalized free trial policy πlasso over

nonpersonalized policies. To do so, we first define
three uniform (one length for all) policies:

• π30: This policy prescribes the 30-day treatment for
all users. It was used by the firm at the time of the
experiment, and we therefore use it as the baseline pol-
icy in all our comparisons.

• π14: This policy prescribes the 14-day treatment for
all users.

• π7: This policy prescribes the 7-day treatment for
all users. Because we found that 7 days is the best aver-
age treatment in Section 4.1, this is the best uniform
policy.

We evaluate the expected reward from the policies
(both personalized and uniform) using the IPS estima-
tor that has been extensively used in the off-policy
evaluation literature (Horvitz and Thompson 1952,
Dudı́k et al. 2011) and has recently been applied in the
marketing too (Hitsch and Misra 2018, Simester et al.
2020b, Rafieian and Yoganarasimhan 2021). For any
given policy π, this estimator takes all the observa-
tions where the user received the policy-prescribed

Figure 4. (Color online) Heterogeneity in Consumers’ Response to the Three Trial LengthsWithin Three Categories: Geographic
Region, Skill, and Job

Notes. The six geographic regions shown are as follows: Australia and New Zealand, France, Germany, Japan, and United States (in that order).
Under each subcategory, the fraction of users in that subcategory are shown.We do not include subcategory names for Job to preserve the firm’s
anonymity (*p < 0.1; **p < 0.05; ***p < 0.01).
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treatment and scales them up by their propensity of
receiving the treatment assigned to them. This scaling
gives us a pseudo-population that received the policy-
prescribed treatment. Thus, the average of the out-
come for this pseudo-population gives us an unbiased
estimate of the reward for the full population, if we
were to implement the proposed policy in the field.
Formally,

R̂IPS(π,Y) � 1
N

∑N

i�1

1[Wi � π(Xi)]Yi

êπ(Xi)(Wi) , (4)

where êπ(Xi)(Wi) is the probability that a user whom
the policy prescribes treatment π(Xi) is givenWi.10

We present the expected rewards (or subscription
rates) from all the three uniform policies and πlasso in
the top panel of Table 8. The key finding is that
personalization based on pretreatment demographic
variables leads to more than 6.8% improvement in
subscription compared with the baseline uniform pol-
icy of giving a 30-day trial for all. Furthermore, we see
that the personalized policy also does better than the
best uniform policy of 7 days for all. To examine
whether this difference is significant, we conduct a
paired t test based on bootstrapping as follows. We
repeatedly (20 rounds) split the entire data into train-
ing and test (in the same proportion used in the main
analysis, that is, 0:7=0:3). Then, in each round, we
train a lasso model on the training set using a five-
fold cross-validation and calculate the IPS rewards
(based on Equation (4)) for both π7 and πlasso on the
test data. Finally, we run a two-sided paired t test to
compare lasso’s performance with the uniform all
7-day policy. The t statistic and p value for the two-
sided test are 3.123 and 0.0056, respectively, which
confirms that the personalized policy πlasso is better
than the best uniform policy π7.

That said, notice the magnitude of gains from per-
sonalization (over the best uniform policy) is modest.
This is understandable because the personalized pol-
icy assigns about 70% of users to the 7-day treatment,
and the gains from personalization only accrue from
the remaining 30% of users who are allocated the 14-
or 30-day treatments. As Simester et al. (2020a) point
out, this is because the difference in the the perform-
ance of the two policies for users assigned to the
7-day trial is exactly zero. Furthermore, our treatment
effect is small compared with the outcome: a common
occurrence for marketing interventions such as adver-
tising or promotions (Lewis and Rao 2015). These
findings are consistent with the recent literature on
personalization (Yoganarasimhan 2020, Rafieian and
Yoganarasimhan 2021), which demonstrate positive
but moderate gains from personalization digital
interventions.

5.3. Comparisons and Robustness Checks
Thus far, we used lasso as the outcome estimator to de-
sign our personalized policy.We now examinewhether
counterfactual personalized policies based on other out-
come and heterogeneous treatment effects estimators
perform better. Specifically, we consider policies based
on four additional outcome estimators: (1) linear regres-
sion, (2) CART, (3) random forests, and (4) XGBoost,
and two conditional average treatment effects (CATE)
estimators: (1) causal tree and (2) generalized random
forests. The technical details of these models and their
tuning details are shown in Online Appendices E
and F.

First, we find that each of these policies behaves
quite differently when it comes to treatment assign-
ment (see Table A8 in Online Appendix G for details).
Interestingly, we find that policies based on CART
and causal tree do not personalize treatment assign-
ment and end up giving the 7-day treatment to all
users, that is, π7 ≡ πcart ≡ πc_tree. We also find that in
πxgboost is quite similar to πlasso. Both prescribe the
7-day trial to ≈ 70% of users, the 14-day trial to ≈ 20%
of users, and the 30-day trial to ≈ 10% of users. In con-
trast, πreg and πr_ forest prescribe the 7-day treatment to
the least number of users, whereas πc_ forest prescribes
the 7-day treatment to 91% of users (and the 30-day
treatment to no one).

Next, in the bottom panel of Table 8, we present the
performance of these policies. We find that πlasso con-
tinues to be the best, and the second-best policy is
πxgboost. There are two main takeaways here. First,
poorly designed personalized policies (e.g., those
based on regression and random forest) can actually
do worse than the best uniform policy on the test
data. Second, we do not find much correlation
between an outcome estimator’s predictive ability and
its efficacy in policy design. For instance, random for-
est has a lower mean squared error on the test data
compared with lasso, but πr_ forest is much worse than
πlasso (see Table A9 in Online Appendix G). This is
likely because the objective function in outcome esti-
mation methods is predictive ability, which is differ-
ent from policy design or performance. In sum, our
findings suggest that managers should be careful in
both designing and evaluating personalized policies.
It is critical to (1) not conflate a model’s predictive
ability with its ability to form policy and (2) evaluate
the performance of each policy on an independent test
data with appropriate policy evaluation metrics.

Next, we find that the recently proposed heteroge-
neous treatment effects estimators, causal tree and
causal forest, perform poorly when it comes to per-
sonalized policy design. Our results suggest that man-
agers may be better off adopting the best uniform
policy instead of investing resources in personalizing
policies based on these methods. This is an important
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finding because these methods are gaining traction in
the marketing literature and researchers are starting
to use them (Fong et al. 2019, Guo et al. 2021). Our
findings suggest that relying on heterogeneous treat-
ment effects estimators can be suboptimal.

Finally, we examine where there is any relationship
between the estimates of treatment effects based on a
specific method and the performance of the policy
based on it. Figure 5 shows the cumulative density func-
tion (cdf) of τ7,30 for all the methods used for policy
design. The estimated distributions of τ14,20, and τ7,14
are shown in FigureA2 inOnlineAppendix G, and their
interpretations are largely similar to that presented here
for τ7,30.11 The first pattern that stands out is that treat-
ment effects estimates based on CART, causal tree, and
casual forest show very little heterogeneity (see the
three vertical lines to the right of zero). This explains
why policies based on these methods perform poorly;
they are unable to personalize the policy sufficiently
to optimize users’ response at the individual level. In
contrast, the treatment effect estimates based on linear
regression and random forest show the maximum
amount of heterogeneity (see the two rightmost curves).
This pattern, in combination with the poor performance
of πreg and πr_ forest on test data (and their extremely
good performance on training data) hints at overfitting
problems. That is, these models seem to infer much
more heterogeneity than is true in the data. Interest-
ingly, we see that the CDFs of treatment effects based
on lasso and XGBoost lie somewhere in between the
above two groups. They show sufficient heterogeneity
but not too much. Hence, policies based on these meth-
ods can personalize the treatment sufficiently without
overfitting. Recall that the dispersion in treatment
assignment for these two policies is higher than that in
πcart, πc_tree, and πc_ forest, but lower than that in πreg and
πr_ forest. Thus, the ideal estimators for policy design are
those that are able to capture sufficient heterogeneity to
personalize effectively without overfitting (i.e., capture
spurious heterogeneity).

6. Segmentation Analysis and Additional
Evidence for Mechanism

Thus far, we focused on the question of “Who (should
get a treatment).” We now examine the question of
“Why (should s/he get a specific treatment).” Under-
standing why some users respond well to longer tri-
als, whereas others respond better to shorter trials can
give us insight into consumers’ preferences and
decision-making process. These insights are valuable
for two reasons. First, from the firm’s perspective,
they can be leveraged to improve other marketing
interventions such as advertising and pricing. Second,
from a research perspective, this gives us a better
understanding of the sources of heterogeneity in the
effectiveness of trial length on conversion and mecha-
nisms at play, which can be generalized to other
settings.

We now correlate a user’s optimal treatment with
her pretreatment demographic and posttreatment
behavioral variables. In the process, we present addi-
tional evidence for the mechanism through which trial
length affects conversion, as discussed in Section 4.2.
We conduct three sets of analyses to understand the
mechanism and characterize the three segments. First,
we quantify the differential effect of trial length on the
download and usage behavior of the three segments.
Second, we characterize the heterogeneity in the effect
of usage on subscription across the three segments.
Finally, we correlate a user’s optimal treatment with
her/his pretreatment demographics and posttreat-
ment outcomes to characterize the three segments. We
refer readers to Online Appendix H for the details of
these analyses and provide a summary of the three
segments below.

• Seven-day optimal segment: A vast majority of
these users are beginners or students, and they are the
least likely to subscribe. These users use the product
more when given longer trials but don’t scale up their
usage as much as the 14-day optimal segment. This is
understandable because most of them lack the skills to

Table 8. Gains in Subscription from Implementing Different Counterfactual Free-Trial Policies

Policy category Policy

Estimated subscription (%) Increase in subscription (%)

Training set Test set Training set Test set

Personalized based on lasso πlasso 15.85 15.62 7.97 6.81
Uniform π7 15.32 15.44 4.34 5.59

π14 14.90 15.11 1.45 3.28
π30 (Baseline) 14.68 14.63 — —

Alternative personalized policies πreg 15.89 15.33 8.21 4.83
πcart 15.32 15.44 4.34 5.59

πr_ forest 17.42 14.82 18.67 1.32
πxgboost 16.00 15.53 8.98 6.17
πc_ forest 15.58 15.46 6.09 5.71
πc_tree 15.32 15.44 4.34 5.59

Note. The results for policies πcart, πc_tree, and π7 are the same since they prescribe the 7-day treatment to all users.
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use the product extensively, even if given the opportu-
nity to do so. Furthermore, the negative effect of long
dormancy periods is the most severe for this segment.
This is understandable because these users are less
familiar with the product, so when they go for a long
period without using the software, they are more likely
to conclude that the software is not useful and choose
not to subscribe.
Overall, we find that short trials are more effective for
beginners and new users because even though there
are some positive effects of learning and usage,
extended periods of inactivity at the end of long trials
can have a strong negative effect on their subscription.
One might wonder if this result simply stems from the
fact that beginners have short tasks that require more
than a week to complete (but still less time than 14/30
days), which leads them to have lower subscription
rates when assigned the 14- and 30-day trial (i.e., a
more complex version of the demand cannibalization
hypothesis). However, if this explanation is true, then
we should find that beginners/7-day optimal users
who are assigned to the 14- and 30-day trial should be
less likely to subscribe if they use the product more.
However, we find the opposite; see Online Appendix
H.4.

• Fourteen-day optimal segment: These users are
more likely to be mixed skill, and they have the highest
usage and subscription rates. This segment takes the
most advantage of longer trials; that is, they use the
product the most and have the shortest periods of dor-
mancy when given longer trials. It seems like these
users actually try the product’s features and evaluate
the product carefully before deciding whether to sub-
scribe or not. However, the effect of usage on subscrip-
tions is lower for these users (compared with the other
two segments). This is likely because they are figuring
out whether the software is a good fit or not, and more
usage may lead some users to learn that it is not a good
fit. Furthermore, the magnitude of the negative effect
of dormancy length on subscription is also high for
them. That is why the 30-day trial is not optimal for

these users: the higher usage that comes with a more
extended trial does not translate to big differences in
subscription, but they still get hit by the increase in dor-
mancy length with the 30-day trial. On the other hand,
when they are given only 7 days, they cannot use the
product much, and the benefit from higher usage is not
realized. Thus, 14 days is ideal for these users.

• Thirty-day optimal segment: These users are more
experienced than average are less likely to be students
and hobbyists, and more likely to sign up through the
app manager instead of the website. These factors sug-
gest that these aremore likely to be experienced/legacy
users who are already familiar with the software. Long
dormancy periods have the least negative effect on
these users. This is understandable because these users
are likely to be already aware of and experienced with
the software. Thus, they are unlikely to infer that the
product is not useful if they do not use it for a few days
at the end of the trial. Furthermore, longer trials lead to
more usage for these users, and the effect of usage on
subscription is also high. Thus, giving them 30 days for
trial is good.

One interesting pattern in the previous findings is
the nonmonotonicity of usage across the three seg-
ments. We find that 7-day optimal users use the prod-
uct the least, followed by the 30-day optimal users,
whereas the 14-day optimal users use the product the
most. This can be explained by the relative expertise
levels of the three groups. The extent to which a user
uses the product depends on two factors: (1) how
much do they need to evaluate the product and (2)
how much can they evaluate product? The 7-day opti-
mal users, who are predominantly beginners have the
least ability to explore the product features and hence
use it the least. In contrast, the 30-day optimal users,
who are more likely to be experts and legacy users,
have the highest ability to evaluate the product. How-
ever, given their expertise and familiarity with the
software, they can do this without extensive usage.
Finally, the 14-day optimal users, who are more likely
to be mixed-skill users, have both high need to

Figure 5. CDF of Estimated CATEs for 7 vs. 30 Days of Free Trial fromUsing Different Methods (for Test Data)
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evaluate the product and sufficient ability to explore
it. Hence, they have the highest usage.

It worth mentioning that our findings provide par-
tial support to the theories proposed in the literature
on the relationship between users’ skill-level/experi-
ence and the effectiveness of free trials. For example,
Dey et al. (2013) argue that longer trials are beneficial
only when the learning rate is sufficiently large. We
find that this is true in our case as well. However, this
prior analytical research does not consider the nega-
tive effect of dormancy length on subscription, espe-
cially for beginners and new users. They argue that
beginners should be given longer free trials because
longer trials allow them to learn about the product,
which increases their likelihood of subscription. In
contrast, we find that short trials are optimal for
beginners. Although longer trials have a positive
impact on the usage and subscription of this group,
they are also the group whose subscription is most
negatively affected by longer dormancy periods.
Thus, ignoring the negative impact of dormancy
length can lead us to make suboptimal allocations of
trial lengths for different segments.

Our findings suggest that firms and managers should
take into account the heterogeneity in the evolution of
usage and inactivity (as trial length increases) for differ-
ent consumer types and customize trial lengths based on
these patterns. In our setting, users require some skill
and need to invest the effort to learn and use the soft-
ware effectively. In particular, beginners and inexper-
ienced users are unable to scale up their usage with
longer trials and therefore have longer periods of inac-
tivity later in the trial period (which has a detrimental
effect on subscription). However, if the software is sim-
ple and easy to use, we would not see such periods of
inactivity. Interestingly, this suggests that simpler prod-
ucts may benefit from longer trials (especially for begin-
ners), whereas more complex products may benefit
from shorter trials. In sum, both the complexity of the
product and the skill of the user jointly determine usage
and activity (or inactivity), which then affects subscrip-
tion. Our results provide some general guidelines to
firms on how to pick the right trial length for different
products and segments.

7. Long-Term Outcomes: Consumer
Loyalty and Profitability

Thus far, we focused on short-run outcomes in our
policy design and evaluation. However, a policy that
maximizes subscriptions (or short-run conversions)
may not be the best long-run policy if it brings in
users who are less profitable or less loyal. For example,
a policy that increases subscriptions among students
(who get a significant educational discount and hence
pay lower prices) and/or users who subscribe to
lower-end products/bundles (that are priced much
lower than the all-inclusive software suite) at the
expense of high-end users can lead to lower revenues.
Similarly, a policy designed to maximizes subscrip-
tions may do so at the expense of long-term retention;
that is, it may bring in the less loyal consumers who
churn within a short period. Thus, a subscription-
optimal policy may in fact be suboptimal from the per-
spective of long-run outcomes (Gupta et al. 2006, Fader
and Hardie 2009, McCarthy et al. 2017). In this section,
we therefore examine two important postsubscription
outcomes of interest for the firm.

• Consumer loyalty, as measured by subscription
length or the number of months a user subscribes to the
service over the two-year period after the experiment.

• Consumer profitability, as measured by the reve-
nue generated by the user over the two years after the
experiment. (In SaaS settings, revenues and profits can
be treated as equivalent because the marginal cost of
serving an additional user is close to zero.)

7.1. Gains in Retention and Revenue from
Counterfactual Policies

We first show the average treatment effect of the three
trial lengths on retention and revenue in Table 9 and 10.12

We find that the 7-day trial continues to be the best. In
the test data, it increases retention by 6.4% and reve-
nue by 7.91%. The average effect of the 14-day trial is
both smaller in magnitude and not significant in the
training data.13 These results largely mirror our find-
ings on the average treatment effect of subscription;
that is, the 7-day trial is the best treatment.

Next, we examine how the uniform and person-
alized targeting policies described in Section 5.2 perform

Table 9. Average Effect of the 7- and 14-Day Treatments on Subscription Length Compared with the Control Condition of
30-Day Free Trial

Data Treatment Average subscription length Retention difference t statistics Percentage gain over baseline

Training data 7 days 2.32 0.16 4.27 7.27
14 days 2.22 0.06 1.54 2.59
30 days 2.17 — — —

Test data 7 days 2.33 0.14 2.42 6.28
14 days 2.32 0.13 2.27 5.91
30 days 2.19 — — —
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on the two long-term outcomes of interest. To derive
the the IPS estimates of average subscription length
and revenue under policy π, we first segment users into
three groups based on the policy-prescribed treatment:
(1) π(Xi) � 7 days, (2) π(Xi) � 14 days, and (3) π(Xi) �
30 days. Then, we use the observed subscription lengths
and revenues as the outcome variables (Yi) in Equation
(4) to estimate the IPS rewards for these outcomes. Table
11 shows the results from this analysis. The main take-
away is that the personalized policy, πlasso, which was
designed to maximize subscriptions, also does well on
consumer loyalty and revenue compared with the other
uniform policies. This is valuable from the the firms’
perspective because it suggests that policies optimized
for short-run outcomes are largely aligned with long-
run outcomes as well.

7.2. Gains in Short-Run vs. Long-Run Outcomes
An interesting empirical pattern here is that the gains
in subscription length and revenues are quantitatively
different from the gain in subscription (compare the
percentage increases in Tables 8 and 11). We now dis-
cuss the source of this difference.

We can write down the expected subscription
length (denoted by Yl

i) conditional on treatmentWi as

E(Yl
i |Wi) � Pr(Ys

i |Wi) ·E Tend −Tstart |Wi,Ys
i � 1

[ ]
, (5)

where Pr(Ys
i |Wi) is the probability that user iwill sub-

scribe conditional on receiving treatment Wi, and
E Tend −Tstart |Wi,Ys

i � 1
[ ]

is i’s expected length of sub-
scription conditional on receiving treatment Wi and
subscribing (Ys

i � 1). The reason for the discrepancy in

the gains on the two outcomes, subscription and sub-
scription length, becomes apparent from Equation (5).
If trial length affects not just subscription, but also
how long a subscriber will remain loyal to the firm,
then the gains in Yl

i will be naturally different from
the gains in subscription. To examine if this is true in
our data, we present the summary statistics for E Tend[
−Tstart |Wi,Ys

i � 1] for the three trial lengths in Table
A16 in Online Appendix I. We see that there are some
small differences in this metric across the three trial
lengths, which account for the differences between the
gains in subscription and gains in subscription length.

Similarly, we can write the expected revenue
(denoted by Yr

i ) conditional on treatmentWi as

E(Yr
i |Wi) � Pr(Ys

i |Wi) ·E Tend −Tstart |Wi,Ys
i � 1

[ ]

·E Pricei |Wi,Xi,Ys
i � 1

[ ]
: (6)

This is similar to Equation (5), with the additional
E Pricei |Wi,Xi,Ys

i � 1
[ ]

term. It suggests that trial length
can influence revenues through three channels: (1) sub-
scriptions, (2) length of subscription, and (3) price of
the product subscribed. The first two were already dis-
cussed in the previous paragraph. We now examine
whether the products that consumers subscribe to and
the prices that they pay are also a function of trial
length. That is, we examine whether E Pricei |Wi,Xi,[
Ys
i � 1] is indeed a function of Wi in our data. The price

that a subscriber pays is a function of both the product
that s/he subscribes to (e.g., single product, all-
inclusive bundle) and her/his demographics (e.g., stu-
dents pay lower prices for the same product). In Table

Table 10. Average Effect of the 7- and 14-Day Treatments on Revenue Compared with the Control Condition of 30-Day
Free Trial

Data Treatment Average revenue Revenue difference t statistics Percentage gain over baseline

Training data 7 days 82.65 6.17 3.75 8.06
14 days 79.08 2.59 1.58 3.38
30 days 76.49 — — —

Test data 7 days 83.72 6.14 2.42 7.92
14 days 84.02 6.44 2.53 8.30
30 days 77.58 — — —

Table 11. IPS Estimates of the Average Subscription Length and Revenue Under Counterfactual Policies (Three Uniform
and One Personalized)

Category Policy

Subscription length Revenue

Estimate (mo) Increase (%) Estimate ($) Increase (%)

Training Test Training Test Training Test Training Test

Personalized πlasso 2.39 2.36 10.42 7.96 85.96 86.67 12.38 11.72
Uniform π7 2.32 2.33 7.27 6.28 82.65 83.72 8.06 7.92

π14 2.22 2.32 2.59 5.91 79.08 84.02 3.38 8.30
π30 (Baseline) 2.17 2.19 — — 76.49 77.58 — —
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A17 in Online Appendix I, we present the distribution
of products and subscription type by trial length for all
the subscribers in our data. Again, we see that there are
some minor differences in product and subscription
types across trial lengths, which explain the differences
in revenue gains.

7.3. Optimizing on Long-Run Outcomes
Thus far, we saw that a personalized policy designed
to optimize short-run conversions also does well on
long-run outcomes. However, this still begs the ques-
tion of how it compares to policies directly optimized
to maximize long-run outcomes. In practice, the prob-
lem with using retention/revenues until some period
T (e.g., two years) is that we have to wait until T to
identify the best policy and then implement it. This is
both suboptimal and impractical from a firm’s per-
spective. In contrast, using a short-term outcome such
as subscriptions to design policy and then projecting
the policy gains on long-term objectives (e.g., reve-
nues) is both practical and feasible. However, a policy
optimized on short-run outcomesmay still performworse
than one directly optimized on long-term outcomes.
Therefore, we examine and compare the performance of
the policy designed to maximize subscriptions with poli-
cies designed to maximize customer loyalty or profit-
ability and see which performs better in our context.

To that end, we now design two other personalized
policies designed to maximize: (1) subscription length
and (2) revenue. The policy design follows the same
procedure described in Section 5.1, but with revenue
(Yr

i ) and subscription length (Yl
i) as our outcome varia-

bles. That is, we first estimate two separate lasso mod-
els with the previous two variables as outcome
variables and then assign policy based on them.

Table 12 compares the performance of the three per-
sonalized policies on the three outcome variables of
interest to the firm: subscriptions, subscription length,
and revenue.14 Interestingly, we find that the policy
optimized on short-run conversions (subscriptions) also
performs the best on retention and revenue. There are
three reasons for this. First, as we saw in the previous
section, conditional on subscription, the differences in
retention length and products purchased are relatively
minor. Hence, optimizing on subscription is largely

consistent with optimizing on retention/revenue. Sec-
ond, recall that the long-run outcomes are missing for
about 7% of the subscribers. Therefore, the policies
based on these outcomes have less information for
training, which compromises their generalizability and
hampers their performance on the test data. Third, sub-
scription is a binary outcome and as such has no var-
iance in the positive realizations. In contrast, the
variance in the long-run outcome variables (subscrip-
tion length and revenue) can be quite high. This var-
iance makes it harder to generalize models based on
these outcomes, which in turn adversely affects the per-
formance of policies based on them.

In summary, our findings suggest that if there are
no significant differences in customer loyalty and
profitability as a function of the promotional channel
through which the user converted (trial length in this
case), then optimizing low-variance short-run conver-
sions will also lead to more generalizable policies that
will also perform well on long-run outcomes.

8. Conclusions
Free trials are now a commonly used promotional
strategy for SaaS products and other digital experience
goods. In this paper, we examine the effect of trial
length on consumers’ subscription and retention deci-
sions using data from a large-scale field experiment run
by a leading SaaS firm, where the firm randomly
assigned new users to 7, 14, or 30 days of free trial. We
leverage two unique features of the data in our study:
(1) the exogenous assignment of trial length and (2) the
user’s posttreatment product download and usage data
during the trial period.

We find that the shortest trial length (7 days) is the
best average treatment and maximizes both short- and
long-run outcomes, customer acquisition, retention, and
profitability. Although this result is likely to be specific
to our setting, we examine the behavioral underpinning
of these findings and provide some evidence on the
mechanisms at play. We rule out the demand cannibal-
ization or free riding theory, find support for the con-
sumer learning hypothesis, and identify a novel
mechanism that plays a significant role in the effective-
ness of free trials: the negative effect of long stretches of
inactivity at the end of the trial on subscription.

Table 12. Expected Mean of the Three Outcomes of Interest Under Policies Optimizing Each Outcome

Data set Policy optimized on Subscription Total revenue Subscription length

Training data Subscription 15.85 85.96 2.39
Total Revenue 15.60 86.41 2.35

Subscription Length 15.71 84.77 2.40
Test data Subscription 15.62 86.67 2.36

Total Revenue 15.45 84.28 2.33
Subscription Length 15.53 84.86 2.35
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We then develop a personalized targeting policy
based on lasso and show that it can lead to a more
than 6.8% improvement in subscription compared
with the baseline uniform policy of giving a 30-day
trial for all. Further exploration of usage within differ-
ent consumer segments in our personalization scheme
suggests that simpler products and experienced users
are more likely to benefit from longer trials. Finally, we
find that the personalized policy designed to optimize
subscriptions also performs well on long-term metrics
such as customer retention and revenues in our setting.
We also compare the performance of our benchmark
personalized policy with alternative personalized poli-
cies developed based on other well-known outcome
estimators (e.g., random forests) and the recently devel-
oped heterogeneous treatment effects estimators (e.g.,
generalized random forests). We find that many alter-
native personalized policies perform poorly and are
often worse than the simple uniform 7 days for all pol-
icy. A key managerial takeaway is that firms should
not naively assume that personalization based on the
most advanced estimators always helps. Instead, they
should develop personalized policies based on a num-
ber of methods and carefully evaluate them using off-
line IPS estimators before investing resources in
deploying personalized policies in the field.

Our paper opens many avenues for future research.
First, although our analysis indicates that product
usage during the trial period affects users’ subscrip-
tion decisions, we do not causally tie usage to sub-
scriptions because usage is endogenous. Nevertheless,
future research may be able to use treatment assign-
ment (e.g., trial length) as an instrument that exoge-
nously shifts usage and directly estimate the effect of
usage on purchase. This can provide further insight
into the question of whether encouraging usage
(either through free trial or product improvements)
can lead to better purchase outcomes. Second, our
analysis suggests that personalized policies do not
always perform better than a simple uniform policy.
One interesting finding is that outcome estimators
that have high predictive ability do not necessarily
do well on personalized policy design (compare the
performance of models in Table A9 in Online
Appendix G with Table 8). Moreover, the finding
that recently developed CATE estimators such as
causal forest do not perform well in our setting is
also surprising. Further investigation into the ques-
tion of whether these results are generalizable would
be a useful next step.
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Endnotes
1 This free trial is at the software product level, that is, users start a
separate trial for each software product, and their trial for a given
product expires 30 days from the point at which they started the
free trial for it.
2 Although the distribution of prices shown to users is the same
across all treatment arms, the distribution of prices paid by the sub-
scribers can be different under each treatment arm. This is because
the length of the free trial can influence which types of consumers
subscribe and the products/bundles that they subscribe to. These
differences can lead to downstream differences in the revenues
under treatments and targeting policies. We discuss these issues in
detail in Section 7.
3 Only a small fraction of people choose to not report these data.
For example, the percentage of users with “unknown” Skill and Job
is 7.4% and 21.9%, respectively.
4 If a user unsubscribes for a period of time and then comes back,
her subscription length is the total number of months that she was a
paying customer of the firm. If a user subscribes to two or more
plans, we aggregate the length of subscription all plans and report
the total. Therefore, the subscription length can be greater than 24
months for such users.
5 In general, it is a better practice to obtain ATEs directly based on
mean comparisons without using regression-based approaches
(Imbens and Rubin 2015). Nevertheless, in Online Appendix B.1,
we present the ATEs based on regressions (with and without con-
trols), and they are statistically indistinguishable from those shown
in the main text.
6 Furthermore, presenting tables of means for each pretreatment
variable is not feasible in our case because all our pretreatment vari-
ables are categorical with a large number of subcategories.
7 Later in the paper, we use the empirical propensities to evaluate
the gains from our models. Therefore, any minor discrepancies in
the propensities of treatment allocation are taken care of; see Equa-
tion (4) and the discussion around it.
8 The results in Table 7 should only be interpreted as suggestive evi-
dence for the second half of the mechanism shown in Figure 3 (and
not causally). This is because the unobserved attributes of the user
that drive use may also drive subscription.
9 The total number of possible policies is W

∏D
d�1 cd , when we have

D pretreatment variables and the dth variable can take cd different
values. This number can be extremely high even in simple settings.
In our application, the cardinality of the policy space is equal to
3987,840.
10 In theory, in a randomized experiment, the propensity of treat-
ment assignment is orthogonal to the treatment prescribed by any
policy π. Thus, e(Wi � w,Xi) � e(Wi � w) ∀w ∈W is known and
constant for all observations. However, in practice, within the set
of users for whom policy π prescribes w, the empirical treatment
propensities might not be the same as that in the full data. There-
fore, we use the empirical propensity, defined as êπ(Xi)(Wi) �
1
N

∑N
j�1 1[Wj�Wi,π(Xj)�π(Xi)]
1
N

∑N
j�1 1[π(Xj)�π(Xi)]

.
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11 For the outcome estimators, we can estimate treatment effects
from outcome estimates as E[Y | Xi � x,Wi � 7days] −E[Y | Xi � x,
Wi � 30days]. For heterogeneous treatment methods, these esti-
mates are directly available (see Equation (A.4) in the online
appendix).
12 A minor point is that we do not have access to subscription
length and revenue data for all subscribers (recall the discussion in
Section 3.3.2). Therefore, we treat the missing observations as zero
in calculations. The results remain qualitatively unchanged if we
instead work with the subset of users for whom we have nonmiss-
ing revenue data.
13 Note that the 14-day trial outperforms the 7-day trial in the test
data (on revenue) even though the 7-day trial is the best policy in
the training data. We present a brief explanation for this discrep-
ancy now. In general, estimates from one data set are valid in
another data set only when the joint distribution of outcomes and
covariates are similar in both data sets. However, in finite sam-
ples, there are usually some minor differences in training and test
data because of the randomness in the splitting procedure. In our
case, the main difference is this: The distributions of subscription
length for the 14-day condition in the training and test data are
different. This is, however, not the case for the 7- or 30-day condi-
tions; see Table A16 in Online Appendix I. Thus, the estimate of
subscription length from the training data does not translate well
to test data, and this leads to the large difference in the subscrip-
tion length and revenue estimates across the training and test
data sets.
14 See Online Appendix I for a discussion of how the treatment allo-
cation varies across the three policies.
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Wang S, Özkan-Seely GF (2018) Signaling product quality through a
trial period. Oper. Res. 66(2):301–312.

Yang J, Eckles D, Dhillon P, Aral S (2022) Targeting for long-term out-
comes. Preprint, submittedApril 9, https://arxiv.org/abs/2010.15835.

Yoganarasimhan H (2020) Search personalization using machine
learning. Management Sci. 66(3):1045–1070.

Zhu M, Yang Y, Hsee CK (2018) The mere urgency effect. J. Con-
sumer Res. 45(3):673–690.

Yoganarasimhan, Barzegary, and Pani: Design and Evaluation of Optimal Free Trials
3240 Management Science, 2023, vol. 69, no. 6, pp. 3220–3240, © 2022 INFORMS

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

67
.1

70
.1

25
.1

88
] 

on
 2

0 
Fe

br
ua

ry
 2

02
4,

 a
t 1

3:
33

 . 
Fo

r 
pe

rs
on

al
 u

se
 o

nl
y,

 a
ll 

ri
gh

ts
 r

es
er

ve
d.

 

https://arxiv.org/abs/2010.15835

	s1
	s2
	s3
	s3A
	s3B
	s3C
	s3C1
	s3C2
	s3C3
	s4
	TF1
	s4A
	s4B
	TF2
	TF3
	s4C
	s5
	s5A
	s5B
	s5C
	s6
	TF4
	s7
	s7A
	s7B
	s7C
	s8

