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Field programmable gate arrays  (FPGAs) are flexible programmable devices that are used in a wide variety of applications such as network routing, signal processing, pattern recognition and rapid prototyping of designs. Unfortunately, the flexibility of the FPGA hinders its performance due to the 
additional logic resources required for the programmable hardware. Today’s fastest FPGAs run in the 250 MHz range.
This research proposes a new family of FPGAs utilizing a high-speed SiGe 
Heterojunction Bipolar Transistor (HBT) design, co-integrated with CMOS in an IBM BiCMOS process.  This device would be bit-wise compatible with the  
Xilinx 6200, with operating frequencies in the 1-20 GHz range.  All logic and routing in this new design is multiplexer based, eliminating the need for pass transistors, the main roadblock to high speed in today’s FPGAs.
A 4x4 Configurable Logic Block (CLB) test design was created using differential Current Mode Logic (CML) with signal swings of 250 mV.  Design innovations include the ability to program multiple personalities, switching between programming personalities in 1 ns, turning off unused parts of the FPGA, trading a 40% reduction in speed for an 86% reduction in power consumption, and integrating CMOS routing directly into CML trees without conversion circuitry.
This is possible  
due to the IBM cointegration of HBTs and CMOS in a BiCMOS process.  
The speed of bipolar combined with power savings of CMOS can now be merged to produce a new family of high-speed FPGAs.

Chapter One


[bookmark: _Toc512233139]Introduction and Historical Review
 The Military’s interest in FPGAs is due to their flexibility and reprogrammability.  Cadets at the United States Military Academy are taught that today’s technology will win tomorrow’s battles, with a heavy emphasis on the role of FPGAs.  FPGAs are used in target recognition systems, cruise missile fire control systems, and high-speed data networks.  The reason FPGAs have such widespread military application is due to their ability to survive in a battlefield environment.  A system that fails after one fault is unacceptable, since it could result in the loss of life and failure of mission accomplishment.  FPGAs can be reprogrammed around faults as well as be improved with new algorithms, thus increasing the effective lifetime of the system.   This chapter outlines the origins of this research, the current state-of the-art of FPGAs, and  possible applications of high-speed FPGAs.

[bookmark: _Toc512233140]1.1  The Early Years
  	The seeds of my FPGA interest were planted as I was finishing my Master’s degree at the University of Colorado, Boulder in 1993.  My hardware-software design class was tasked to build a computer controlled HO-scale (1:87) train set.  We were divided into three groups: a power delivery group, a track sensor group, and a computer interface group.  I was assigned to the power delivery group and we designed a variable duty-cycle system to control the speed of the train.  Unfortunately, each individual group’s efforts separately tested correctly, but when the entire system was put together it did not function properly because the track noise coming from the power delivery system would trigger the sensors.  I vowed that one day I would build a system that my hardware-software design class would be proud of.
When I joined the faculty at the United States Military Academy at West Point in 1993, I was tasked to integrate FPGAs into the electrical engineering curriculum.  I attended a free Xilinx University Research Training program at Notre Dame University  and then wrote a proposal requesting $10,000 from the research fund to buy a Marklin Digital Train set.  The state-of-the-art train utilized microprocessors on board each train, pulsed DC coded signaling for power delivery, and in-track sensors.  The train set was a big success since students could program an FPGA to sense and react in real-time via computer control.  It proved an outstanding tool to recruit new students and won three successive design contests held during graduation week [1,2].  

[bookmark: _Toc512233141]1.2  Project Formulation
   	Upon arriving at RPI in 1998, I contacted Jack McDonald, who was the thesis advisor for my former boss, Jim Loy.  I was looking for an advisor who understood the 3 year time restrictions the Army places on doing a thesis and I wanted to do research in the FPGA area.  I found that Professor McDonald had been awarded a National Science Foundation grant to research high-speed FPGAs. So within a month of arriving at RPI, I joined his research group in August 1998.  
The Fast Reduced Instruction Set Computer (F-RISC) group has been focused on revisiting bipolar technologies in new semiconductor material systems, such as GaAs and SiGe.   Many of the group’s members over the years have specialized in bipolar tree logic and differential routing problems [3], which has served as a starting point for this research.  Though most of the group has moved on to other projects, the use of the SiGe bipolar transistor is still the centerpiece for all research projects in the group.
With only three years to complete a Ph.D., an accelerated program had to be developed to meet the requirements.  The largest learning curve proved to be the Cadence Design System, which is a wonderful state-of-the-art CAD tool.  Working with fellow graduate student Tom Krawczyk, my first exposure to the IBM SiGe design kit was the design of a 16-stage Linear Feedback Shift Register (LFSR).  When I first started learning the Cadence Design System, the tutorial was not IBM specific.  In addition, no one had worked with the CMOS part of the design kit.  I focused part of my efforts on learning the CMOS part of the design kit, creating an IBM specific tutorial, and integrated this into a semester project for the VLSI design class.  Based on the perseverance of Jack McDonald, over 140 students have now been exposed to the Cadence Design System with the state-of-the-art IBM design kit using the tutorial I helped to create.
The project also achieved early exposure when the core ideas were presented at the DOD Workshop on Evolvable Hardware, Pasadena, California, July 1999 [4].  Response from the Xilinx representatives was lukewarm, but a high level of interest was received from the Virtual Computing Corporation (VCC).   The VCC markets the XC6200 and three boards were purchased to support the research project.

[bookmark: _Toc512233142][bookmark: _Toc483211889][bookmark: _Toc483234185]1.3  Potential problems concerning power consumption and interconnect are discussed and solutions are proposed.Introduction to Field Programmable Gate Arrays
A field programmable gate array consists of an array of reconfigurable logic blocks surrounded by segmented programmable interconnect (Figure 1-1) [5]. Design entry and simulation is done in software and used to create the configuration file that defines the FPGA’s logic function.  Once  programmed,  the  
[bookmark: _Toc483240034][bookmark: _Toc483240378]design  is  tested,  validated, and optimized.  The flexibility of the FPGA allows it to reconfigure hardware resources to satisfy the instantaneous needs of a digital system.  This can be done in a few milli-seconds and an unlimited number of times. However, the relatively slow operating speeds of current FPGAs (70-250 MHz), prevents their use in high-speed digital systems.  Logic implemented in an FPGA is less dense and slower than in its gate array implementation [5].  This is mainly due to the large amount of wiring resources needed  (up to 85% of chip area), the on-chip configuration store (up to 10%), leaving only a small fraction of the chip area for active circuitry (as little as 5%).
[image: strucure.wmf]

[bookmark: _Toc512319656]Figure 1-1.  Typical FPGA Design


The logic cell is the basic building block of an FPGA.  These cells can implement either combinational or sequential logic (flip-flops). A matrix of programmable interconnect surrounds the basic logic cells, with programmable I/O on the outside boundaries.  The configuration memory holds the programming bits that determine the function of the logic cell, the cell interconnect, and what inputs and outputs will flow in and out of the logic cells.
An example of an FPGA’s programmable interconnect is depicted in Figure 1-2a, demonstrating how points 2 and 3 would be interconnected.  FPGAs utilize pass transistors (Figure 1-2b) to route signals based on configuration bits stored in memory.  The pass transistor is a simple switch that can act as an AND gate if two are connected in series or an OR gate if connected in parallel.  The equivalent circuit of a pass transistor is effectively a low-pass filter (Figure 1-2c) and studies have shown that the smallest delay between two Configurable Logic Blocks (CLB) in the Xilinx 4000 FPGA family is approximately   1  ns [6, 7].  The  delay  in  the  FPGA’s  programmable  interconnect  is 
[bookmark: _Toc483240035][image: fig1..wmf]

[bookmark: _Toc483240379][bookmark: _Toc512319657]Figure 1-2.  Interconnect Delay



[bookmark: _Toc483211890][bookmark: _Toc483234186]significantly greater than that of a simple wire, because of the significant resistance and capacitance introduced by routing signals though pass transistors.  This resistance and capacitance   reduces  the  noise  margin,  creates  charge-sharing  problems,  and  makes predicting delay difficult.  Connection delays often exceed the delay of the logic block and are therefore one of the fundamental limits on FPGA performance.   The slow operating speed and poor bandwidth caused by the interconnect delay limits the FPGA’s widespread use [5].

[bookmark: _Toc512233143]1.4  Related Work
The high current gain and low input capacitance of bipolar transistors make it an attractive replacement for CMOS in some high performance applications.   Bipolar devices can permit low logic swings, which is essential for GHz operation at low power. In 1983, Fairchild Semiconductor created an Emitter Coupled Logic (ECL) Field Programmable Logic Array (FPLA) [8].  The FPLA was fuse-based and had a 4 ns cycle rate, which was quite fast for 1983.  Unfortunately the project was abandoned due to the high power consumption and limited scalability of the design.
Others have recognized the advantages of bipolar devices.  In 1994, researchers at AT&T Bell Labs fabricated circuits in a 1.5 um, 12 GHz bipolar technology with supply voltages as low as 1.5V.  Some of the circuits fabricated were: 1) 2:1 Multiplexer operating at 2 GHz with a 1.2 mW power dissipation; 2) D-Latch operating at 2.2 GHz dissipating 1.4 mW; and 3) XOR gate with 200 ps delay and power consumption of 1.3 mW [9].
The idea of creating a bipolar FPGA was first described in 1991. A 256-cell bipolar  configurable  array  logic  was  developed  using  1.2 um  double-metal   Collector Diffusion  Isolation  technology [10].   The  CAL256  uses  four transistor  static  RAM  cells (Figure 1-3), npn transistors with an fT of 6 GHz, and a minimum gate delay of 200 ps.     The RAM cells were optimized for fast write times and the outputs were used to control the routing configuration (Figure 1-4).  Partial reconfiguration of cell arrays is possible. During the non-programming operations, the word line drive transistors
[image: figkean2.wmf]
[bookmark: _Toc512319658]Figure 1-3.  Four Transistor Static RAM Cell
[image: figkean.wmf]
[bookmark: _Toc512319659]Figure 1-4.  Multiplexer Cell Routing in the CAL256

were turned off to decrease power consumption and improve stability [11].  Nearest-neighbor routing (North, South, East, West) was accomplished through the use of 4:1  multiplexers.  Note in this early design two global lines (G1, G2), a function out (F), and the ability to route signals through the cell, though routing something directly back (i.e. North In to N Out) from its origin is not permitted.
The bipolar CAL chip implemented 19 functions using multiplexer logic. The Y1 input controls the selection of either Y2 (1) or Y3 (0) as the output for F, with the additional ability to store the output in a D-latch. The functional unit (Figure 1-5) has a remarkable resemblance to the XC6200 Configurable Logic Block. The lead designer, Tom Kean, was hired by Xilinx to design the XC6200 in 1993.  Many of the original design ideas of the CAL256 were incorporated into the XC6200 and also into the design of the circuits for this thesis.  The CAL256 was created for such applications as a high speed   digital    Infinite  Impulse  Response  (IIR)  filter,   ASIC  emulation,   and   digital 
 [image: figkean3.wmf]
[bookmark: _Toc512319660]Figure 1-5.  CAL256 Functional Unit

signal processing.  The idea of a high-speed programmable chip with specific applications was proposed more than ten years ago and the basic ideas are still valid today.

[bookmark: _Toc512233144]1.5  Xilinx Virtex Series of FPGAs
	The Xilinx Virtex series has captured over 90% of the high performance FPGA market [12].  It is interesting to note that Xilinx and IBM have joined forces to create a new generation of chips for use in communications, storage, and consumer applications.  One of their main objectives is to embed the PowerPC processor core inside the Virtex-II to allow designers to custom tailor chips for particular applications at lower cost and a faster time to market.  The Virtex series is aimed at the digital signal processing, complex switching, wireless, and the video/information markets.
	The Virtex-II design calls for up to 10 million system gates (half a billion transistors), with internal clock speeds of 200 MHz.  The Virtex-II architecture is moving towards a 0.10 micron process with eight-layer copper interconnect.  One of the approaches to increase performance is Low Voltage Differential Signaling (LVDS) [12].    LVDS uses 350 mV voltage swings with differential pair logic to provide fast data transmission, common mode noise rejection, and low power consumption.  
The Virtex-II CLB consists of four logic slices that contain two logic cells, individual lookup tables, and dedicated registers (Figure 1-6).  Special logic features are also used to permit fast complex functions to be implemented within two adjacent CLBs.  A Virtex-II CLB is flexible: one CLB can create a 16:1 multiplexer, a 16-bit RAM, or a 16-bit shift register.
In order to overcome the disadvantages of using pass transistors, the Virtex-II utilizes a new Active Interconnect Technology (figure 1-7).  The idea behind this routing strategy is that shorter connections are more probable than longer connections (nearest neighbor) and a fixed-length distribution of interconnect will reduce overall delay.
[image: \\FRISC\USER\godab\CANDIDACY\virtex_clb.wmf]
[bookmark: _Toc512319661]Figure 1-6.  Virtex-II Configurable Logic Block Architecture
Routing studies have concluded that a large distribution of short single and double length routing resources are required, with a gradually decreasing requirement for longer routing signals [13,14].   The Virtex-II does this by  having  the  nearest  12  CLBs within one hop, the next nearest 56 CLBs within 2 hops, and the outside 244 CLBs within 3 hops.  By combining direct routing runs with distributed variable lengths and replacing pass transistors with active sources, FPGA routing delays can be greatly reduced.
 
[image: \\FRISC\USER\godab\CANDIDACY\hop.wmf]
[bookmark: _Toc512319662]Figure 1-7.  Virtex-II Routing Resources between CLBs
Rent’s rule relates the number of input/output pins to the complexity of the circuit, as measured by the number of gates:
                                  P= K x GR                                     (1-1)
where K is the average number of I/Os per gate, G is the number of gates, R is the Rent’s constant, and P is the number of I/O pins on the chip [12].  Table 1-1 list some generic values of Rent’s Exponent and K values for a variety of applications.  
	Application
	R (Rent’s Exponent)
	K (Average I/Os per Gate)

	Static Memory
	0.12
	6

	Microprocessor
	0.45
	0.82

	Gate Array
	0.5
	1.9

	High-Speed Computer Chip
	0.63
	1.4

	High-Speed Computer Board
	0.25
	82



[bookmark: _Toc510765153]Table 1-1.  Rent’s Rule Coefficients


[bookmark: _Toc512233145]1.6  Other Novel High Throughput FPGAs
The Vantis VF1 FPGA architecture is based on a 0.25 um, four metal technology with a 12-36K gate size range.  The designers desired a high performance FPGA, so they focused their efforts on: 1)  An innovative logic block with variable length granularity;   2)  An intelligent, segmented, variable length interconnect structure;  3) An innovative mapping and place and route algorithm [15].    The architecture is scalable up to 1 million system gates with pipelined frequencies up to 250 MHz and external bus speeds of 133 MHz.  Both Xilinx and Vantis agree that interconnect and wiring delays are the dominant problem areas and have tried to limit the problem by utilizing variable length, segmented interconnect.  Both manufacturers cannot seem to get past the 250 MHz performance barrier, so what is needed is a new revolutionary design to create a truly high performance FPGA.
Researchers at the University of California, Santa Barbara claim that an FPGA architecture using ‘Wave Steering’ can produce a throughput of 625 MHz in certain DSP applications [16].  Problems that are highly regular and have almost equal delays on all paths work well in a wave steering architecture.  Problems of this type normally lend themselves to a balanced binary decision tree form.  In a normal combinational circuit, the data must propagate to the output latch before the next input can be sent in (Figure 1-8).  Each triangle represents a multi-level combinational circuit and the arrows represent inputs that are propagated through successive levels of logic until the output is produced.  
[image: waves.wmf]
[bookmark: _Toc512319663]Figure 1-8.  Comparison of Conventional and Wave-Pipelined Circuits
The second row of triangles represents a fairly regular circuit where all paths have almost the same delay.  More that one data wave can exist between two clock cycles because the output data does not need to be latched into the output flip-flops before the next set of inputs arrives.  The internal node capacitances act as latches for the incoming waves.  The concept of wave-pipelining is very similar to instruction set pipelining found in most microprocessors.
	The work in wave-pipelining is less than a year old and is based only on HSPICE simulations.  It is designed in 0.5 um CMOS and is still based on pass transistor logic for routing.  The researchers plan to continue their work and refine the architecture to make it more flexible.  Broader based algorithms are planned to aid in the decomposition of designs and improving placement and routing.

1.7 [bookmark: _Toc512233146]  High-Speed FPGA Uses
High-speed FPGAs are a very desirable tool in many research fields.  In the area of Digital Signal Processing (DSP), a digital filter is one of the main components utilized.  Inside a typical filter there are adders, subtractors, multiplexers, latches, random logic, and multiplexers, all pieces that can be easily constructed in an FPGA.  DSP netlists usually have high fanout signals such as clock and global control signals [17].  Unfortunately, today’s FPGAs are flexible but are slow when compared to an Application Specific Integrated Circuit (ASIC).  
The biggest problem facing DSP design is the inherent serialism of the instruction stream [18].  Many ideas used to speed up microprocessors such as caches, branch prediction, and out of order execution have improved DSP design.  DSP ASICs are considered high-risk because they are slow to market, have limited flexibility, and are expensive.  What is needed in the DSP area is the best of both: the flexibility of the FPGA combined with the speed of the ASIC.

[bookmark: _MON_1042973780][bookmark: _MON_1043240390][bookmark: _MON_1043240431][bookmark: _MON_1046989348]Figure 1-9 is a Finite Input Response (FIR) filter.  A FIR filter works by multiplying an array of the most recent data samples [x(t)], by an array of constants [h(i)], called tap coefficients.  The elements are summed and the output [y(t)] is called the dot 
[bookmark: _Toc512319664]Figure 1-9.  Finite Input Response (FIR)  Filter


product.   Another  sample  of  data  is  input  and  the  whole  process  is  repeated.   The advantage of using an FPGA for this type of application is that the number of array constants or the weighting values for the coefficients can be easily modified.  Changing this in a DSP ASIC means replacing the ASIC.
Research has shown that many parts of a DSP run as well or better in programmable logic compared to a DSP processor.  FIRs, compression algorithms, modulators, demodulators, correlators, sorters, and certain video functions are areas in which programmable logic can excel [18, 19].  The key is tying the algorithm to the hardware development.
Another key area for an improved FPGA is in networking.  Cisco Systems is the world’s leading router manufacturer was well as the largest customer for FPGAs.  With the increasing demand for high-speed broadband networks, high-speed in-line processing will be needed to maintain advancing performance levels.  An application example of a high-speed FPGA in networking is depicted in Figure 1-10 [20].  Past approaches to network security have used packet filtering and applications level proxy gateways, but these approaches cause problems in a high-speed broadband network.  A high-speed FPGA front end processor can filter the relevant signaling information while permitting high-speed connections to be maintained.
  The Firewall Inline Processor (FIP) is a small FPGA based card that accepts or rejects connections between the Internal and External Network Ports.  The FIP acts as a coprocessor by passing data to the Firewall Control Processor (FCP) through the control data port over a permanent virtual channel.  The major functions of the FPGA inside the FIP are: 1) providing connectivity and control information to all memories and data ports; 
2) defining the user-specified functionality and interaction between components;  3)  rapid identification and routing of data streams;  4)  sending messages to the  FCP  and  reacting to FCP commands when higher-level functions are required.  As the speed of the network increases, the need for high-speed inline flexible processing (High-Speed FPGA) will also increase.
[image: atm.wmf]
[bookmark: _Toc512319665]Figure 1-10.  ATM Firewall FPGA Inline Processor
	Another networking area where a high-speed FPGA could prove useful is in the area of protocol processing in the data link, network and transport layers.  A proposed solution is the Super High-speed Protocol Processor (SHiPP), which increases the speed of protocol processing by fine-grain parallel processing [21].  The SHiPP is composed of a content-addressable memory and FPGAs (Figure 1-11).  The State Control Block (SCB) consists of FPGAs and memory that holds the relations between the protocol states and tasks.  The SCB invokes hardware slave circuits to perform the task.  Because of the parallel nature of the SHiPP design, high-speed protocol processing can be accomplished.  The flexible nature of the design allows for protocol updates and different protocols to be implemented. 
Each Hardware Process (HP) executes only one task and several HPs can run in parallel if called by the SCB.  The fine-grain nature of the tasks (calculate, compare, input or output on data pins) lends itself to one task per HP.  The current design of the SHiPP utilizes a 15K-gate FPGA with 300 I/O pins.
[image: shipp.wmf]
[bookmark: _Toc512319666]Figure 1-11.  SHiPP Architecture
Another area where a high-speed FPGA is needed is in the area of image recognition.  Figure 1-12 demonstrates how a real-time image could be scanned at a high input data rate (like a radar) and a pixel-by-pixel comparison could be made with a search image to see if certain distinguishing parts are present.  If a certain threshold is reached, a bit is turned on signifying that a desired characteristic is present in the image.  Another search image could be then loaded for additional matching characteristics.  This would be done by reprogramming the FPGA for a different pixel matching combination.    An FPGA that can take in real-time input and also have the ability to rapidly reprogram itself would have a great impact on improving the state-of-the-art in image recognition.
FPGAs have long been used in the rapid prototyping of microprocessors.  Since an FPGA can be reprogrammed to meet slightly different needs, designers can see how changes affect instruction fetch cycles, memory and cache access times, bus width considerations, and estimation of overall chip performance.  Designers can rapidly prototype a new design of the microprocessor  simply  by  creating  a  new  bit  stream  to
 
[image: \\FRISC\USER\godab\CANDIDACY\corr.wmf]
[bookmark: _Toc512319667]Figure 1-12.  Correlation of Image Example

download into the FPGA.  When comparing FPGAs to ASICs, several advantages become apparent:
· Reduction in turnaround time due to greater flexibility and the ability of the software to speed up the design process.

· Time-consuming parts of an algorithm can be executed in hardware.

· FPGAs can be customized for specific applications, reducing waste in the form of unused circuitry.

· Cost can be reduced by avoiding having to manufacture a single ASIC for each application.

· A general purpose coprocessor can be developed that is closely coupled to a CPU (Reconfigurable Coprocessor)

· A high-speed FPGA can simulate today’s microprocessors, allowing  computer engineers access to design tools they do not currently have.  

· Problems can be addressed at speed and better solutions will be created, since testing can be done at chip speeds instead of at a stepped down rate.

The examples discussed are centered on integer operations on large amounts of data and the processing of input/output streams.  To perform integer operations, the FPGA should be near the CPU; to perform operations on I/O streams, the FPGA should be located near the I/O ports.  The applications discussed are merely a thumbnail sketch of the potential applications of a high-speed FPGA.  The inherent advantages of flexibility, standard cells, and quick reprogrammability combined with speed will make a high-speed FPGA a very desirable part.

   				Chapter Two

[bookmark: _Toc512233147]Silicon Germanium BiCMOS Process
	The physical limits of shrinking silicon CMOS circuits are on the horizon.  Charge concentrations for current process technologies are at the solid solubility limit for dopants currently in use.  Scaling of the gate oxide is reaching the point where the electric field in the insulating oxide can cause the material to breakdown, resulting in device failure.  The oxide layer is getting so thin that electrons can tunnel from the silicon substrate to the gate electrode, resulting in unacceptable leakage currents [22].
	The first SiGe Heterojunction Bipolar Transistor (HBT) was demonstrated in 1987.  The technology has been developed over the years as a solution to many different applications and needs.  SiGe has proven to be competitive in performance, manufacturability, and reliability.  The idea of creating an FPGA out of this technology is novel and the IBM BiCMOS process has advanced to the point where a new high-speed family of FPGAs can now be created.   This chapter outlines why the SiGe HBT is faster than a normal bipolar transistor and the differences between the IBM 5HP and 7HP processes.

[bookmark: _Toc483210372][bookmark: _Toc483211334][bookmark: _Toc483211891][bookmark: _Toc483234187][bookmark: _Toc512233148]2.1  IBM  5HP SiGe HBT BiCMOS Process
Silicon enjoys numerous advantages over other semiconductors:  1)  Si is abundant, easily purified, and large single crystals can be grown defect-free; 2) Si can be doped with both n and p type materials over a large range (1014 to 1023 atoms/cm3); and 3) Si is strong and has excellent thermal properties.  Some of the disadvantages of silicon are:  1)  a comparatively slow carrier velocity (1x107 cm/s); 2) an indirect band gap, which results in poor efficiency in optical devices; 3) the previous history of Si band gap engineering. 
Since there is a 4% lattice mismatch between Si and Ge, the normal diamond crystal structure of pure Si and pure Ge becomes a diamond (Random Alloy).  The larger  lattice constant of Ge makes it a likely candidate for band gap engineering since SiGe should have a smaller band gap than Si.   The compressive strain associated with SiGe alloys produces an additional bandgap shrinkage, with the net result being a bandgap reduction of 7.5 meV for each 1% of Ge introduced [23].  This band offset occurs mainly in the valence band, making this property useful in npn bipolar transistors.  Research has shown that at low Ge levels, there is a linear relationship between the dielectric constant and the concentration of Ge in Si (Table 2-1) [24].  At the highest Ge concentration, the conduction band is lowered by 0.031 eV, which demonstrates the magnitude of the built-in drift field.
[bookmark: _Toc483210375]			      Si		         Ge        	            Si1-xGex	  SiGe x=7.5%
	Crystal Structure
	Diamond
	Diamond
	Diamond Random Alloy

	Atoms (cm-3)
	5.0*1022
	4.42*1022
	(5.0-0.58x)*1022
	4.95*1022

	Dielectric Const
	11.7
	16.2
	11.7+4.5x
	12.03

	Cond Band Min
	1.12
	n/a
	1.12-0.41x+0.008x2
	1.089



[bookmark: _Toc483236299][bookmark: _Toc510765154]Table 2-1.  SiGe Characteristics

[bookmark: _Toc483210373]The IBM SiGe technology offers some of the speed of III-V devices  (Figure 2-1) at the processing costs and yields of silicon. A mature foundry capability has been developed that can produce both 0.5 micron CMOS and 0.5 micron (50 GHz fT) HBT devices  in  one process [25, 26, 27].   Based on the  fT   characteristics  depicted  in  Figure 2-1,  the  1 um, 0.7 mA operating point was selected due to fastest speed/lowest power combination to make our circuits.
[bookmark: _Toc483240037][bookmark: _Toc483240381][image: ft.wmf]
[bookmark: _Toc512319668]Figure 2-1.  IBM SiGe fT  Plots
Bipolar transistors achieve their speed through the use of a very thin base region.  The speed of the collector current depends on how long it takes for charge carriers to travel through the base. By introducing Ge into the base of a Si Bipolar Junction Transistor (BJT), a smaller base band gap is created, which increases electron injection from the emitter and thus decreases the base transit time (Figure 2-2).   The decrease in transit time results in a higher fT and higher  [27, 28].  A higher  permits the base doping level to be raised, lowering the base resistance.  Research has found that the best performance is achieved by having the largest amount of Ge near the base-collector junction and the smallest amount near the base-emitter junction [26].  This design maximizes the drift field for electrons in the base.



[bookmark: _Toc483240038][bookmark: _Toc483240382][bookmark: _Toc512319669]Figure 2-2.  SiGe Drift Field
	For a linearly graded base bandgap, the effective intrinsic-carrier concentration in the base (nieB) can be written as:




     		 (SiGe) =  (Si) exp      			(2-1)
where WB is the intrinsic base width and  Eg is the total bandgap narrowing across the intrinsic base layer due to the incorporation of Ge. The gradual change in bandgap across the base layer ensures high hole mobility and the valence band is effectively flat [29].  The bandgap difference between SiGe and Si appears principally as a valence-band step, a situation of considerable benefit for the formation of npn HBTs.   The saturated collector current density (JCO) becomes:

		JCO (SiGe) =        	 (2-2)
where DnB is the electron diffusion coefficient in the base and NB is the base doping level. The saturated collector current of a normal Si-base transistor with the same profile is:

 		JCO(SiGe) =  						(2-3)
Thus the incorporation of a linearly graded Ge profile has increased the collector current by a factor of:



		 =  =		(2-4)
and we can conclude that the current gain ratio is the same as the collector current ratio since the base current of a SiGe-base transistor is almost the same as a Si-base transistor [29, 30].  The addition of Ge in a Si-base transistor results in an improvement of 4-6 times in collector current and current gain.
In addition, Ge at the collector/base junction gives a higher Early voltage (VA), a desirable characteristic for high-speed [28, 30].  The improvement seen is:


 = 				(2-5)
and the Early voltage increases almost exponentially with the base bandgap narrowing.  The improvement seen is between 10-12 times that of a normal Si-base transistor. 
IBM has developed a graded Ge alloy base where the Ge content varies linearly across the base (Figure 2-3), creating a built-in electric field.  The emitter-base interface has 0% Ge, so the IBM device is really a graded base BJT, but the term HBT is still commonly used. Tables 2-2 and 2-3 provide typical BiCMOS device parameters [25]. Circuits can be created capable of operating up to 20 GHz with Current Mode Logic (CML) with a minimum 13 ps gate delay, while incorporating CMOS  (60 ps gate delay)
[bookmark: _Toc483210374][bookmark: _Toc483240039][bookmark: _Toc483240383][image: doping.wmf]
[bookmark: _Toc512319670]Figure 2-3.  IBM SiGe HBT Doping Profile
	Parameter
	Standard SiGe HBT
	High BVCEO SiGe HBT


	Peak ß
	110
	97

	VA
	61
	130

	ßVA
	6900
	12800

	peak fT GHz
	48
	28

	rbb at peak fT ()
	80
	N/A

	peak fMAX GHz
	69
	57

	BVCEO (V)
	3.3
	5.3

	BVEBO (V)
	4.2
	4.1



[bookmark: _Toc510765155]Table 2-2.  Typical Parameters for an SiGe HBT with AE=0.5x2.5 m2


	Parameter
	n-FET
	p-FET


	Gate material
	n+ poly
	p+ poly

	Leff (m)
	0.36
	0.36

	Tox (nm)
	7.8
	7.8

	VDD (V)
	3.3
	3.3

	VT (V)
	0.58
	-0.55

	Gm sat (mS/mm)
	190
	103

	ID sat (A/m)
	460
	230

	RS/D (m)
	440
	2000



[bookmark: _Toc510765156]Table 2-3.  Typical Parameters for a W/L=20 m/0.5 m (drawn) n-FET and p-FET
[image: hbtlayout.wmf]
[bookmark: _Toc512319671]Figure 2-4.  Cross section of a SiGe HBT and Poly Resistor
technology for configuration memory.  It is now possible to have the speed of an HBT combined with the low power consumption of CMOS.  
The SiGe HBT (Figure 2-4) is a planar self-aligned structure with a conventional polysilicon emitter contact, silicided extrinsic base, and deep and shallow trench isolation.  A 3-5 level chemical-mechanical-polishing (CMP) planarized W-stud, AlCu, CMOS metalization scheme is utilized [31].  The IBM 5HP process consists of a 3 layer metal process with 32 masks and the 5 layer metal process is an extraordinary 44 masks.  One of the hardest things for the beginning VLSI student to grasp is the 3-D nature of doing layout using 2-D CAD tools.
Future speed increases are feasible in HBT technology, since AlInAs/GaInAs devices with 500 GHz FMAX have been demonstrated in research labs [32]. However, GaAs/AlGaAs Heterojunction Bipolar Transistor (HBT) technology cannot be integrated with existing CMOS technology, thus low power memory circuits are not possible.  Programmable memory is an essential part of any FPGA, thus excessive power consumption is one of the biggest concerns in creating a bipolar FPGA.  The IBM BiCMOS process is very attractive since it delivers the speed of bipolar, the power savings of CMOS, and the ability to have the best of both families in one process.

[bookmark: _Toc512233149]2.2 IBM 7HP SiGe Process
IBM has further refined the 5HP SiGe process and will qualify production on its new 7HP line in July 2001.  The 7HP process has a 0.18 um emitter width SiGe HBT with an fT of 120 GHz integrated with a 0.18 um 1.8/3.3 V copper metalization CMOS technology [33].  IBM has led the way in emerging high-frequency technology such as 40 GB/s SONET , software radios, and 1-2 GHz wireless applications.  The demand for low noise, low power, and reduced cost are the driving forces behind the creation of the 7HP line.
	IBM employed both lateral and vertical scaling to improve performance over prior generations of SiGe BiCMOS processes [25].  Figure 2-5a demonstrates the improvements made in decreasing delay and figure 2-5b portrays the fT performance.  Table 2-4 shows the relative scale and performance value changes. The improved lithography has helped to reduce parasitics and base resistance. Advances in vertical scaling have narrowed the base profile and collector depletion regions. With the new lithography, the emitter is 36% the size of the emitter in the 0.5 um process. 
	Unfortunately, this process is so new that our design group currently does not have access to this process.  The fT vs. IC  curves yields an interesting result:  at 30 uA  the 
[image: delay.wmf][image: fft.wmf]
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[bookmark: _Toc512319672]Figure 2-5.  Delay and fT of 7HP HBT

7HP HBT operates at 50 GHz.  Comparing this to the 5HP process (0.7 mA, 50  GHz), we can conclude that it is possible to operate at the same speed with less than 1/20 of the power in the new technology.  The new process will allow for  even  larger  SiGe  FPGAs 
					Lithography
	Parameter
	Units
	0.5 um (5HP)
	0.25 um
	0.18 um (7HP)

	AE min
	um2
	0.39
	0.3
	0.15

	RBI
	k
	9
	9
	9

	Beta (0.72V)
	
	100
	100
	200

	VA (VBE=0.72V)
	V
	65
	65
	>120

	BVCEO
	V
	3.35
	3.35
	2.7

	BVCBO
	V
	10.5
	10.5
	6.5

	RB (AE=1 um2)
	
	124
	114
	60

	NFMIN
	DB
	0.8
	0.8
	0.4

	fT
	GHz
	47
	47
	90

	fMAX
	GHz
	65
	65
	90



[bookmark: _Toc510765157]Table 2-4.  IBM SiGe Generations



 to be built (than described in this thesis) in the future.   The base transit time of a Si-Base transistor is :

			tB(Si) = 					(2-6)
where WB is the intrinsic base width and DnB is the electron diffusion coefficient in the base.  The ratio of base transit times is:

		(2-7)
and the ratio of the two transistors with the same doping profile is about 2.5 [28].  WB is the width of the quasineutral region of the intrinsic base, which is always smaller than the physical base width.  This area is defined to be where the emitter doping concentration equals the base doping concentration in the emitter-base junction and where the base doping concentration equals the collector doping concentration in the base-collector junction.  When WB is reduced, the base doping concentration must be increased to maintain enough emitter-collector punchthrough and Early voltage.  Equations 2-4 and 2-5 demonstrate the advantage of a graded SiGe-base transistor in the areas of collector current and Early voltage over a similarly doped Si-base transistor.  

Chapter Three
[bookmark: _Toc512233150]Current Mode Logic 
	The first cornerstone of creating a bipolar FPGA is the IBM SiGe BiCMOS process.  The second cornerstone is Current Mode Logic (CML) and Emitter Coupled Logic (ECL).  This logic family consists of series of differential pairs of inputs where the complement of each logic signal is present.  This ‘logic’ steers a constant current through a ‘tree’ architecture in order to implement a function.  CML circuits provide the ability to switch rapidly at small voltage level swings.  This chapter discusses early attempts to speed up bipolar logic, CML basics, and the advantages and disadvantages of CML.
[bookmark: _Toc483234188]
[bookmark: _Toc512233151]3.1  Advances in ECL Bipolar Logic
One of the major disadvantages of ECL bipolar circuits is the high power consumption.  The problem is that by decreasing the power, delays due to wiring capacitance increase.  To overcome this tradeoff, IBM created the Differential Current Switches (DCS) family of circuits [34].  Circuit sensitivity to wiring capacitance can be reduced by AC coupling in ECL gates.  Coupling is accomplished by placing a capacitor between the common emitter node of an ECL gate and the power supply voltage (Figure 3-1).  The delay in ECL circuits due to a large capacitive load is dominated by a resistor limited falling output signal.  The capacitor increases the RC time constant and prevents the emitter voltage from tracking the input voltage.  The  input  transistor  turns  off above
[image: speedupcap.wmf]
[bookmark: _Toc512319673]Figure 3-1.  Dual Phase ECL Gate with Speedup Capacitor
the DC threshold voltage, reducing the effects of large wiring capacitance loads on gate input.
	DCS circuit innovations have helped to balance power versus performance.  DCS circuits can function at a 200 mV swing, versus 700 mV for normal ECL.  Table 3-1 demonstrates some typical power savings for common logic functions.  The biggest disadvantage to DCS circuits is their sensitivity to processing defects.  Small differences in device characteristics, such as resistors, could produce a large enough differential voltage error to appear as a valid output signal.  Adding extensive testing circuitry to detect all ‘stuck at’ faults aids in combating the processing defect problem.
		                       ECL			                   DCS
	Function
	Power (mW)
	Performance (ps)
	Power (mW)
	Performance (ps)

	Shift Register
	40.5
	384
	12.2
	397

	XOR
	65.4
	651
	44.8
	426

	Multiplexer
	66.6
	369
	31.3
	310



[bookmark: _Toc510765158]Table 3-1.  Typical Power and Performance of 6mW ECL and DCS Circuits
[bookmark: _Toc512233152]
3.2  BiCMOS Logic Gates
	The basic premise of BiCMOS is to combine the high density of CMOS logic with the current driving capabilities of bipolar transistors.  Studies have shown that for a low capacitive load, a CMOS gate is faster than its BiCMOS counterpart until a crossover point is reached due to large capacitive loads (normally around a fan-out of 4) [35].  Power consumption of BiCMOS versus CMOS is very similar, since there is little static power consumption and dynamic power dissipation is dominated by the charging/discharging of capacitors.
Figure 3-2 is an example of a BiCMOS circuit.  A normal CMOS circuit would consist of two PFETs and two NFETs (left side of circuit). Two CMOS and two bipolar transistors are added for superior drive capability.  The CMOS configuration provides a high input impedance and low static power dissipation.  This circuit can be viewed as the ‘AND’ function of speed and density. 	 [image: \\FRISC\USER\godab\CANDIDACY\bicmos.wmf]
[bookmark: _Toc512319674]Figure 3-2.  Two Input BiCMOS NAND Gate

[bookmark: _Toc512233153]3.3  Current Mode Logic Basics 
In order for a bipolar transistor to switch rapidly, it must be kept out of the saturation region of operation, otherwise excessive base charge will hinder performance.  By coupling the emitters of two bipolar transistors, a symmetric circuit can be designed that can take advantage of the high gain of the bipolar transistor (Figure 3-3).  If VBE for both transistors are equal, the current in each branch and the output voltage will be equal. This condition is not too interesting, but if we vary V1 and V2, the current fraction in each branch is an exponential function of the voltage difference between V1 and V2.  This can be expressed as: 


						(3-1)
[image: F:\CANDIDACY\diff_pair.wmf]

[bookmark: _Toc512319675]Figure 3-3.  Differential Pair
In equation 3-1, if V1 is much greater than V2, then the current I1 will be much greater than I2.  If the V2 is much greater than V1, then I2 will be the dominant current [36, 37].  By “steering” this current through different paths through differential logic control, current flow remains constant (Figure 3-4).  According to the characteristics of the voltage levels of differential logic, over 99% of current will go down one branch if the voltage difference is 0.2 V.  
There are many inherent advantages in using differential logic.  First, the output and its complement are always available.  This can help in a high-speed design where a required complement signal would have to go through an inverter, thus introducing a delay.  Since we are not switching between supply voltages, this type of logic produces low switching noise, a desirable feature when operating at high-speed [38, 39]. Second, increased noise immunity occurs because noises common to both inputs are rejected to a large degree.   The difference between VOH and VOL is based on the bias current and the load resistance, permitting a small voltage swing of ~250 mV.  This smaller swing results in  faster  operation,  since  the  charging/discharging  time  for  the   load   capacitance  is  
[image: diff_current.wmf] 
[bookmark: _Toc483236113][bookmark: _Toc483240040][bookmark: _Toc483240384] 
[bookmark: _Toc512319676]Figure 3-4.  Differential Voltage vs. Fraction of Current

reduced (which reduces current spikes caused by charging/discharging).  Third, if the correct bias current, input levels, and resistance values are chosen, the transistor pair can never go into saturation, staying in the faster operating forward-active mode. Fourth, complex functions can be created in what amounts to a one-gate macro, with propagation delays comparable to that of a simple gate.  This results in faster operation because the signal does not have to traverse several levels of logic to obtain such complex functions [40, 41].
One of the difficulties of differential CML logic is the true and complementary inputs need to switch skew-free [42].  Otherwise, the differential pair will be blocked on either of its two paths, which would result in an interruption of current.  Preventing this is accomplished  by  routing  wire  pairs  adjacent  to  each  other.    Another  problem  of differential CML is the doubling of the wires in the design. Wire doubling is approximately offset by the high degree of functionality of the CML logic circuits. Differential wiring also increases the RC charging time for a given signal since twice the voltage swing is seen between conductor pairs. The biggest disadvantage to this class of circuits is that current is always flowing, consuming static power at the rate of Vcc*Ic.  The problem of power consumption will be addressed in future chapters.
Figure 3-5 depicts a CML XOR implementation in 7 transistors and 3 resistors.  Signal A and its complement come in on level 1  (0 and  –0.25 V) and Signal B and its complement comes in on level 2 (-0.95 and –1.2 V).  The difference between levels is slightly more than one VBE  (0.85 V). The tail resistor at the bottom of the current steering tree is connected to a reference current mirror that  fixes  the  current  through  the  circuit


[bookmark: _Toc483240385][bookmark: _Toc512319677]Figure 3-5.  Full Differential Current Mode Logic XOR Cell

(0.7mA).  Suppose A=1 and B=1.  Current will flow down the far left side of the tree, drawing the ‘A XOR B’ line down to –250mV, while no current will be flowing in the other parts of the tree. Since there is no current flowing in the ‘A XOR B’ path, the voltage level will remain at Vcc.  The opposite output will result if A=1 and B=1, so current will be flowing down the far right side of the tree.  The four possible input patterns implement the XOR function in CML.  Figure 3-6 demonstrates how 3-input functions can be implemented in a single CML tree.  In the AND tree, only when A, B, and C are high will the ABC line go high.  In the OR tree, only when all 3 complements are low will A+B+C go low.

 
[image: and3.wmf]
[bookmark: _Toc512319678]Figure 3-6.  Three input AND/NAND and OR/NOR examples
Previous designers in my research group have used 0 V for Vcc and –4.5 V for Vee [41].  These levels allow for current trees with 3 levels with active current sources and 4 levels with passive current sources.  A comparison of using both types of current sources in multiplexers demonstrated a 15% performance advantage when using active current sources.  Further analysis also shows that about 1 V per level is required, so Vee can be lowered to 3.4 V, since the demand for 4 levels of logic is small.  This simple redesign will allow for a 25% power savings.
Another design consideration is the mixing and matching of the 3 signal levels.  An interesting feature of CML logic is that as a general rule you can put a lower level signal  into  a  higher-level   input.  Figure 3-7  demonstrates  3  different  levels  of  input 

[image: levels.wmf]
[bookmark: _Toc512319679]Figure 3-7.  Lower Level Signals into Level 1 Input
coming into a level 1 buffer.  The advantage of this tree design is that no matter what the input level, the Vref  at the bottom of the tree sets the reference point (-3.25 V) so the desired current level is maintained (0.7 mA).  Level 1 signals are output for all three trees.   This concept does not work for example if the inputs are level 2 and the input signals coming in are level 1, because the differential bipolar pair will not have the correct biases for forward active operation.


Chapter Four


[bookmark: _Toc512233154]Performance Modifiers

	There are numerous variables that can affect circuit performance. This chapter provides an overview of how circuit performance can be degraded and why a circuit designer must be able to recognize and combat these effects.  Knowing these problems ahead of time will be beneficial and can help explain unexpected results during the testing phase.

[bookmark: _Toc512233155]4.1  Data Dependent Switching   
  Crosstalk is less of a problem in CML because the circuit family provides common mode noise rejection that will suppress noise occurring on the differential circuit inputs.   Often the coupling is difficult to visualize, and frequently the coupling can end up converting a piece of GHz logic into a feedback oscillator generating unwanted behavior throughout the circuit.  This is almost completely suppressed by the differential features of the circuit and the differential wiring.
Data-dependent signal switching occurs when neighboring signals switch simultaneously. For single ended logic, a fast transition occurs when signal neighbors swing in the same direction and a slow transition occurs when neighbors transition in the opposite direction. Data-dependent signal switching is dangerous in system design since digital timing simulators often do not include fluctuations in local electric fields. Modeling interconnect assuming all signals undergo slow transition (designing for the worse possible case) is not always sufficient. If data signals are too fast, they may violate hold times, and if clock signals are too fast they generate setup-time violations for the latches they clock [43]. This effect is further complicated when signals from a low-power driver are nearby signals from a high-power driver.
Data-dependent signal switching still occurs in differential signals though the effect is less pronounced since the modeling already accounts for the fact that one neighbor (compliment signal) is always swinging in the opposite direction. Figure 4-1 shows how data dependent signal switching can occur in simultaneously switching routed differential pairs. Analyses of interconnect layout shows that this effect can change signal-switching speeds by as much as 30 % [44].



[bookmark: _Ref456451617][bookmark: _Toc483240043][bookmark: _Toc483240387][bookmark: _Toc512319680]Figure 4-1.  Data-Dependent Switching
Often the data busses require many signals switching at the same time to occupy a dense routing region. Under these circumstances it may not be possible to separate simultaneously switching signals. One method of reducing data-dependent switching is very similar to bit-line twisting used in memory cells. Dynamic capacitance is balanced between the transient signal and the wires in the differential pair, by switching which wire neighbors the transient signal.

4.2 [bookmark: _Toc512233156]Temperature
A common notion is that silicon based bipolar circuits operate poorly at low temperature.  The fT can be expressed as a series of time constants:

   (4-1)
 
where CEB is the emitter-base capacitance, CCB is the collector-base capacitance, tB and tE are the emitter and base transit times, XBC is the base-collector space charge width, VS  is the scattering-limited velocity, and RC is the collector resistance. Professor John Cressler of Auburn University has shown that at zero bias, CEB and CCB decrease 10-20% when the temperature goes from 300o to 77o K.  All of the terms are temperature dependent and the first term is the parasitic capacitance divided by the intrinsic transconductance, which is favorably influenced by cooling [45, 46]. 
The IBM models used are accurate within a temperature range of –50o to 125o C.  The output of a multiplexer was simulated over a wide frequency range to see how temperature affected the output (Figure 4-2).  Using a baseline input of 250 mV, the graph shows that cooling has positive effect and heating above room temperature has a negative effect.    A multiplexer operating at room temperature can pass up to a 12 GHz input, at 125o C: 5 GHz, at –50o C:14.5 GHz.  The performance can  range  from  40%  to 
[image: temperature.wmf]
[bookmark: _Toc512319681]Figure 4-2.  Temperature Effects on Output
120%, and one can conclude that the SiGe technology is temperature sensitive.  Using a cutoff  limit of 200 mV for a voltage logic swing, we are assured that over 99% of current is flowing through the correct path.  Going below 200 mV  results in a questionable noise margin, thus this is the level selected by the design group.


4.3 [bookmark: _Toc512233157]Loading
Loading is an age-old problem that has often plagued circuit designers.  One of the biggest advantages of a bipolar transistor is its high drive capability.   A FPGA architecture would benefit from a large fan-out capability, since there are numerous interconnects, bus lines, and reuse of partial products.  To demonstrate the loading effect, a different final stage buffer was inserted in a ring oscillator to see how adding loads would slow the ring oscillator (Figure 4-3).  The 1um driver uses no emitter followers, produces a level 1 output, and is the most susceptible to loading effects.  Though level 1 signals are the fastest type of signal, 3 or more loads  draw  the  output  signal  below  the 200 mV minimum voltage swing.  With emitter followers and larger transistors, the loading effects become less pronounced and the superior drive capability of the bipolar transistor become apparent.  All interblock signals (signals going in/out of the CLB) are level 2 or 3 due to the problems associated with level 1 signals.

[image: \\FRISC\USER\godab\CANDIDACY\loading.wmf]
[bookmark: _Toc512319682]Figure 4-3.  Loading Effects on Ring Oscillators

	Signals with extremely high fan-out such as clocks and control lines will eventually be degraded too far by loading effects.  There are two possible solutions to combat this problem: use a larger drive transistor or break the load down into stages.  A larger transistor is easy to implement, but the amount of current being drawn through the wires eventually becomes an issue.  An advantage of CML is that the complement is always present, so two inverters could be used to drive a stage of a load.  Another advantage is that the signal can be reshaped and retimed closer to the original signal.  The additional delay of another circuit element must be considered in the design of this new circuit.


4.4 [bookmark: _Toc512233158]Wiring Capacitance 
Capacitive, resistive, and inductive parasitic effects are introduced by interconnect wires.  These effects can induce noise in the circuit and increase propagation delay.  Understanding these effects are essential to the design process.  Capacitance is the most important parasitic and can be modeled as a parallel-plate capacitor (figure 4-4).  The total capacitance of the wire is equal to:

 WL     (4-2)

where  is the permittivity of the oxide and tox is the thickness of the field oxide.  Figure 4-5 is graph of the capacitance versus the length of the wire.  Based on the equation 4-2, the capacitance has a linear relationship to the length. The graph also supports the conclusion that wiring layers further from the substrate have less wiring capacitance. The empirical data suggests that wiring capacitance scales linearly.  Unfortunately, as the wire height (H) shrinks, fringing capacitance begins to contribute significantly to the overall capacitance.
[image: C:\My Documents\PhD\cap.wmf]

[bookmark: _Toc512319683]Figure 4-4.  Parallel Plate Capacitor Model


[image: \\FRISC\USER\godab\CANDIDACY\cap.wmf]
[bookmark: _Toc512319684]Figure 4-5.  Capacitance versus Wire Length
Wiring capacitance between neighboring wires must be considered in any design, especially in a SiGe FPGA, which has differential pairs for routing and programming.  Figure 4-6 demonstrates the magnitude of the inter-wire capacitance between two parallel 1000 um wires.  The graph demonstrates that doubling the minimum wire spacing decreases the inter-wire capacitance by ½.  The small voltage swings of CML and the superior driving capability of the bipolar transistor help limit the effects of capacitive parasitics present in every wire.
[image: \\FRISC\USER\godab\CANDIDACY\cap2.wmf]
Figure 4-6.  Capacitance Between Neighboring Wires
Chapter Five


[bookmark: _Toc512233159]Xilinx XC6200 
	The Xilinx XC6200 was chosen for emulation for this project for two major reasons:  1)  The information about the configuration bits are public domain;  2)  The core logic cell consists of  multiplexers and flip-flops, which can easily be converted into CML logic.  Most FPGA manufacturers are reluctant to disclose how their chip works, but the XC6200 is unique because Xilinx disclosed the configuration bits in order to encourage 3rd party production.  Though the XC6200 is no longer being made, it still has a large following due to its reconfigurability and open design.  This chapter describes the major parts and routing capabilities of the XC6200.

[bookmark: _Toc512233160][bookmark: _Toc483210376][bookmark: _Toc483211335][bookmark: _Toc483211892][bookmark: _Toc483234189]5.1 Xilinx XC6200 Overview
The Xilinx 6200 is a family of fine-grained, sea of gates FPGA.  A sea of gates can be described as a large array of simple cells.  This device is designed to work with a microprocessor to implement functions normally placed on a ASIC.  The XC6200 can provide high gate counts for data path or regular array-type designs (Table 5-1).  The XC6200 is composed of a large array of configurable cells that contain a computation unit and a routing area so inter-cell communications can take place.  The XC6200 is configured by a six-transistor SRAM control store that can be quickly reconfigured an unlimited number of times, to include partial reconfiguration.  Data transfers can be 8,16, or 32 bits wide that allow circuits on the FPGA to be saved and then later restored with the same internal state.  The chip itself is fabricated in a 3-metal n-well CMOS process.  Industry standard schematic capture, synthesis and simulation can be done in such packages as Viewlogic, Mentor Graphics, and Synopsys. 

	Device
	XC6209
	XC6216
	XC6236
	XC6264

	Gate Count
	9-13K
	16-24K
	36-55K
	64-100K

	Number of Cells
	2304
	4096
	9216
	16384

	I/O Blocks
	192
	256
	384
	512

	Row x Column
	48x48
	64x64
	96x96
	128x128



[bookmark: _Toc510765159]Table 5-1.  XC6200 Family

.
[bookmark: _Toc512233161]5.2 XC6200 Functional Unit	
Figure 5-1 shows that basic layout of a XC6200 functional unit [47].  The X1 input controls whether the Y2 or Y3 output will be selected. The inputs to Y2 and Y3 can be an outside input (X2,X3), its complement, or a stored bit from a D flip-flop (or its complement).  The Register Protect (RP) multiplexer controls what signal gets into the D flip-flop and the Chip Select (CS) multiplexer controls whether the logic output (C) or the stored bit (S) are output (F).  It is important to notice that the functional unit design consists of 5 multiplexers and 1 D flip-flop, with no pass transistors. The Clear is an asynchronous signal that resets the D flip-flop, which is especially useful at startup.   The clock controls when a bit will be stored.  Only when the clock is high can a bit be stored in the D flip-flop.  Once the functional unit is surrounded with routing resources it will become a flexible building block of programmable logic.
[image: clb.wmf]
[bookmark: _Toc512319685]Figure 5-1.  XC6200 Functional Unit

[bookmark: _Toc512233162]5.3   XC6200 Multiplexer Logic
The XC6200 functional unit uses the fact that any function of two Boolean variables can be computed with a 2:1 multiplexer if suitable values are chosen as inputs  (Appendix A).  A lookup table can be created to set the inputs to the multiplexers for the desired function.  Figure 5-2 depicts how the AND and OR functions can be implemented. The first example shows how an AND function is implemented.  The X1 input controls what input is selected.  If a=1 then Y2 is selected. The output would then depend only on the value of b.  If b=0 then the output=0 and if b=1 then the output =1.    If a=0 then Y3 is selected and the output=a=0.  Thus the AND function is implemented.
The second example implements a 2-input OR function.  If a=1, then Y2 is selected and the output=a=1.  If a=0, then Y3 is selected and the output=b.    The output will only depend on the value of b.  If b=0, then the output=0, if  b=1  then  the  output=1.
[bookmark: _Toc483240047][bookmark: _Toc483240391]
[image: mux.wmf]
[bookmark: _Toc512319686]Figure 5-2.  Multiplexer Logic Functions
Other Boolean functions are calculated in the same manner [47].  The stages of multiplexers allows for a larger-grain logic block, which will later prove beneficial in reducing delay [48].  Studies have shown that the best number of inputs to produce optimal results using a lookup-table is 3-4, with little difference in the programming technology.  The end result is that each logic block can have the most functionality per connection [49].
	The AND, OR, NAND, and NOR functions all have a fast version of the function generation based on a known 1 or 0 being stored on the D flip-flop (Appendix A).  The time saved is based on the time an input signal has to travel through the Y3 multiplexer.  The functional unit can also function as a 2:1 multiplexer with any combinations of input inversions desired.
[bookmark: _Toc512233163]
5.4  Routing Resources in the XC6200
The XC6200 is designed with a hierarchy of routing resources at various levels.  The idea is that wiring delays scale logarithmically with distance rather than linearly with nearest neighbor routing [50].  The lowest level of routing is the nearest neighbor routing, with each cell being able to route signals North, South, East, or West.  It is interesting to note in the nearest neighbor routing that the four 4:1 multiplexers in each XC6200 can route either the output or a neighboring signal.  In Figure 5-3, a local signal (East) can be routed through the CLB, while other multiplexers can route other signals.  The example shows how length two routing is done.  The only limitation is that U turns are not allowed, i.e. a signal coming in cannot be routed back to its origin (Example: The North multiplexer cannot route back the South input).  
[image: \\FRISC\USER\godab\CANDIDACY\local.wmf]
[bookmark: _Toc512319687]Figure 5-3.  Local Routing Resources of the XC6200
  CLBs are grouped into a 4x4 block structure.  On the outside of each 4x4 block structure, there are special switch units to route signals to the next 4x4 block (length 4 Fastlanes).  These signals are designated with the W4, E4, N4, S4 designations.  The same structure is repeated for four 4x4 blocks (designated W16, E16, N16, S16).  For high priority signals, the chip length fastlanes are the highest-level routing resource (Figure 5-4) again with the same 4x4 block structure (4 blocks of 16x16).  Thus there are 4 levels of routing: local, length4, length16, and chip length.  An additional limited routing resource entitled “Magic” wiring permits corner turning and the ability to multiplex important signals.
[image: routing.wmf]

[bookmark: _Toc512319688]Figure 5-4.  Levels of Routing Resources
	The XC6200 permits registers within a design to be clocked by different clocks and cleared by different asynchronous clears.  These clocks and clears can be accomplished by any user I/O pin or generated by the user internally.  The XC6200 design provides four global wires for low skew, low delay signals for clocks and clears.  This is accomplished through a low skew ‘H’ pattern of distribution (Figure 5-5).  The ‘H’ pattern insures that any part of the chip can accessed within 5 unit lengths (unit length = 1 side of a 16x16 block), setting a maximum limit for delay.
[image: \\FRISC\USER\godab\CANDIDACY\global.wmf]
[bookmark: _Toc512319689]Figure 5-5.  Low Skew ‘H’ Distribution Pattern
Figure 5-6 is an example of two screenshots of the CAD tools used to design with the  XC6200.   The   figure  also   demonstrates  a  good  overall  picture  of  the  XC6200 
[image: hot.wmf]
[bookmark: _Toc512319690]Figure 5-6.  XC6200 CAD Tools Examples

architecture.  The CAD tools depict the 4x4 CLB organization surrounded by the input/output blocks.    Another nice feature is that the interconnect wiring is depicted in various colors, so it is easy to see the various lengths of interconnect.

5.5 [bookmark: _Toc512233164]SRAM Access Timing

The important signals interfacing with accessing the SRAM are: Global Clock (GClk), Chip Select (CS), Read Write (RdWr), an address bus for CPU access of internal registers and configuration memory (A<a:0>), and a d+1 bi-directional data bus used for device configuration and direct cell access (D<d:0>).   When CS goes low, data can be written or read from the control memory and used in conjunction with the address decoding circuitry.  Figures 5-7 and 5-8 demonstrate how CS must be correctly sampled 
[image: timing1.wmf]
[bookmark: _Toc512319691]Figure 5-7.  SRAM Write Cycle


[image: \\FRISC\USER\godab\CANDIDACY\timing2.wmf]

[bookmark: _Toc512319692]Figure 5-8.  SRAM Read Cycle


	Symbol
	Parameter
	Min Time

	(1) TsuCS
	CS set before Clock
	8 ns

	(2) ThCS
	CS hold after Clock
	0

	(3) TsuRdWr
	RdWr set up before Clock
	3 ns

	(4) ThRdWr
	RdWr hold after Clock
	0

	(5) TsuA
	Address Bus set up before Clock
	2 ns

	(6) ThA
	Address Bus hold after Clock
	0

	(7) TsuD
	Data Bus set up before Clock
	3 ns

	(8) ThD
	Data Bus hold after Clock
	0

	(9) TWC(reg)
	Configuration SRAM Write Cycle Time
	30 ns

	(10) TRC(reg)
	Configuration SRAM Read Cycle Time
	40 ns

	(11) TCKD
	Clock to Valid Data
	16 ns Max

	(12) TCKDZ
	Clock to Data High Impedance
	18 ns Max



[bookmark: _Toc510765160]Table 5-2.  CPU Interface Timing

low at the start of the cycle (t1, rising edge) and sampled high at the end of the cycle (t2, rising edge).  Other signals only require to be correctly sampled at t1.  The minimum time for a read or write cycle is two CPU clock periods, with an assumed 50% duty cycle.  The cross-hatched areas of the Address and Data buses indicate that information must be stable during those periods.  Data is removed from the bus after t3 unless CS is still asserted.

5.6 [bookmark: _Toc512233165]XC6200 and the Public Domain
The XC6200 was developed at the University of Edinburgh under the direction of Tom Kean.  One of the novel ideas of the XC6200 was that the architecture, bit stream, and configuration logic would be public domain.  The open architecture encouraged 3rd party developers to develop software products to aid advancement in XC6200 designs.  Though the XC6200 is no longer being manufactured, it has a large following in the reconfigurable computing community.
It is not likely that there will be another open architecture FPGA design.  Design theft is becoming an increasing problem, especially in the area of programmable logic.  FPGAs are susceptible to reverse engineering through several methods.  First, programmable logic bits can be cycled though all patterns, while the outputs can be mapped into a large Karnaugh map.  The internal logic can be determined from the input patterns and the outputs.  Second, the internal bit stream can be read back through the proprietary programming interface to determine the bits meaning.   Third, certain pins can be connected to put the chip into test mode, which makes the internal signals of the chip available [50].  Because of these problems, FPGA makers are very reluctant to divulge any information on configuration bits or internal working of the chip.    Due to the public domain idea of the XC6200, the idea of a Ph.D. student redesigning a FPGA in a new technology is now possible.




Chapter Six


[bookmark: _Toc512233166]Creating the Building Blocks 
	In the movie ‘Patton’, George C. Scott proclaims that he is in the right place (France), at the right time (1944), with the right instrument (3rd Army) to launch the invasion of Germany.  He claims that an opportunity like this only occurs once every 1000 years.  Perhaps not to this extreme, but a revolutionary family of FPGAs can now be created because the right technology (IBM SiGe Process), the right blueprint (XC6200),  and the right logic (Current Mode Logic) is now available.  This chapter discusses the creation of the basic building block of the XC6200, the multiplexer, using CML and the IBM SiGe process.  Various multiplexers are then combined into a functional unit (CLB) based on the XC6200 blueprint.  Memory and routing are then integrated with the CLB to produce a SiGe version of the XC6200 FPGA.

[bookmark: _Toc512233167]6.1  Going to the Source
During the writing of my Candidacy Document, I submitted a journal article to an IEE special issue on Computer and Digital Techniques [52].  As luck would have it, one of the reviewers was Tom Kean, who designed parts of XC6200 as part of his Ph.D. thesis at the University of Edinburgh in 1990.  Tom has provided outstanding assistance and has suggested several design improvements that are incorporated into this thesis.  
6.2 [bookmark: _Toc512233168]  Building Multiplexers
The 2-input multiplexer is the smallest and most important multiplexer because there are three 2-input multiplexers in the XC6200 functional unit (Figure 6-1).  The 2-input multiplexer will also serve as the blueprint for the 4-input and 8-input multiplexers.  The 2-input multiplexer takes two differential pair inputs (a,b) and produces either a level one or level two output (figure 6-1).  If the (a) and (S1) inputs are high, then current will flow down the left side of the current tree, forcing  OUT to a  voltage  level  of  Vcc-I*R.   If I =0.7 mA and R=400OUT=-250mV.

[image: mux2.wmf]
[bookmark: _Toc512319693]Figure 6-1.  2-Input Multiplexers, Level 1 and Level 2 Outputs
	Note the difference in figure 6-1B, where emitter followers have been added.  The output lines have been reversed, because the same input conditions of (a) and (S1) will turn the emitter follower of the OUT line off, making the OUT voltage level to become one VBE lower (-.95V) and OUT will be –1.2V.  The advantage of the emitter followers in (B) is the increased drive capability of the multiplexer.
	The propagation of the delays in CML depends upon the path the current takes through the tree [41].  The output delay with parasitics comes from an extracted schematic of the layout and agrees within 5% of the measured results.  Some important conclusions can be drawn from Table 6-1.  In both types of multiplexers, the switching delay will be greater when switching at Level 2 versus Level 1.  This is due to Level 1 inputs being closer in the tree structure to the output than the Level 2 inputs.  It takes longer for the level 2 changes to traverse to the output.  It is also interesting to note that the Type B Emitter Follower Multiplexer is faster that the Type A Multiplexer.  The Type A Multiplexer is passively pulled up through the resistors and down through the differential pair.  The Type B Multiplexer has the emitter followers that provide an high output impedance with a ß amplification of the current.  The logic swings are faster in the Type B Multiplexer because the output is actively pulled up by the emitter follower and pulled down by the current source.
	                           Type A Multiplexer                             Type B Multiplexer
	                          No Emitter Followers                            Emitter Followers
	 Switching Level
	Output Delay
No Parasitics (ps)
	Output Delay with Parasitics (ps)
	Output Delay No Parasitics (ps)
	Output Delay with Parasitics (ps)

	Level 1
	17
	21.2
	11
	13.7

	Level 2
	35
	43.7
	28
	35



[bookmark: _Toc510765161]Table 6-1.  2-Input Simulated Multiplexer Delay
[bookmark: _Toc512233169]
6.3  CMOS In a Bipolar CML Tree
The original design CML multiplexer tree design used bipolar transistors at levels 2 and 3 for input selection (figure 6-1, level 3 used for 4-input multiplexer).  There are several problems associated with this approach.  First, the inputs have to be at the correct voltage levels and in differential pairs (level 2: –0.95, -1.2; level 3: -1.9, -2.15).  Second, bipolar memory uses too much power, so a bipolar-CMOS conversion must be done between the bipolar tree inputs and the CMOS memory.  This is normally accomplished with a CMOS to CML buffer (Figure 6-2a).  A buffer can be matched with multiple memory planes through a multiplexer to provide a switchable states for use in programming.
[image: fig10a.wmf]
[bookmark: _Toc483240051][bookmark: _Toc483240395][bookmark: _Toc512319694]Figure 6-2.  Configuration Data Storage
A major part of Ph.D. quality work is to make a significant contribution to the field.  A survey of the literature yielded no mention of bipolar/CMOS mixed CML trees.  The general idea is simple: use CMOS at the lower levels of the tree for routing and where switching speed is not critical; use Bipolar at the top of the tree where rapid switching performance is desired (Figure 6-2b).  The advantages of this approach is that there is no need for level 2 or 3 conversions and CMOS signal levels can be run directly into the tree. With the integration of CMOS directly into the current tree as shown in Figure 6-2b, the CML buffer is not required and signals directly from memory can be used for multiplexer selects [53].
[bookmark: _Toc483240046]How much does the insertion of CMOS into a bipolar current tree slow the circuit down?  Though the CMOS transistor is not switching, it does have an effect on the lowest voltage output.  In Figure 6-3, the comparison curves between CMOS/Bipolar and Bipolar tree output shows that the rising output levels are identical, but there is a 2-3% slowdown for the falling output levels.  The difference is not apparent unless individual [image: \\FRISC\USER\godab\CANDIDACY\pulse.wmf] 
[bookmark: _Toc512319695]Figure 6-3.  CMOS/Bipolar and Bipolar Current Tree Outputs


pulses (50-100ps) are displayed at magnified scale.  This can be explained by the rising levels trying to get to Vcc through the resistors, while the falling levels try to reach Vee by going through the CMOS transistor.  The higher capacitance of the CMOS transistor does have a minor effect.  A slight slowdown is a small price to pay for less power consumption and the ability to directly interface with the CMOS memory without conversion circuitry.

[bookmark: _Toc512233170]6.4  Controlling CML Current Flow

[bookmark: _MON_1019640037][bookmark: _MON_1023475921][bookmark: _MON_1023475933][bookmark: _MON_1023558119][bookmark: _MON_1040134279]A search of the literature was done to find any designs that used CMOS to turn current trees on and off.  Figure 6-4 depicts a US patent circuit that uses CMOS to turn  
[bookmark: _Toc512319696]Figure 6-4.  CMOS Switchable 2-Input Multiplexer

current trees on and off [54, 55, 56, 57] using a CMOS transistor pair.  The transistor pair functions in the same manner as an inverter, with current flowing only when the PFET is off and the NFET is on.  When the PFET is off, the differential pair is active and controls the output, since the NFET is on and allows current to flow in the tree.  It is interesting to note that in this 2-input multiplexer you need two Vref transistors and two CMOS transistors, compared to one Vref transistor and two NFETs for the design in figure 6-2b.    In larger multiplexers, the design advantage becomes even greater, because the design in Figure 6-2b uses only one Vref transistor and fewer CMOS transistors (Table 6-2).

                                  CMOS Switchable Design                            New Design
	[bookmark: _Toc483240036][bookmark: _Toc483240380]__ Input Multiplexer
	CMOS Transistors
	Vref Transistors
	NFET Transistors
	Vref Transistors

	2
	4
	2
	2
	1

	4
	8
	4
	6
	1

	8
	16
	8
	14
	1



[bookmark: _Toc510765162]Table 6-2.  Transistor Count Comparison

[bookmark: _Toc512233171]6.5 Widlar Current Mirror
	One of the key aspect of using CML is that a constant current is flowing in every current tree.  This current should be near the peak of the fT vs. IC curve (Figure 2-1).  Using the minimum emitter size of 1 um, a current level of 0.7 mA was selected for use in the CML current trees.  The Widlar circuit allows the generation of a constant current with relatively small resistors with a high output resistance [36, 37].  Figure 6-5 depicts the voltages and current present in different parts of the current mirror.  The transistors used in the current mirror are the 2 um, high breakdown version of the SiGe HBT.  These transistors have about ½ the fT of the normal HBT and are better at handling larger current 

[image: \\FRISC\USER\godab\CANDIDACY\widlar.wmf]
[bookmark: _Toc512319697]Figure 6-5.  Widlar Current Mirror
flow, which is desirable since these transistors will never be switching.   The  Vref  becomes a DC reference point, so transistor bases connected to this reference will always have 0.7 mA flowing through the tree, no matter if there is 1,2, or 3 levels of logic being used in the tree.  The mirror is quite robust and can set the reference point for up to 10 current trees.
The early designs used a Vee of –4.5V and up to four levels of logic in a current tree.  This called for a Vref level of –3.25V in order to have the same 0.7 mA flowing through the current trees.  The requirement for four levels of logic seemed quite rare, compared to the power saving that could be realized (4.5*0.7 vs. 3.4*0.7  is 0.8 mW) per current tree.  With a whole family of CML circuits already designed at the –4.5V level, it would be a large effort to redesign them to work at –3.4V.  Tom Krawczyk came up with idea of changing the two resistors in the Widlar current mirror to set the new Vref,, thus none of the other CML circuits would have to be redesigned.  

[bookmark: _Toc512233172]6.6 Switchable Widlar Current Mirror
A major part of a Ph.D. is to make a significant contribution to the research field. A new method had to be developed to turn off current trees other than the methods described in Section 6-3.  Since it is rare to have more that 50% of an FPGA’s resources used at one time, an easy way needed to be found to turn off unused parts of a CLB, otherwise power would be consumed with no computational gain. By placing a large NFET in a Widlar bipolar current mirror, the NFET can act as a switch that turns the mirror on and off (figure 6-6a).  The graph in Figure 6-6b represents the level 1 output (0 to –250mV) of a current tree being turned off.  It takes about 4 ½ ns for a current tree to turn off and only 0.2 ns for the  tree  to  turn  on  (Figure 6-6c).  The  current  flow  drops 
[image: current_mirror.wmf]
[bookmark: _Toc483240042][bookmark: _Toc483240386][bookmark: _Toc512319698]Figure 6-6.  Simulated Widlar Current Mirror with CMOS Switch

rapidly from 0.7 mA to  near 0 in the same  manner  as  the   voltage.    The slower turn off can be explained by the large NFET operating in saturation having to get rid of excess charge before fully turning off.
	 What are the implications of being able to turn off a current mirror?  All current mirrors could be programmed from a bank of RAM, which on startup, could turn off all CLBs and then power-up only the required CLBs.  Then it would not be a big deal that 50% of the resources are being used, because only 50% of the power is being used as well.  Since up to 10 current trees can be connected to one current mirror, a few bits would have control over a large number of current trees.
	One problem that has to be looked at is what happens to inputs on active CLBs from inactive CLBs?  Figure 6-7  is  a  simulation  of  a  2-input multiplexer (Figure 6-2b)  
[image: v2test.wmf]
[bookmark: _Toc512319699]Figure 6-7.  Simulated Input/Output of a Switchable Multiplexer 

with CMOS selects and a level 2 output.  The A input is connected to a switchable Widlar current mirror that is turned off and on.  When the tree is off, the Input A is 0V. The output centers at –1.07V because the differential inputs from Input A are both 0V.  2 ns later the Input A tree is turned on and then correct Input A pattern is output.  At 4 ns, Input B is selected for output and the output is not affected whether Input A is on or off.  We can safely conclude that in normal operation the beginning output would never be selected because we would not want an input from a turned-off part of the FPGA, but the Current Mode Logic would still function correctly if selected.  In addition, the simulation shows that turning off trees in other areas does not affect the selected output.
	As a side note, passive current sources were tested instead of active current sources.  Their performance could not match the active current source’s performance, mainly due to all dynamic switching occurring at the top of the tree.

[bookmark: _Toc512233173]6.7 Larger Multiplexers
	With the designs of the 2-input multiplexer and switchable Widlar current mirror complete, attention was now turned to creating the next building blocks of the XC6200: the 4:1 and 8:1 multiplexers.  Two 4:1 multiplexers serve as the front-end input to XC6200 functional unit (Figure 5-1) and the 8:1 multiplexers are used in local and boundary routing.  The new multiplexers would again have the high speed switching done at level one, with two levels of CMOS routing for the 4:1 multiplexer (Figure 6-8) and three levels of routing for the 8:1 multiplexer (2x Figure 6-8, add more CMOS routing).  Control signals would have to remain  Vcc (1) and Vee (0) and still fit in a single tree structure.


[bookmark: _Toc512319700]Figure 6-8.  4:1 Multiplexer in CML
The 4:1 and 8:1 multiplexers with CMOS routing were successfully created with the same characteristics as the 2:1 multiplexer.  The 2:1 multiplexer used NFETs with a W/L ratio of 5/1, while the 4:1 and 8:1 multiplexers needed W/L ratio of 10/1 to maintain the same constant current in the tree with less voltage (Appendix D).  Through not required, it is possible to switch between inputs using the CMOS routing at delays between 150 ps (2:1 multiplexer) to 250 ps (8:1 multiplexer).  This will prove important later when the ideas of context switching are discussed.  
Much of the effort of this thesis has gone into the handcrafted layout of circuits.  Figure 6-9 compares the layout of a full  bipolar 4:1  multiplexer  with  a  4:1  multiplexer

    

[bookmark: _Toc512319701]Figure 6-9.  4:1 Bipolar and Bipolar/CMOS Multiplexer Layout
mixed with CMOS routing control.  The F-RISC group members provided some outstanding ideas for doing layout:
1. Keep wires as short as possible.  Reduces delay and capacitance.

2. Make spacing as tight as possible because the circuit will be repeated many times.

3. Run signal wires one direction (North/South), control wires another (East/West)

4. Make a standard Last Metal size for Vee, Vref, and Vcc.  Later standard size pieces can easily be connected together.

5. Try using only Metal 1 and Metal 2 for the small layouts.  Later Metal 3 and Metal 4 can be routed over the layout with little problem.  Routing a metal a certain direction will later cut down on the number of crossover vias.

6. Plan ahead for differential wiring.  The 4:1 multiplexer has 8 wires and the 8:1 multiplexer has 16 wires.
[bookmark: _Toc512233174]
6.8 D-Latch
The last building block of the functional unit is the one-bit storage unit, the D-Latch.   One of the advantages of CML logic is the ease of building of multiplexers and latches.  Figure 6-10a shows a D Latch built using only 7 transistors.  When the clock is high (C), the D inputs control the output.  When the clock goes low, the outputs connected to the bases keep the same state output when the clock was high.  The problem occurs when the clock transition occurs and the next state needs to pass on a change in state.  This problem can be overcome by combining two D Latches in a Master-Slave configuration with opposite clocking (combine Figures 6-10a and b).  In this manner, a change in state can be correctly saved.  Another feature is the asynchronous clear (Figure 6-10b), which is a level 3 signal that clears the latch independent of any other signal.      
[image: \\FRISC\USER\godab\CANDIDACY\dlatch.wmf]
[bookmark: _Toc512319702]Figure 6-10.  D-Latch and Asynchronous Clear D Latch


Figure 6-11 demonstrates the operation of the D-Latch.  The Clear signal is an asynchronous signal that sets Q to 1 independent of the clock signal.    The second clock pulse stores D (0) into the latch and 60 ps later 0 is output for Q.  On the next clock pulse, a 1 from D stored into the latch and 55 ps later a 1 is output for Q.  The schematic and simulation demonstrate the ease of constructing latches in CML. 
[image: latch.wmf]

[bookmark: _Toc512319703]Figure 6-11.  Simulated D-Latch Clear, Load 0 and 1




Chapter Seven


[bookmark: _Toc512233175]CLB Design 
	This chapter discusses how the CLB was designed and constructed.  Using the XC6200 as the blueprint, the design innovations of CMOS/CML current trees and the switchable Widlar current mirror were combined with suggested improvements from the original XC6200 designer to form the new FPGA.  A majority of the time spent in the design process was in the CLB logic and routing architecture.  This was done because the CLB would be reproduced into a row of four, and then a 4x4 configuration.  The design went through six refinements, with the goals of smaller size, less power consumption, and better performance.  
	To test the idea of context switching, 2 sets of RAM were added to test the concept of rapidly switching between different programming characteristics.  The advantage of the CMOS/CML tree is that the RAM constantly controls the programming of the CLB and a single bit change can toggle a RAM changeover.


[bookmark: _Toc512233176]7.1 CLB Construction and Testing
	With the building of the multiplexers and latches now complete, the next step was to combine the pieces into a 6200 logic block. The basic multiplexer logic remained intact with CMOS routing and switchability being added to the original design (Figure 7-1).  One of the design improvements suggested by the XC6200 design team was to get rid of the inversions in the design.  The XC6200 inverts the output, so a special tracking table was used to insure that the correct number of inversions resulted in an accurate output.  One of the advantages of differential logic is that the complement is always present, thus if special attention is paid to wiring the logic block then the inversion tracking table can be eliminated.  
  
[image: \\FRISC\USER\godab\CANDIDACY\clb4.wmf]
[bookmark: _Toc512319704]Figure 7-1.  Original and Redesigned Versions of XC6200
A simulation in Figure 7-2 shows CLB 1 ANDing two 10GHz signals, CLB 2 XORing the same two signals, and CLB 3 ORing the outputs of CLBs 1 and 2.   The simulation demonstrates that different logic functions can be implemented at high speeds and the output can drive other CLBs.  Further simulation at higher speeds result in distorted waveforms since transistors are unable to switch fast enough to maintain the design noise margin of 200 mV. The most important point is that HBT CML can be used to implement all of the logic functions.   CML multiplexers pass signals with delays of about 12-14 ps in the 50 GHz SiGe HBT process.   A nice feature of multiplexers is that they can function as repeaters that can reshape signals.
[image: clb10g.wmf]
[bookmark: _Toc483240048][bookmark: _Toc483240392][bookmark: _Toc512319705]Figure 7-2.  10GHz Three CLB  Simulation 
	Figure 7-3 depicts an early layout of a CLB.  As with the building blocks, the general signal flows from West to East, with two Vref bars that can be connected to the switchable Widlar current mirrors.  The top half of the layout can be turned off, provided that the 1-bit memory part of the CLB is not utilized.

[bookmark: _Toc512233177]7.2  First Chip Fabrication
Tom Krawczyk, a fellow student, had been lucky enough to get some fabrication space from Sierra Monolithics, a SiGe design pioneer company based out of California.  Tom has a very small extra space available, so a small CLB test circuit was fabricated.  Though the memory and routing design parts had not been completed, the effort proved very rewarding because it helped to validate the design done so far and to provide invaluable experience in the design process for future runs.



[bookmark: _Toc512319706]Figure 7-3.  Early CLB Layout
Figure 7-4 shows the layout and photo image of the first test chip.  The chip measures 0.35 mm x 1.2 mm (MOSIS Fabrication Cost: $2000/mm2).   Pads are 110x110 um.  The pad drivers take differential input and produce single ended 400mV output.  The 8/1 divide circuitry is required for oscilloscope triggering to measure the fast output signal.  

The purpose of the chip was to 1)  Validate the Bipolar/CMOS mixed tree idea; 2) Test the switchable Widlar current mirror powering/unpowering current trees; 3) Gain experience.  The chip was designed with 0, -4.5 V voltage levels for the bipolar trees  and -1, -3.25 V for the CMOS levels.  Future chips use 0, -3.4 V for both, which makes layout much easier.
[image: 1clb.wmf]
[bookmark: _Toc512319707]Figure 7-4.  Test Circuit Layout
Figure 7-5 shows the 400 mV output from the test chip along with the 8/1 divide output.  The initial simulation was for an operating frequency of 5.1 GHz.  The measured result was 4.2 GHz, a difference of 19%.  The initial simulation was redone, this time including parasitics and a temperature of 50o C, yielding a result of 4.31 GHz.  The difference between measured and simulated results was down to 2.3%.
[image: \\FRISC\USER\godab\CANDIDACY\oscope.wmf]
[bookmark: _Toc512319708]Figure 7-5.  Output From 1st Test Chip
	Circuit Type
	Propagation Delay
	Current Used
	Power Used

	Buffer
	17 ps
	0.75 mA
	3.37 mW

	CML XOR, And, Or
	22-25 ps
	0.8 mA
	3.6 mW

	MUX XOR, And, Or
	23-26 ps
	0.8 mA
	3.6 mW

	CLB
	100ps
	3.2 mA
	14 mW



[bookmark: _Toc510765163]Table 7-1.  Measured Results Comparison
Table 7-1 demonstrates the power levels and delays involved in SiGe technology.  Some interesting things to note:  1)  The delays and power levels for CML gates and logic done in CML multiplexers is almost the same, mainly due to the similar construction styles of current trees to implement both families;  2)  Power consumption is based on the number of trees, not on the dynamic switching speed like it is in CMOS.

[bookmark: _Toc512233178]7.3  Memory Cell Design
With the basic logic core complete, the next step was to create the configuration memory.  Since no one in our design group had used the CMOS part of the IBM design kit, it was up to me to be the pioneer. The experience would be prove to be fruitful, since a tutorial would be written for the senior VLSI design class that would use the IBM design kit as part of a semester project. 
Bipolar devices are a poor choice for memory elements since they dissipate static power.  Figure 7-6 shows the progression of designs that were done as part of the memory
[image: \\FRISC\USER\godab\CANDIDACY\mem.wmf]
[bookmark: _Toc512319709]Figure 7-6.  Progression of Memory Designs


design.  CMOS circuits dissipate very little static power, making them ideal for the configuration memory [57].  The shift register was selected to start due to its ease of construction (series of D Latches) and limited required input lines  (D and Clk).  The  first design was very robust and worked very well, but at cost of using 40 CMOS transistors.  
The experience also helped to build a small family of logic block gates. Another problem the design process helped to highlight was the problem of transparent latches.  This problem occurs when the clock is high and the D Input is being read into the latch. If  there  is  no  master/slave  configuration,  the  input  can  be  passed through to the next stage, hence the term ‘transparent’ latch.  The second design incorporated better use of clock inversions and Euler paths to reduce the number of transistors down to 18 transistors with less delay [59].  With 24 configuration bits required for each CLB, this would still require 96 ns to shift in and 432 transistors, so another improvement was required.
The idea of wide inputs with large configuration blocks of SRAM is now the accepted method in FPGA design.  The third design in Figure 7-7 uses only six transistors, with the Word line controlling the data lines with pass transistors.  The input requires pair input (signal and complement) and the output produced also comes in pairs.  The data lines would hold the configuration bit information, while the word line would only go high if the correct CLB was ready for programming.  Table 7-2 outlines the advantages of the SRAM design, with all CMOS circuits being constructed in the 5HP process.

	Memory Type
	Number of Transistors
	Required Hold Time
	Cycle Time

	1st D Flip-Flop
	40
	1 ns
	5 ns

	2nd D Flip-Flop
	18
	0.8 ns
	4 ns

	SRAM
	6
	0.2 ns
	0.6 ns


[bookmark: _Toc510765164]
Table 7-2.  Memory Comparisons


[bookmark: _Toc512233179]7.4 Context Memory Switching
The proposed FPGA design includes 8 memory planes, with each memory plane containing a different configuration for the FPGA. A CMOS multiplexer used to select between the memory planes allows the FPGA to page between up to eight different tasks at high rates of speed.  Furthermore, the memory planes may be loaded or saved to the external system while processing continues uninterrupted in the FPGA.  For the test chip designs, 2 memory planes were constructed on-chip with a 2:1 CMOS multiplexer to switch  inputs  (Figure 7-7).  The  CMOS  2:1  multiplexer  consists  of  4  pairs  of  pass  
[image: \\Frisc\godab\CANDIDACY\kraft.wmf]
[bookmark: _Toc512319710]Figure 7-7.  CMOS 2:1 Multiplexer


transistor logic with a one-pair control line (S) that can be switched to allow a new FPGA personality to be programmed.
One of the most interesting features of the XC6200 is the ability to reprogram parts of the chip while other parts of the chip are active.  This is possible due to the fine-grained architecture of the XC6200.  If multiple planes of memory can be accessed by each CLB, switching between each plane could apply different functions on the inputs. Figure 7-8 demonstrates how this is possible.  The CLB has been programmed with an  AND  and an OR function and a multiplexer select allows the 15 configuration bits to program the CLB for the desired function.  Allowing for a generous 1ns between context switches, a  CLB  could  reprogram  itself a billion times per second if the memory planes 


[bookmark: _Toc512319711]Figure 7-9.  Simulated CLB Context Switching


were available.
 With the world’s fastest FPGA architecture, adding SRAM would cut down on the speed and computational ability of the bipolar logic (a tradeoff).   If multiple memory
planes could be stacked in a 3-D arrangement, the fast signals could stay on a CLB plane while the slower CMOS signals can be routed throughout a 3-D architecture (Figure 7-9).  The wires on the CLB plane could be shortened, since there would be no need for configuration memory on the CLB plane, only CMOS routing transistors.  The CLBs could be packed closer together, creating less delay between CLBs.   The  memory  planes could vary is size to support the application, with only a multiplexer needed to route the correct configuration plane to the CLB plane.
[image: 3d.wmf]

[bookmark: _Toc512319712]Figure 7-9.  3D Chip Stacking
 



[bookmark: _Toc512233180]7.5 Adding Routing and Memory to the CLB


[bookmark: _MON_1023527638][bookmark: _MON_1023558342][bookmark: _MON_1023558425][bookmark: _MON_1023558479][bookmark: _MON_1023559530][bookmark: _Toc483240050][bookmark: _Toc483240394]Figure 7-10 is the fifth generation layout of the CLB.  The design shows an enlarged view of the SRAM and CMOS Multiplexers that are on the top and right sections of the chip.  Note the configuration lines running between the CMOS and bipolar sections design layout. The logic part is only a small part of the entire cell, with routing, memory, and configuration memory taking up most of the space.    
[bookmark: _Toc512319713]Figure 7-10.  CLB Layout
This CLB is an excellent example of the BiCMOS process, taking advantage of the speed of bipolar combined with the low power consumption of CMOS.  Figure 7-11 is a schematic of the basic CLB cell with routing and configuration memory.  Two sets of configuration RAM are used to set different CLB personalities.   The different RAMs are selected through a 2:1 multiplexer, which is controlled by a single bit.   The high-speed bipolars are used in the top level of the 8:1 multiplexers, sending three high-speed signals to the CLB.  The signals are then mixed to produce the desired output, which is then routed to any of 5 output multiplexers (North, South, East, West, Magic).

[image: \\FRISC\USER\godab\CANDIDACY\clbschem.wmf]
[bookmark: _Toc512319714]Figure 7-11.  CLB Schematic 
Implementing memory on-chip has a number of advantages over off-chip memory.  Switching between memories can be done rapidly and memory can be accessed faster [59, 60] .  If the memory/logic interface is not flexible enough, many circuits will be unroutable; if too flexible then the chip will be slow and consume extra chip area.  For ease of design the memory was built around the high-speed bipolar section, routing the necessary configuration bit information directly into the CMOS/Bipolar mixed tree from the outside in.
	Figure 7-12 is a layout of the 6th generation of the CLB.  It has 2 sets of 24 bit SRAM, the CLB logic, and the local routing resources.  This layout measures 360 um x 225 um and serves as the basic large building block for the FPGA.  The different layers of metal are shown to demonstrate the care that must be taken in wiring this design.
[image: \\FRISC\USER\godab\CANDIDACY\clblayout.wmf]
[bookmark: _Toc512319715]Figure 7-12.  6th Generation CLB Layout

[bookmark: _Toc512233181]7.6 Creating Larger Logic Blocks
	Analysis was done to determine how to build the next section of layout. Some of the items considered were:
1) CLBs are organized into a 4x4 structure.  Is there an advantage to building by columns or by rows?
2) How should the inputs/outputs be organized?  It was decided that the inputs of the CLB should be on the left, the outputs on the right.
3) Bus lines in the CLB run should run left to right, matching the direction of the RAM cells organization.
4) The length 4 wires run 2 per row (East/West) and 2 per column (North/South).

It was determined that the best way to proceed was to build a row of 4 CLBs.  The nearest neighbor and magic routing was easy, since on each CLB East_Out -> West_In and vice versa.  The length four signals (E4, W4) were run over the bipolar sections and the 24 memory bus lines were run West-East outside the CMOS sections (Figure 7-13).  The North-South lines were run on metal 4 (brown) outside the lines for later connections to adjacent rows.  Of particular note is that one row of CLBs consists of over 3300 circuit elements, which begins to approach the limits of running an HSPICE simulation.  Once the 4x1 row passed the Layout versus Schematic Check (LVS), rows were interconnected and bus lines were tied together to form the 4x4 layout.
Figure 7-14 is the 4x4 CLB that went for fabrication in December 2000.  This chip is the culmination of 6 months of work and has 26 DC inputs for programming and 9 
[image: \\FRISC\USER\godab\CANDIDACY\row.wmf]

[bookmark: _Toc512319716]Figure 7-13.  Layout of A Row of CLBs

high speed outputs.  High speed inputs are created via ring oscillators and the inputs can either be slow (1/10 sec) or computer generated via Schmidt triggers on the input pins.  The chip consists of over 15,000 transistors and is the current size limit for our existing CAD tools.


[image: \\FRISC\USER\godab\CANDIDACY\clb4x4.wmf]
[bookmark: _Toc512319717]Figure 7-14.  4x4 CLB Layout


[bookmark: _Toc512233182]7.7  Ring Oscillators
Due to the lack of expensive test equipment, high speed input signals needed to be generated in order to test the CLBs.  The easiest method is to use a ring oscillator created out of a series of XORs or cross coupled buffers (Figure 7-15). Due to the larger circuit requirements and level 2 signals required for the XOR gate, the series of buffers was used to create the ring oscillators.  Based on previous experience, the 5 stage ring oscillator should have a measured result of 5.2 GHz.  Ring Oscillators were created in various lengths so that signals from 1.5 to 7.2 GHz can be used as test signals in the CLB testing.   In addition, the test signals can be sent directly to the output pads as a calibration signal.
[image: ringosc.wmf]
[bookmark: _Toc512319718]Figure 7-15.  5 Stage Ring Oscillator

[bookmark: _Toc512233183]7.8  Input Signal Pads
The IBM design kit comes with an Electro-static Discharge (ESD) device than conforms to the human body model of an ESD pulse [31].  This model assumes that a human body can discharge the equivalent of a fully charged 100pF capacitor through a 1500resistor.  These parameters allow for a minimum ESD protection of 4 kV. This device is used on all DC pins for the protection of the chip.
In combination with the ESD device is a Schmidt trigger on the input pins.  Figure 7-16 is schematic of a CMOS Schmidt trigger and its output based on a slow switching input.  The purpose of the Schmidt trigger is to provide a sharp rising and falling edge for slow transitioning signals.  The graph in figure 7-16 is simulated a 1/10 of a second, corresponding to a mechanical switch transition.  Based on the graph, we can conclude that Vth- = -2.4V  and Vth+ = -1.4V compared to our inputs of 0 V (1) and –3.4 V (0).  This circuit also works up to input signals of 250MHz, so inputs can be either hand or computer switched.  A custom switchbox was created to allow for the individual programming of the bits.


[bookmark: _Toc512319719]Figure 7-17.  CMOS Schmidt Trigger
7.9 Design Summary
The design strategy used can be best described as a series of iterations. The XC6200 was used as a guide for the design, with design improvements and new features being added throughout the design process.  Layouts of each cell were constantly being redone to take full advantage of the five layers of metal and using design rule updates.  Since an FPGA is a highly regular structure, a modular design approach in the creation of the CLB proved to be a worthwhile design strategy.  These building blocks can be used in other projects, saving new designers time and effort in designing cells from scratch. 

Chapter Eight

[bookmark: _Toc512233184]Testing 
The heart of a Ph.D. thesis is the testing of the theories proposed in the thesis.  In order for the thesis to have merit, solid test results must support the author’s claims and convince skeptical readers and committee members.  Perhaps the most important planning is done in preparation for testing.  A solid, comprehensive, testing strategy must be devised to verify the proposed ideas and verify the design is error-free.  This chapter discusses the testing strategy used and results from the design strategy.

8.1 [bookmark: _Toc512233185]  Testing Goals
The objectives of testing are:
1) Verify functionality of the CLB in accordance with the programming table.
2) Measure delays and transit times and compare to simulations.  This should be done at the individual CLB and 4x4 CLB level.
3) Verify the switchable Widlar current mirror effectively turns off attached current trees and measure the power saved.  Measure the power consumption of a single CLB and the entire chip.
4) Verify CMOS in SiGe bipolar CML trees route signals properly and at speed.
5) Verify the 24 bit programming and CLB bus selects allow proper programming of each CLB.  One programming is complete, the speed of context switching should be measured.
6) Load several standard designs into the 4x4 CLB and compare to the operation of a XC6200 board.

Two chips were created in Dec 2000: an eight CLB adder 2.6 x 2.1mm (Chip #2) and a 4x4 CLB programmable chip 4.4 x 2.2 mm (Chip #3) as part of some donated space from Sierra Monolithics, a small SiGe design firm based in Southern California.  It would have been impossible to fabricate these chips without the generosity of Sierra Monolithics, which saved the research program $30K in fabrication fees.

8.2 [bookmark: _Toc512233186] Adder Chip Testing
Chip #2 is an eight CLB 1-bit adder circuit (Figure 8-1, 8-2).  The basic building blocks are AND and OR gates, with three inputs (A, B, carry) and two outputs (Sum and Carry_Out) [59].  The intermediate results and outputs generated by this circuit are depicted in table 8-1.  The same circuit is the semester design project for the senior level VLSI  design  class.  One advantage of  differential  wiring  is that the complement of the
[image: adder_schem.wmf]
[bookmark: _Toc512319720]Figure 8-1.  1-bit Adder Schematic
	A
	B
	C
	A+B
	A+B+C
	AB
	ABC
	Carry
	Sum

	0
	0
	0
	0
	0
	0
	0
	0
	0

	0
	0
	1
	0
	1
	0
	0
	0
	1

	0
	1
	0
	1
	1
	0
	0
	0
	1

	0
	1
	1
	1
	1
	0
	0
	1
	0

	1
	0
	0
	1
	1
	0
	0
	0
	1

	1
	0
	1
	1
	1
	0
	0
	1
	0

	1
	1
	0
	1
	1
	1
	0
	1
	0

	1
	1
	1
	1
	1
	1
	1
	1
	1



[bookmark: _Toc510765165]Table 8-1.  Adder Input, Intermediates, Outputs


[image: \\FRISC\USER\godab\CANDIDACY\adder2.wmf]
[bookmark: _Toc512319721]Figure 8-2.  Chip #2: Eight CLB 1-Bit Adder Chip

signal is always  present,  thus  there  is  no  need  for  inverters  and  complement operations (OR, NOR). All signals depicted are connected to pin drivers so the signals can be measured off-chip.  
	Three ring oscillators serve as the input signal sources for the adder circuit.  They are also useful in verifying that the models are accurate closely match measured results.    Starting research without accurate models is a very risky proposition.   In Figure 8-3, the outputs from the ring oscillators are shown with a designed 400 mV swing.  Table 8-2 compares the simulated values with the measured values and all results are within 6% of predicted results.  All measured results are slightly slower than predicted, but it can be concluded that the models used are accurate.


[bookmark: _Toc512319722]Figure 8-3.  Measured Output of Ring Oscillators

	Number of Stages
	Schematic Simulation Speed
	Simulated Speed with Parasitics and Temperature
	Measured Results
	% Difference

	5
	6.36 GHz
	5.26 GHz
	5.01 GHz
	4.6%

	10
	4.25 GHz
	3.23 GHz
	3.13 GHz
	4.1%

	20
	2.0 GHz
	1.7 GHz
	1.6 GHz
	5.9%



Table 8-2.  Ring Oscillator Simulated and Measured Results

The one-bit adder is based on two and three input gates, with a normal 1-bit adder taking 10 CLBs to construct.  By reusing some of the 2-input pieces, the circuit can be constructed using only 8 CLBs (Figure 8-4). As long as timing delays are considered, larger input gates can be built in two-input stages. Figure 8-5 is a simulation of the adder circuit that shows the Sum and Carry outputs based on the eight possible combinations of A, B, and C. 

[image: \\FRISC\USER\godab\CANDIDACY\adder.wmf]
[bookmark: _Toc512319723]Figure 8-4. 1-bit adder Circuit Created in 8 CLBs
[image: \\FRISC\USER\godab\CANDIDACY\addersim.wmf]
[bookmark: _Toc512319724]Figure 8-5.  1-Bit Adder Simulation
The 1-bit adder delay programmed in the SiGe FPGA is 560 ps; for the CMOS 5HP circuit in figure 8-1: 800 ps, and the circuit programmed in the original XC6200: 10ns.  It is interesting to note that the SiGe FPGA adder is faster than a customized CMOS circuit with no routing by a factor of almost 30% and beats the original XC6200 design by a factor of 17.  
	
8.3 [bookmark: _Toc512233187]  4x4 Chip Testing
Chip #3 tests the ability to program the chip and context switching.  The limiting factor in creating this chip is the number of output pads.  The 18 high-speed output pads come in a normal through and divide-by-8 pair so the lower speed signal can trigger the oscilloscope.  The original input signals from the ring oscillator can be measured before they enter the CLBs.  Since there are 16 output signals from the CLB (4 each West, East, North, South),  we do not have the output pads to measure these signals.  To solve this problem, 4-1 multiplexers were used to select one of the output signal to route to the output pin.  The programming pins A and B do the double duty of programming the RAM as well as acting as multiplexer selects when there is no write enable. 
Figure 8-6 is a simulation of the CLB being programmed to produce the AND and OR of three input signals.  Since each CLB works as a two input gate,  larger  input  gates 
[image: C:\My Documents\PhD\ch8.wmf]
[bookmark: _Toc512319725]Figure 8-6.  Three Input, Two CLB AND/OR Simulation


are created by building stages of inputs.  The simulation shows similar delays when creating the outputs using different functions.
A 26-channel DC probe combined with a switchbox was used for programming the bits into the FPGA (Table 8-2).  Each CLB has two banks of 24-bit RAM that hold the  configuration memory.  The two banks can be switched by toggling the S bit and the CLB can output a new function in 1ns.  The A-E pins are connected to 32 6-input AND gates that connect the RAM to bus for programming.  When the Write Enable (WE) line goes high, the information on the bus is transferred and stored into each individual  RAM
	 Number
	Pin Name
	Function

	0-4
	A,B,C,D,E
	(A-E) are Bus Select Lines, Select 0-31 Bus Lines

	5
	WE
	Write Enable, High to write bits to RAM

	6
	S
	Select, High=RAM bank0, Low=RAM bank1

	7
	A0
	1st 8-1 Mux Select

	8
	A1
	1st 8-1 Mux Select No W4, E4, S4, N4

	9
	A2
	Y2 Select

	10
	A3
	Y3 Select

	11
	A4
	West Out Select

	12
	G
	Vcc=0V

	13
	P
	Vee=-3.4V

	14
	A5
	West Out Select

	15
	A6
	North Out Select

	16
	A7
	North Out Select

	17
	A8
	2nd 8-1 Mux Select

	18
	A9
	2nd 8-1 Mux Select  No W4, E4, S4, N4

	19
	A10
	3rd 8-1 Mux Select

	20
	A11
	3rd 8-1 Mux Select  No W4, E4, S4, N4

	21
	A12
	Magic Out Select

	22
	A13
	South Out Select

	23
	A14
	South Out Select

	24
	A15
	East Out Select

	25
	A16
	East Out Select



[bookmark: _Toc510765166]Table 8-2.  4x4 Programming Bit Matrix


cell.  With only 26 pins to work with and the requirement for pins for bus  control,  7  of  the  24  were hardwired for the purposes of running the test chip. The chip design is a 4x4 CLB matrix (Figure 8-7), so there are no signals coming in from adjacent 4x4 blocks, thus the programming bits for this application do not change.  
[image: \\FRISC\USER\godab\CANDIDACY\fourbyfour.wmf]
[bookmark: _Toc512319726]Figure 8-7.  Chip #3, 4x4 CLB

8.4   Measurement Results

[image: \\FRISC\USER\godab\CANDIDACY\clbtest.wmf]
gure 8-8.  CLB Test Signal Routing
[image: \\FRISC\USER\godab\CANDIDACY\4clband_or.wmf]
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Chapter Nine

[bookmark: _Toc512233188]Discussion and Conclusions
This chapter summarizes the major accomplishments of three years of research.  The results discussed in this chapter verify that combining the SiGe process, CML, and the XC6200 design prove that is possible to create a SiGe FPGA that outperforms any other FPGA.  Circuit innovations include the mixing of CMOS into bipolar CML trees and the ability to turn off current trees using a switchable Widlar current mirror.  
 
[bookmark: _Toc512233189]9.1 Power Consumption and Power Delay Product
One of the biggest disadvantages of using bipolar logic is its power consumption versus CMOS.  Previous research has demonstrated that many have tried to make a bipolar FPGA, but a large FPGA always seemed to be unattainable due to power constraints.  Throughout the design process, one of the most important driving factors was the reduction of power consumed. Table 9-1 summarizes the successive design iterations and power reducing ideas used during the construction of the CLB.  The original design contained emitter followers and was designed without limitations on power consumption.  Removing the emitter followers,  rewiring, and taking advantage of the differential pairs lowered the power to 1/3 of the original design.  Further power savings were accomplished by the introduction of the switchable Widlar Current Mirror, CMOS Routing Control, and reducing the supply voltage from 4.5 to 3.3 volts.  Reducing the  current  in  the  tree  to  0.1mA resulted  in  a power savings of 86%, at a cost of 40% performance.  Operating in this mode is especially geared towards power conservation.

	[bookmark: _Toc483210379][bookmark: _Toc483210887]             Date                                         Idea                           Power Consumption/CLB

	[bookmark: _Toc483210380][bookmark: _Toc483210888][bookmark: _Toc483211039]Dec 98
	Original CLB
	73 mW

	June 99
	Removal of Emitter Followers
	34 mW

	Aug 99
	CLB Rewiring
	24 mW

	Dec 99
	Widlar Current Mirror with CMOS Control
	10.8 mW

	[bookmark: _Toc483210381][bookmark: _Toc483210889][bookmark: _Toc483211040]Mar 00
	Supply Voltage 4.5->3.3V
	7 mW

	Feb 01
	60% fT
	1mW


[bookmark: _Toc483236115][bookmark: _Toc483236301]
[bookmark: _Toc510765167]Table 9-1.  Ideas For Decreasing Power


		For a given technology, the power consumption and propagation delay is generally a constant known at the Power Delay Product (PDP) [41]. The propagation time and power consumption of a gate are related by the speed at which a given amount of energy can be stored on the gate capacitors.  The faster the energy transfer (or more power), the faster the gate.    The PDP is the energy consumed by the gate per switching event:  

				(9-1)

Table 9-2 and Figure 9-1 compares the PDP of IBM’s CMOS and SiGe processes.  Based on the table and figure, the 1998 CMOS and 1999 BiCMOS processes have the same PDP, while the future processes in both technologies gives a large advantage in PDP to the BiCMOS process.


Technology	             Size, Vthreshold       Effective Size, Vdd	PDP (uW/gate/MHz)	
	1998 CMOS
	Ldrawn =0.5 u
Vth = 0.87 V
	Leff = 0.36 u
Vdd = 3.3 V
	Hi = 0.36
Low = 0.2

	2000 CMOS
	Ldrawn = 0.25 u
Vth = 0.5 V
	Leff = 0.18 u
Vdd = 2.5 V
	Hi = 0.18
Low = 0.08

	2002 CMOS
	Ldrawn = 0.22 u
Vth = 0.4 V
	Leff = 0.12 u
Vdd = 1.8 V
	Hi = 0.1
Low = 0.05

	1999 BiCMOS 5HP
	Vbe = 0.85 V
	Vdd = 4.5 V
	0.36

	2001 BiCMOS 7HP
	Vbe = 0.72 V
	Vdd = 3.3 V
	0.01


[bookmark: _Toc483236116][bookmark: _Toc483236302][bookmark: _Toc510765168]Table 9-2.  Power Delay Product (PDP)
[image: pdp.wmf]
[bookmark: _Toc483240053][bookmark: _Toc483240397][bookmark: _Toc512319727]Figure 9-1.  Power Delay Product Trends

9.2 [bookmark: _Toc512233190]Running below fT to Save Power
Running an automobile at top speed means poor mileage, while running a CML tree at top speed results in high power consumption.  There will be times when top speed is not required or power levels are getting low (battery).  By examining the fT curves (Figure 2-1), one can infer that excellent performance can still be achieved at reduced current levels.  For example, the normal 1um circuits were originally designed to run at 0.7 mA, but lowering the current to 0.5 mA results in an fT of 45 GHz and 30 GHz at 0.1 mA.  To do this we only need to change 3 transistors:  the DC bias resistor at the bottom of the current tree and the two resistors at the top of the current tree that determine the output voltage swing.
Figure 9-2 portrays how power savings can be realized by lowering the fT of the SiGe bipolar transistor.  CML trees in various sections of the FPGA could be built in one of  three modes: full, 66%, and 13% power.  Each section could be turned off and on through the use of the switchable Widlar current mirror.  Circuits requiring speed would be designated critical sections and run at full power.  Not all CLBs need to be run at full speed, so a designer could trade 10% performance for a 1/3 reduction in power.   If an emergency situation arises, 1/7th of the power could be used at a cost of a 40% reduction in performance.  
[image: power_tre.wmf] 
[bookmark: _Toc512319728]Figure 9-2.  Power Saving Modes
Figure 9-3 shows how the resistor values can be changed to alter the current flow in the CML trees.  The Widlar Current mirrors would remain the same for each mode, providing a Vref of –2.18 V to each of the current trees.  These ideas can be applied to further generations of a SiGe FPGA using the 7HP process, where 50GHz CML trees running at 30uA can be created, a power reduction of 25.  The advantage of a switchable Widlar current mirror now becomes apparent:  large sections of an FPGA can turned off by changing a single bit.  A user now has the option of trading performance for power savings.[image: res.wmf]
[bookmark: _Toc512319729]Figure 9-3.  Resistor Values in CML Current Trees

9.3 [bookmark: _Toc512233191] Comparing the SiGe FPGA to the Original XC6200

The combination of SiGe technology, current mode logic, and design innovations has made a SiGe version of the XC6200 possible.  The 1-bit adder discussed in section 8.2 outperforms the XC6200 by a factor of 17.    This is possible due to the driving capability and switching speed of the SiGe HBT.  Table 9-3 demonstrates the reduction in delay times between various lengths of routing wires and the disadvantage of using pass transistors for routing.

	Symbol
	Parameter
	XC6200
	SiGe FPGA

	TNN
	Route Nearest Neighbor
	1ns
	23 ps

	TMAGIC
	Route X2/X3 to Magic Out
	1.5 ns
	47 ps

	TL4
	Length 4 Fastlane
	1.5 ns
	47 ps

	TL16
	Length 16 Fastlane
	2 ns
	70 ps

	TCL
	Chip-Length Fastlane
	3ns
	94 ps



[bookmark: _Toc510765169]Table 9-3.  Simulated Routing Delay Comparison

Figure 9-4 is reproduced because the SiGe version of the XC6200 is constructed with the same basic building blocks and structure.  A comparison of the two structures  shows more than a 20x improvement.    One of the basic reasons for speed improvement is the voltage swing level.  The high level output voltage for the XC6200 is 3.86V or higher, while the low level output voltage is 0.4V or lower.  This results in a minimum voltage swing of 3.4V, compared to 250mV for CML.  13 times the voltage swing results in slower performance, aptly demonstrating the advantage of using CML.
 The original XC6200 had a SRAM write time of 30 ns and a read time of 40 ns.  The design of the SiGe FPGA consists of two banks of 48-bit RAM  per  CLB.    In a 4x4   

[image: clb.wmf]
[bookmark: _Toc512319730]Figure 9-4.  XC6200 Functional Unit

	Symbol
	Parameter
	XC6200
	SiGe FPGA

	TIL01
	X1 Change to Output
	2 ns
	35 ps

	TIL023
	X2/X3 Change to Output
	2.5 ns
	55 ps

	TICK1
	Internal Reg Set-Up @ X1
	3 ns
	75 ps

	TICK23
	Internal Reg Set-Up @ X2/X3
	3 ns
	75 ps

	TIHCK1
	Internal Register Hold Time X1
	0 ns
	0 ps

	TIHCK23
	Internal Register Hold Time X2/X3
	0 ns
	0 ps

	TCH
	Clock High Time
	2 ns
	60 ps

	TCL
	Clock Low Time
	2ns
	60 ps

	TCLW
	Clear Pulse Width
	1ns
	70 ps

	TCKO
	Clock to Function Output
	2.5 ns
	60 ps

	TCLK0
	Clock to Output via X2/X3 feedback
	3 ns
	85 ps




[bookmark: _Toc510765170]Table 9-4.  Simulated Cell Switching Characteristics
block there are 32 banks of RAM that are addressed by 5 address bits and Write Enable Line, which only goes high during a write operation (Figure 9-5).  Thus the bus is only connected to a RAM cell when all five address lines and the Write enable is high.  To build this into a bigger configuration, the 4x4 block would be repeated into a 16x16 array, with  additional  address bits  to  select  between  4x4  blocks.  The  normal  RAM   write
[image: ram.wmf]
[bookmark: _Toc512319731]Figure 9-5.  4x4 CLB RAM Structure
cycle can be completed in 4 ns, compared to 30 ns for the original XC6200.  The read cycle involves only the select bit between RAM1 and RAM2, which can be reprogrammed in 1 ns.  The actual switching reprogramming takes only 70 ps, but 1ns is allowed for the worst case time for any leftover residual signals to fully clear the CLB.

[bookmark: _Toc512233192]9.4  Major Accomplishments
One of the most important questions normally asked during a Ph.D. defense is whether the work being defended worthy of a Ph.D.   Normally this work should present a significant contribution to the field, be publishable, and pass peer review.   The work described in this thesis has been published [4, 51] and has been reviewed by at least 5 reviewers.  A summary of significant contributions to the field contained in this thesis:
1) CMOS Controlled Widlar Current Mirror – A CMOS switch in a bipolar Widlar current mirror allows the mirror to be turned off and on with CMOS switching signals.   Up to ten current trees can be controlled by a single bit.  This design innovation will prove very useful in saving power, since only 50% of a FPGA’s resources are normally utilized. 

2) CMOS Control in Bipolar Current Trees – The insertion of CMOS NFETs in the lower levels of a bipolar CML tree is a major design innovation to improve FPGA performance.  The NFETs normally do not switch and are set directly from the RAM cells.   This design eliminates the need for CML-CMOS level conversion circuitry and degrades multiplexer performance by less than 2% compared to a full bipolar CML multiplexer.  A review of the US Patent library indicates there are currently no patents for either the CMOS Controlled Widlar Current Mirror  or the CMOS Control in Bipolar Current Trees.

3) Context Switching Memory Planes - With CMOS Control in Bipolar Current Trees, a CMOS multiplexer can route different RAM cells that contain programming information to configure bipolar logic trees.  CLBs can be reprogramming by flipping a single bit and a new characterization can be operating in less than 1ns.  This design will also allow partial reconfiguration of selected sections of the FPGA.

4) Additional multiplexers and latches were designed in addition to the research group’s existing library as the basic building blocks for the SiGe FPGA.  A D-Latch with asynchronous clear, routing boundary multiplexers,  and a high fan out multiplexer were added to the basic library.

5) CML was applied to improve the XC6200’s functionality and overall performance.  The original XC6200 utilizes a inversion tracking table that is not required since the complement of the signal is always present with differential logic.  The multiplexers in the CLB were also modified to take advantage of the differential logic.

6) Changing three resistors in a CML tree can decrease the speed of operation and use less current, thus conserving power.  A 40% reduction in speed uses only 1/7 the normal power.  The ability to trade speed for lower power consumption is a useful ability in the area of power management design.

7) Comparing the SiGe FPGA to the original XC6200 can be done at several levels.  In terms of a 1-bit adder, the new FPGA outperforms the XC6200 by a factor of 17.  Routing delay  and internal cell switching is 30 times less in the SiGe due to the superior driving capability of the SiGe HBT.  Due to the streamlined structure of the memory, memory reads and writes can be accomplished 5 times faster than the original design. 
[bookmark: _Toc483210384][bookmark: _Toc483211338][bookmark: _Toc483211895][bookmark: _Toc483234192]
[bookmark: _Toc512233193]9.5  Conclusions and Future Work
              The design of an FPGA that runs in the 5 GHz range using CML in SiGe technology combined with low power CMOS in the same process has been investigated.  The Xilinx XC6200 was chosen for emulation due to its public domain bit stream and implementation in multiplexer logic and flip-flops.   The core of the XC6200 has been demonstrated to be feasible and the major parts work at speed at room temperature.  The drawbacks of previous high power consumption have been mitigated by using CMOS to turn off current mirrors and integrating CMOS directly into the bipolar current tree.  Power saving modes have been developed so some speed can be sacrificed for less power consumption.
             One of the largest areas of future work will be integrating the existing XC6200 tools to work with the SiGe FPGA.  At the 1999 First NASA/DOD Workshop on Evolvable Hardware, a discussion group concluded that the software supporting the evolvable hardware is the major hindrance towards advancement.  Although the XC6200 is not being manufactured anymore, there are many independent programmers that are still creating tools for the XC6200.   This thesis will help continue the independent development of the XC6200. 
	The discoveries described in this thesis will serve as a blueprint for a new family of high-speed FPGAs.  Future work at RPI will be conducted by Ph.D. students Chao You, Jong-Ru Gao, and Kwan Zhouk.   The major focus of their work will be to continue expanding the size of the SiGe version of the XC6200 up to 64x64 CLB size.  Once this chip has been designed, many new and innovative designs can be tested at speeds not previously possible.  Funding for this project comes from the National Science Foundation ‘Lab Without Lights’ concept.  The Lab Without Lights is a lab that students can remotely access via the Internet, generate a programmable bit stream, and download their design into a FPGA.  With a SiGe FPGA, students will be able to do very high-speed designs and test computer circuits with realistic delays and performance.  Students in the Advanced Hardware design class will be able to prototype computer circuits at realistic speeds instead of stepped-down rates. 
	A conference article was submitted to FPL 2001:  11th International Conference on Field Programmable Logic and Applications, Belfast, Northern Ireland, 27-29 Aug 2001.  The theme of the conference is technology, tools and applications with particular emphasis on DSP, networking, and telecommunications.   An additional journal article will be submitted to an IEEE publication highlighting the work completed in this thesis.
As a faculty member at the United State Military Academy at West Point, I plan to continue my research in the SiGe FPGA area.  The Academy encourages its faculty members to engage in meaningful research that is beneficial to the Army.  The Army is one of the largest users of FPGAs and a high-speed SiGe FPGA would have numerous military applications.  The cadets at the Academy are tasked with a senior design project that a faculty member oversees for the entire senior year.  I plan to involve a group of 4-5 cadets in developing design for the project.  Continuing dialogue between RPI and USMA will strengthen this research program.
[bookmark: _Toc512233194]
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[bookmark: _Toc512233198]Programming Bit Table


8 Input Multiplexer

	Direction
	Bit 0
	Bit 1
	Bit 2
	Base 10

	W
	0
	0
	0
	0

	E
	1
	0
	0
	4

	N
	1
	1
	0
	6

	S
	0
	1
	0
	2

	W4
	0
	0
	1
	1

	E4
	1
	0
	1
	5

	N4
	1
	1
	1
	7

	S4
	0
	1
	1
	3



	Bit Number
	Input Name
	Instance Name

	0
	Bit 0
	A Input 8:1 Mux

	1
	Bit ~0
	A Input 8:1 Mux

	2
	Bit 1
	A Input 8:1 Mux

	3
	Bit ~1
	A Input 8:1 Mux

	4
	Bit 2
	A Input 8:1 Mux

	5
	Bit ~2
	A Input 8:1 Mux

	6
	Y210
	X2 Select

	7
	Y211
	X2 Select

	8
	Y220
	X2 Select

	9
	Y221
	X2 Select

	10
	Y310
	X3 Select

	11
	Y311
	X3 Select

	12
	Y320
	X3 Select

	13
	Y321
	X3 Select

	14
	RP20
	Reg Protect 0-> Normal Through

	15
	RP21
	Reg Protect 1-> Latch

	16
	Wout0
	West Out 0=F, 2=W

	17
	Wout~0
	West Out 1=S, 3=N

	18
	Wout1
	West Out

	19
	Wout~1
	West Out

	20
	Nout0
	North Out 0=F, 2=W

	21
	Nout~0
	North Out 1=N, 3=E

	22
	Nout1
	North Out

	23
	Nout~1
	North Out



 
	Bit Number
	Input Name
	Instance Name

	24
	Bit 0
	B Input 8:1 Mux

	25
	Bit ~0
	B Input 8:1 Mux

	26
	Bit 1
	B Input 8:1 Mux

	27
	Bit ~1
	B Input 8:1 Mux

	28
	Bit 2
	B Input 8:1 Mux

	29
	Bit ~2
	B Input 8:1 Mux

	30
	Bit 0
	C Input 8:1 Mux

	31
	Bit ~0
	C Input 8:1 Mux

	32
	Bit 1
	C Input 8:1 Mux

	33
	Bit ~1
	C Input 8:1 Mux

	34
	Bit 2
	C Input 8:1 Mux

	35
	Bit ~2
	C Input 8:1 Mux

	36
	Y3S20
	2:1 Mux 0=Normal Output

	37
	Y3S21
	2:1 Mux 1=Latch Output

	38
	Select
	Magic 0=X2

	39
	Select
	Magic 1=X3

	40
	Sout0
	South Out 0=F, 2=W

	41
	Sout~0
	South Out 1=E, 3=S

	42
	Sout1
	South Out

	43
	Sout~1
	South Out

	44
	Eout0
	East Out 0=F, 2=E

	45
	Eout~0
	East Out 1=S, 3=N

	46
	Eout1
	East Out

	47
	Eout~1
	East Out
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[bookmark: _Toc512233200]Testing Equipment and Software Used


	Type
	Model
	Specifications
	Usage


	Oscilloscope
	Tektronix 11801C
	Up to 50GHz
	High Speed Waveforms

	Spectrum Analyzer
	Rhode&Schawarz FSEM 30
	30 Hz to 26.5 GHz
	Ring Oscillator Measurements

	Spectrum Analyzer
	HP 8563
	30 Hz to 26.5 GHz
	Ring Oscillator Measurements

	Power Supply
	Agilent E3631A
	3 Channel DC
	Power, Programming

	10 Channel RF Probes
	GGB
	High Speed Signal
	Measure CLB outputs

	12, 26 Channel DC Probes
	GGB
	Slow Speed Signals
	Programming and Selection

	GPIB
	
	Interface with Tektronix 11801C
	Screen Capture of Waveforms





	Software Title
	Usages

	Labview
	Screen Capture of Waveforms

	Cadence 4.4.3
	Schematic Drawing, Layout, Extraction

	HSPICE
	Transistor Level Simulations

	SPECTRE
	Circuit Level Simulations

	Awaves
	Waveform viewer of HSPICE output

	Word/PowerPoint
	Presentations, Documents

	XV
	Unix Screen Capture, Color Customization

	Hotworks Development System
	XC6200 Programming Interface

	Xilinx Foundation Series
	Xilinx FPGA programming/simulation tool

	QuickCap
	3-D Capacitance Modeler
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[bookmark: _Toc512233202]CMOS-Bipolar Tree Design

[image: nfetcurve.wmf]Id vs Vds for gate biases at Vbs=0 for NFET
VGS start 1.15 V
VGS step 0.613V

Desired Ids=0.7mA

Steps for design in CML tree:
1) find desired tree current
2) determine Vds based on bipolar tree counterpart
3) determine VGS  based on Vcc, Vee inputs signals
4) select correct W/L for desired Ids

Data for 2:1 Multiplexer:
	W/L = 5:1
	Vds=1.9V
	VGS=2.6V

Data for 4:1, 8:1 Multiplexer:
	W/L = 10:1
	Vds=1.2V
	VGS=1.8V
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[bookmark: _Toc512233204]Pinout/Schematics for Test Chips
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[bookmark: _Toc512233206] Test Chip Characteristics


Chip #1:  Test CLB Structure

Design Period:  April 2000
Fabricated:  May-June 2000, 5HP Process
Delivered to RPI: July 2000
Size: 330um x 1200 um
Pins: 8
Number of Circuit Elements:  320 CMOS, 150 HBTs
Areas to be Tested: CMOS Control in Bipolar Trees, Multiplexer Logic, Basic CLB Structure.

Chip #2:  1-Bit Adder

Design Period:  Oct-Dec 2000
Fabricated:  Jan-Mar 2001, 5HP Process
Delivered to RPI: Mar 2001
Size: 2100u x 2600 u
Pins: 40
Number of Circuit Elements:  5005 CMOS,  1250 HBTs
Areas to be Tested:  Functionality, Adder Outputs 


Chip #3:  4x4 CLB Test Structure

Design Period:  Oct-Dec 2000
Fabricated:  Jan-Mar 2001, 5HP Process
Delivered to RPI: Mar 2001
Size: 2220u x 4420 u
Pins: 56 
Number of Circuit Elements: 11100 CMOS, 4003 HBTs
Proposed Areas to be Tested:  Context Switching, Programming
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