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Abstract

This paper presents a new multiplexer based FPGA, which can operate at a clock frequency of 5–10 GHz. Redundant switches on the

original signal paths are removed improving the performance. The configurable logic blocks (CLBs) power is greatly reduced by using a

revised multiplexer structure and turning off unused cells dynamically. More routing capabilities are provided with more inputs/outputs in

each direction than similar designs. A chip consisting of four FPGA ring oscillators was fabricated. The Spice simulation results and chip

measurements are presented.

q 2004 Published by Elsevier B.V.
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1. Introduction

The field programmable gate array (FPGA) consists of

an array of configurable logic blocks (CLBs). The user

programmable feature of an FPGA makes ASIC design

easy and decreases time-to-market. Compared to tra-

ditional programmable logic devices (PLDs), FPGAs’

configurable logic blocks provide many more functions

than PLDs. Different kinds of logic blocks of FPGAs have

been studied thoroughly [8]. As shown in [8], a

multiplexer based FPGA has better performance than

LUT, NAND and AND-OR based FPGAs. One multi-

plexer based FPGA, the Xilinx XC6200 [4,10], has fallen

from favor due to its poor routing capability. This paper

brightens the future of multiplexer based FPGAs by

converting conventional CMOS multiplexers to BiCMOS

multiplexers. A new structure is presented greatly

increasing the routing capability. The number of switches

on the signal paths is reduced to reduce power and

increase performance. With the IBM SiGe 7HP BiCMOS
UN
0141-9331/$ - see front matter q 2004 Published by Elsevier B.V.

doi:10.1016/j.micpro.2004.06.008

* Corresponding author. Tel.: C1-518-276-2513; fax: C1-518-276-

8761.

E-mail address: youc@rpi.edu (C. You).

MICPRO 1569—23/7/2004—14:07—VEERA—112369—XML MODEL 5 – pp. 1–11
ED Ptechnology, a measured gate delay of 100 ps is presented

in this paper.

A power saving method is utilized to overcome the

disadvantage of current mode logic circuits. Unused multi-

plexers will be turned off to save power. Some new schemes

for multiplexers are also provided to save power. The

proposed power is less than 10 W with heavily pipelined

applications for a 20!20 gate array.

The layout of this paper is as follows: Section 2 briefly

describes the IBM SiGe BiCMOS 7HP technology and

Section 3 presents the structure of this new FPGA. It also

introduces a new multiplexer structure, which is used in the

design, and a power-saving method that dynamically turns

off unused circuits. Section 4 presents circuit simulation and

experimental results. Section 5 summarizes the present

work and discusses relevant future developments.
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2. IBM SiGe BiCMOS 7HP technology

This FPGA design is implemented using the IBM SiGe

BiCMOS 7HP technology. The technology has all features

of Si-base transistors, such as polysilicon base contacts,

polysilicon emitter contacts, self-alignment and deep-trench

isolation. A linearly graded Ge concentration profile in
Microprocessors and Microsystems xx (xxxx) 1–11
www.elsevier.com/locate/micpro
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Fig. 1. IC versus fT in the four generations of IBM High Performance SiGe

BiCMOS process. IC value for peak fT is at 0.9 mA.

Fig. 2. 2:1 Multiplexer to implement any two-variable logic function.
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the base region dramatically increases the transistor’s

performance, such as current gain, early voltage and base

transit time [5,6,9]. Fig. 1 shows an IC and fT curve in the

four generations of IBM High Performance SiGe BiCMOS

technology. The peak fT point of the smallest NPN transistor

in 7HP is at 1 mA. Using less current in the collector causes

more gate delay in circuits while less power is used. The

high-speed 7HP circuits introduced later use 1 mA as the

collector current.
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3.1. New CLB structure

A multiplexer based FPGA has been of interest for a long

time. Several attempts have been made to increase the speed

and routing capability. One gigahertz-FPGA was reported in

Ref. [7]. However, limited routing capability and high

power usage prevent it from being widely used. A better

performing FPGA is highly desirable.

A single 2:1 multiplexer can provide any two-variable

logic function [10]. Table 1 shows sample configurations for

inverter, AND and XOR functions. The corresponding

configurations can be found in Fig. 2.

All multiplexer based FPGAs apply this feature of 2:1

multiplexers [7]. Some designs use a 4:1 multiplexer and

others use MuxA [10]. Fig. 3 shows a proposed CLB using a

2:1 multiplexer. The 2:1 multiplexer is the core of the

function block. It generates combinational logic results
UNC
Table 1

Example of logic function table

Function X1 X2 X3

INV XX A0 A0

A1 AND B1 A1 B1 A1

A1 XOR B1 A1 B0 B1

XX, Don’t care. ‘1’ is for signal. ‘0’ is for compliment signal.

ICPRO 1569—23/7/2004—14:07—VEERA—112369—XML MODEL 5 – pp. 1–11
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(FZ). Sequential logic results (SZ) can be implemented with

a master-slave latch (MS-Latch) and a feedback signal (FD)

from the MS-Latch back to the input selecting multiplexers.

All logic results are sent out to four neighbor cells: north,

south, west and east. More routing capabilities are provided

by redirecting signals in one direction to another (RW, RE,

RS and RN) and a shared bus, FastLANE, which connects

four CLBs in the same row or column. The outputs in each

direction of a CLB consist of a combinational logic result, a

sequential logic result and a redirection signal. The inputs in

each direction of a CLB consist of one combinational logic

result from a neighbor cell, one sequential logic result from

a neighbor cell, one redirection signal and one FastLANE.

Three multiplexers select three signals from a total of 16 or

17 inputs and feed them into the core multiplexer. The

combinational function of a CLB is determined by the

configuration of those input multiplexers (two 17:1 multi-

plexers and one 16:1 multiplexer).

The inputs of the redirection multiplexers are the inputs

of the CLB without FastLANEs and the signal from same

direction. For example, the redirection multiplexer facing

east does not have the input from east side since getting one

signal and routing it back in the same direction wastes

routing resources. Comparing this CLB structure with the

XC6200 and other multiplexer-based FPGAs [6,10], one

can see that the new structure has reduced the gate delay

from seven gates to four gates. The new structure does not

have CS, PR and 4:1 output multiplexers but still provides

more routing capability. For example, one can route the

function result to the east neighbor and the south redirection

signal to the east simultaneously.

The gate delay of a single level 16:1 multiplexer is larger

than a two-level 16:1 multiplexer as shown in Fig. 4 due to

high loading. The first level inputs consist of the 16 inputs in

four directions. The second level then selects one output

from the first level to finish the 16:1 multiplexing function.

For the 17:1 multiplexer, the second level multiplexer is

implemented with one more input from the feedback signal.

The 5:1 multiplexer in the second level will be explained

later.
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3.2. New multiplexer design

Besides the new CLB, new multiplexers are used in

the design. There are two kinds of traditional multiplexers.
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Fig. 3. New CLB Structure. Combinational and sequential logic results are sent directly to neighbor cells, thus reducing gate delay from 7 to 5 gates.
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One kind of traditional BiCMOS 4:1 multiplexer is shown in

Fig. 5. The two-level selection tree of S1, S2 acts as a

decoder. Only one BJT pair is selected at a time, permitting

the desired signal to pass through. An 8:1 multiplexer can be

built with the same style but with a taller current tree. A

taller current tree requires a higher voltage supply, which

increases total power. Another kind of multiplexer is a

bipolar multiplexer similar to the one in the Fig. 5 except the

NMOS transistors are replaced by bipolar transistors. The

bipolar multiplexer requires a higher voltage supply but has

a faster switching speed. In an FPGA design, routing

multiplexers only switch during application loading; there-

fore, the switching speed is not a critical issue.

Fig. 6 shows a new 4:1 multiplexer. An additional

decoder is needed to select pass-through signals.

After configuration, the decoder only permits one select
UNCO

Fig. 4. 16:1 Multiplexer utilizing two level multiplexing.
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D Pbit (S0–S3) to be set. Thus, the corresponding BJT pair is

turned on to pass signals through. The decoder can be

implemented with CMOS to save power and space. The new

multiplexer structure has three advantages:
1.
Fig
EAll multiplexers become single-high multiplexers, which

do not require a higher supply voltage. A 16:1 multi-

plexer uses the same voltage supply as a 2:1 multiplexer.
2.
 By resetting all select bits, a multiplexer can be turned

off, whereas a traditional multiplexer must always have

one current branch on.
. 5. Traditional 4:1 multiplexer using a two-level current tree selection.
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Fig. 6. New 4:1 multiplexer using single-level current tree selection.

Table 2

Dynamic routing configuration

Design Core Latch Inputs Redir. Trees

Mute

mode

OFF OFF OFF OFF 0

Normal

mode

ON ON XX OFF 9

Sequential

mode

ON ON XX OFF 11

FastLANE

mode

ON XX OFF OFF 3

Redirec-

tion

mode

OFF OFF OFF ON 3/6/

9/12

Full mode ON ON ON/XX ON/XX 21

XX, depends on neighbor cell configuration.
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411

412

413
In a traditional design, multiplexers have 2-to-n inputs

since select signals are differential. In the new design,

one can implement a multiplexer with any number of

inputs, such as 9:1 multiplexers and 17:1 multiplexers as

are required in Fig. 3.
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3.3. Multi-mode routing

Turning off unused circuits is a common scheme to save

power. In this FPGA design, the method is realized

dynamically by the loaded user applications. At the chip

level, unused CLBs will be turned off to save power. In this

design, a Master-Key signal indicates a Mute Mode for the

CLB array. An application using one CLB has a

configuration pattern to turn off the other 399 CLBs in a

20!20 gate array.

In a single CLB, there are also unused multiplexers and

output drivers when an application is loaded. Turning off

those circuits saves more power. At the CLB level, the

dynamic routing will be completed as follows: (Output

drivers configuration depends on neighbor cell require-

ments. It is not listed here.)

431

432
1.
ICPR

433

434

435

436

437

438

439

ORRENormal mode: when a CLB only uses its combination

logic function, the sequential logic circuit (MS-Latch)

and all redirection multiplexers may be turned off to save

power. Besides sequential logic circuits, more circuits

can be turned off in the normal mode. Each CLB needs

two signals to generate a logic function. Therefore, at

least two output-drivers or two redirection multiplexers

in its neighbor cells may be turned off to save power.
440
2.
441

442
CSequential mode: a CLB performs a sequential logic

function. The core multiplexer and MS-Latch is turned

on. Redirection operation is off.
443
3.
444

445

UNFastLANE mode: if input signals of a cell are selected

from the FastLANE, all four output-drivers in all

neighbor cells may be turned off to save power.
446
4.
447

448
Redirection mode: when one cell is configured to redirect

a signal from one neighbor cell to another neighbor cell,

only the redirection multiplexer needs to be turned on.
O 1569—23/7/2004—14:07—VEERA—112369—XML MODEL 5 – pp. 1–11
Other circuits in the CLB may be turned off to save

power.
5.
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Full mode: full mode is a very rare situation in an

application. When a CLB performs sequential logic and

also redirects three signals, the CLB works in Full Mode.

All current trees are turned on. (No application can

configure all CLBs into Full Mode in a gate array).

With the new features of the multiplexers, decoders of

multiplexers may be turned off in order to turn off unused

input circuits. Table 2 shows a power estimation of dynamic

routing.

3.4. Memory structure

A memory configuration structure is used to store user

applications and to supply configuration bits to multi-

plexers. In the previous design, 26 memory bits were used to

configure a single cell. A parallel memory configuration

structure was used. Memory bits were supplied by a 26-bit

wide ribbon cable. In this new design, 41 memory bits are

needed to configure a cell. Due to the large number of

configuration bits, the parallel configuration is inefficient.

Therefore, a shifted register configured memory structure is

used to configure memories.

Fig. 7 shows a shift register configured memory

configuration structure. Two memory banks are utilized in

this design to implement the FPGA with two personalities.

Each personality might load one application at a time. The

two banks’ enable signals are used to switch between

personalities. One clock signal is used to shift memory data.

The memory banks’ enable, data and clock signal are system

signals routed to every single cell in a gate array.

3.5. Overall performance

The layout and component list of this newly designed

basic cell structure are shown in Table 3 and Fig. 8. A single

basic cell layout is approximately 180 by 200 mm2 with

memory configuration structures.
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Fig. 7. Shift registers configure memory banks. Data, clock and memory banks’ enable signals are system wide.

Table 3

Chip component list

Label Component

A West redirection multiplexer

B South redirection multiplexer

C 17:1 Multiplexer

D 17:1 Multiplexer

E 16:1 Multiplexer

F North redirection multiplexer

G East redirection multiplexer

H 2:1 multiplexer and drivers

I Output drivers

J Master-Slave latch

K Memory configure system
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The new structure has several advantages over similar

designs [2]. Instead of sending only one output to a neighbor

cell in one direction, the new structure sends out three

outputs to a neighbor cell in one direction.

The first advantage is the improved routing capability.

One of the examples is shown in Fig. 9. C5’s logic

function result is required by C7, but C6 also has a logic

function result required by C7. In the old CLB, routing is

forced to go from C1–C2, from C2–C3 and then from C3–

C7. In the new CLB, routing can be taken through C6

since both a logic function result and a redirection

function can be routed east.

The second advantage over the previous design is its

better performance. The new structure has only two

multiplexers on the input paths of the core 2:1 multiplexer.

There are no switches or multiplexers on the output paths.

Switches on signal paths are minimized to provide the best

performance that a multiplexer based FPGA can have.

There are only three gate delays through a CLB and there

are no interconnect switches. This is why multiplexer based

FPGAs perform better than other FPGA structures.

Another advantage of this new design is the reduced

power consumption. The power usage of the full FPGA chip

is reduced. A lower voltage supply is possible due to the use

of single high multiplexer CML trees. Unused CLBs and

circuits are turned off as needed by individual loaded

applications. Power can be further reduced by supplying less

current in each CML current tree with a trade-off of

performance. A power and delay table is presented for

comparison with similar designs. Fig. 10 and Table 4 show a

power and performance trade-off diagram.

3.6. Testing plan

The final goal of this project is to design a 48!48 or

large gate array with clock frequency from 5 to 20 GHz. The

project has the following testing strategy:

553

554
1.
MIC

555

556

557

UNSingle cell test: one single cell chip was fabricated in

2000 to test the functionality, BiCMOS multiplexer

design, chip’s performance and the memory structure.

The testing results are presented in [2].
558
2.
Fig. 8. Basic cell layout. The size of a single cell is 178!203 mm2. The

corresponding list is in Table 3.

559

560
Power and performance test: once functionality, the

BiCMOS multiplexers and the memory structure were

tested, a chip containing more cells will be tested for
PRO 1569—23/7/2004—14:07—VEERA—112369—XML MODEL 5 – pp. 1–11
lower power and higher performance ideas. The chip,

including ring-oscillators, is fabricated with the IBM

7HP BiCMOS technology. The testing results are

detailed in Section 3.7.



Fig. 9. Comparison between two routing method. New basic cell structure

has obvious advantages over the old cell structure.

Table 4

Power and delay chart for various FPGA designs

Design Current (mA) Power (mW) Delay (ps)

Similar struc-

ture [2]

0.6 53 80

New structure 0.8 16 46

0.6 12 55

0.4 8 70

0.2 4 120

An AND gate is simulated for design comparison. Similar structure does

not have the dynamic routing feature.
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3.
Fig

tech
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630

631

632

633

634

635
Scalable gate array test: when the single cell perform-

ances and power consumption met scalable criteria, i.e.

low power, high-speed, good routing capability, etc. a

larger gate array was implemented. Due to space

limitations, only a 20!20 gate array was submitted for

fabrication with the IBM 7HP BiCMOS process in July

2003.
636
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641

642

643

644
The testing plan is simulated with IBM SiGe 7HP

models. The models have been updated several times

since it’s first released. Most parameters of the models

agree with measurement with little deviation. As shown

in later part of this paper, the maximum difference

between simulation and physical measurement is 15%.

Therefore, the simulated results can partially be used as

evidence of circuits’ performance.
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3.7. 20!20 Gate array

The 20!20 gate array is an important milestone in the

project. Two important issues in this chip are clock

distribution and system wide memory configuration.

Clock tree distribution is implemented by an H-Pattern.

To save power on the clock trees, a multi-mode routing idea

is deployed as shown in Fig. 11. Each high-speed clock

driver has an enable bits to turn it on/off. Since the MS-

Latch is the only circuit in a cell that needs clock signal,
UNCORRE

. 10. FPGA Power-Delay trade-off in the IBM 7HP BiCMOS

nology.
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the MS-Latch’s control bit might be used to turn on/off the

clock drivers. The second level clock driver enable bits are

controlled by the first level drivers. Upper level clock

drivers use the same scheme. If one MS-Latch requires a

clock, the cell will turn on all the clock drivers on the path to

reach the clock source. Otherwise, the MS-Latch votes to

turn off clock drivers to save power. Such a clock

distribution scheme guarantees the clock signal reaches

each cells without clock skew and delivers the clock signal

to the cells needing it. No clock drivers’ power and dynamic

power is wasted.

The system wide memory configuration structure is

consistent with the single cell memory configuration

structure. Fig. 12 shows the system wide structure. As

described previously, a cell’s memory configuration

structure uses the serial input of shift registers to provide

parallel inputs to the memories. Each cell’s input and

output might be connected as follows to provide system

wide distribution.

The following Fig. 12 shows a 5!5 mm2, 20!20 gate

array layout that has been submitted for fabrication. The

input pads include input drivers for memory configuration,

external system clock, and external inputs. The output pads

include output drivers for memory configuration output for

verification purpose, and outputs from the FPGA. System

clock is provided by an on-chip VCO and external system

clock. A user can specify which clock he wants to use via a

high-speed 2:1 multiplexer.

In the 7-metal layer IBM 7HP BiCMOS technology, the

first three metal layers are used for cell interconnection.

Two metal layers are used for clock distribution. Two metal

layers are used to supply power.
661
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672
4. Circuit simulation and chip measurement results

An FGPA can load various applications to prove its

functionality and performance. In this paper, a clock divider

circuit and a demultiplexer is simulated to test speed and

functionality (Fig. 13).

A clock divider is a very simple circuit to find the

maximum operation frequency of a circuit. A circuit is

shown in Fig. 14, a buffer is implemented in the basic cell

and supplies data to the Master–Slave Latch. If the input
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FFig. 11. Clock H-Pattern distribution with dynamic clock control. Level-one driver’s enable bit will disable level-two if level-one driver is not used.
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clock is less than the maximum operation frequency,

the circuit will operate correctly by outputting half the

frequency of the input clock. Otherwise, the output data will

be invalid. Fig. 15A and B show a simulation result of the

clock divider. In Fig. 15A, the input clock has a frequency of

10 GHz and the output shows a 5 GHz clock signal. In

Fig. 15B, the input clock has a frequency of 13.5 GHz and

the output shows several invalid voltages, which indicate

that the clock frequency has exceeded circuit capability.

A demultiplexer is used in serial–deserial circuits to

decode and distribute a transmission channel to different
UNCORRECT

Fig. 12. System wide memory configuration structure. Memory configur-

ation inputs are serially connecting to each cell. The simulation memory

configuration load-time is 4 ms for 20!20 gate array.
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PROOchannels. Fig. 16 shows a sampling single cell circuit used

in the demultiplexer. The DATA is connected to the

transmission channel. The SEL is connected to a 4-bit

barrel counter, which has half the clock frequency of the

system clock. In a 1:16 demultiplexer, 16 sampling cells

will be connected in parallel. The barrel counter will

enable one SEL at a time and shift to the next sample cell
Fig. 13. Submitted 20!20 gate array chip. Chip size 5!5 mm2.
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Fig. 14. Clock divider to obtain maximum operation frequency.

Fig. 16. Demultiplexer sampling circuit.
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after one clock cycle. When the SEL is enabled,

the DATA will be latched in the MS-latch. When

the SEL is disabled, the DATA will be held at the MS-

latch by selecting the feedback. If needed, another

pipelined buffer circuit can follow the output and hold

the result. Fig. 17 shows a simulation result with a

10 GHz system clock.

The new multiplexer based FPGA has shorter gate

delays, reduced power usage and more routing capability

than similar multiplexer based FPGA designs. To demon-

strate the advantages of the new FPGA structure, a chip was

fabricated in June 2002. This test chip utilizes IBM’s

SiGe BiCMOS 7HP technology. Four hardware configured
UNCORRECT

Fig. 15. (A) Simulation of valid clock frequency of 10 GHz. (B) Simulation

of 13.5 GHz clock with an invalid data output signal.
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FPGA ring oscillators are built to demonstrate the

performance in a 2!2 mm2 area. The layout of the chip is

shown in Fig. 18.

The two left ring oscillators in Fig. 18 (A and B) are

high speed FPGAs with gate delay of 100 ps. The left

bottom oscillator has diodes on the current tree to

prevent collector-emitter breakdown. The two right ring

oscillators (C and D) are low power FPGAs with gate

delay of 250 ps. The right bottom oscillator also has

diodes on the current trees to prevent collector–emitter

breakdown. A waveform of the high-speed ring oscillator

is shown in Fig. 19. The measurement is taken at 20 8C.

The voltage supply is 2.5 V. The output voltage swing is

400 mV.
 O 866

867

868

869

870

871

872

873

874

875

876

877

878

879

880

881

882

883

884

885

886

887

888

889

890

891

892

893

894

895

896
ED P
R4.1. Performance measurement discussion

Spice simulations for the high-speed oscillators show a

clock period of 680 ps. The frequency of oscillation is

defined by Eq. (1).

f Z
1

2,N,T
(1)

where T is the gate delay through the CLB. From our

simulation results, each CLB has a gate delay of 85 ps. The

measured high-speed oscillator in Fig. 19 shows a clock

period of approximately 800 ps, and a CLB gate delay of

100 ps. For the similar designs, the estimated gate delay

ranges from 120 to 150 ps at a considerable power

consumption. The difference between simulation and

measurement is due to wire resistance, parasitic capacitance

and circuit parasitic capacitance.

4.2. Power measurement discussion

The chip contains 12 pad drivers, five divide-by-eight

circuits, one divide-by-two circuit, two high-speed FPGA

ring oscillators, two low-power FPGA ring oscillators

and one regular ring oscillator. Pad drivers, divide

circuits and high-speed FPGA ring oscillators utilize a

2.5 V power supply. The regular ring oscillator and low-

power FPGA ring oscillators utilize a 2.0 V power

supply. A 2.5 V power supply feeds the west side of

the chip and a 2.0 V power supply feeds the east side of

the chip. To power up the high-speed FPGA ring
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Fig. 17. Simulation results of 1:16 demultiplexer with 10 GHz system clock.
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oscillators, the power supply is solely needed on the west

side of the chip. To power up the low-power FPGA ring

oscillators and CML ring oscillator, a 2.5 V power

supply is needed on the west side for all pad drivers and

divide circuits and a 2.0 V power supply is needed on

the east side. Table 5 shows the designed power

consumption of this chip.
UNCORRECT

Fig. 18. Microphotograph of the IBM 7HP BiCMOS chip layout. (A) 4-

Stage ring oscillator. (B) 4-Stage ring oscillator with diodes on the current

trees. (C) 4-Stage low-power ring oscillator. (D) 4-Stage low power ring

oscillator with diodes on the current trees. Chip size: 2!2 mm2.
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ROFor the two high-speed oscillators, the predicted power

consumption is 848 mW for a 2.5 V power supply with

339 mA total current. The measured power supply voltage is

2.5 V when the ring oscillator starts to oscillate.
ED

Fig. 19. Chip gate delay measurement screen capture. The high-speed ring

oscillator proves a gate delay as short as 100 ps.
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Table 5

Current in each fabricated component

Circuit Current (mA) Number Total (mA)

Pad driver 17.00 12 204.00

Divide-by-2 1.23 1 1.23

Divide-by-8 3.69 5 18.45

High-speed RO 57.44 2 114.88

Low-power RO 6.476 2 12.952

CML RO 10.53 1 10

RO stands for ring oscillator.
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The measured current ranges from 258 to 295 mA. The

reduced current draw is due to the voltage drop over the

power rails and resistive losses on the cable.
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5. Conclusion and future work

This paper presents a novel multiplexer based

FPGA. Compared to a similar previous design, this new

design has better performance, lower power usages and

better routing capability. Implemented in IBM’s SiGe

BiCMOS 7HP technology, the measured gate delay is

100 ps. Power usage is 10 mW per CLB or less.

A larger 20!20 gate array has been shipped

for fabrication. The larger gate array will

target wider applications with a system clock up to

10 GHz. The power usage is less than 20 W for the

entire chip.

Further developments include improving routing capa-

bilities and adding more functionality into the CLB.

Routing capabilities can be improved further by routing

the FastLANE with the redirection multiplexer. The

functionality of the CLB can be improved by adding a

high-speed CML adder circuit. The adder function is

widely used in digital signal processing. The extra adder

in the CLB will reduce the number of cells used by such

applications.
 R 1106

1107

1108

1109

1110

1111

1112

1113

1114

1115

1116

1117

1118

1119
UNCOR
Acknowledgements

This work was supported by the United States Army and

Nation Science Foundation (NSF) at contract number ECS-

9980251 from 1999 to 2002 and Defense Advanced

Research Project Agency (DARPA) at contract number

#N66001-02-1-8919 since August, 2002. The first chip was

fabricated with the financial support of Sierra Monolithics.

The second and third chips were fabricated with the

financial support of DARPA. Special thanks are extended

to Robert W. Heikaus.
ICPRO 1569—23/7/2004—14:07—VEERA—112369—XML MODEL 5 – pp. 1–11
OF

References

[1] A. El Gamal, An architecture for electrically configurable gate array,

IEEE J Solid-State Circuits 24 (2) (1989) 394–398.

[2] B.S. Goda, J.F. McDonald, S.R. Carlough, T.W. Krawczyk Jr.,

R.P. Kraft, SiGe HBT BiCMOS FPGAs for fast reconfigurable

computing, IEE Proc. Comput. Digital Techniq. 147 (3) (2000) 189–

194.

[3] B.S. Goda. SiGe HBT BiCMOS Field Programmable Gate Arrays for

Fast Reconfigurable Computing, Doctoral Thesis, 2001

[4] Configurable Cellular Array, US Patent, US5491353, 1996.

[5] G. Freeman, M. Meghelli, Y. Kwark, S. Zier, A. Rylyakov,

M.A. Sorna, T. Tanji, O.M. Schreiber, K. Walter, R. Jae-Sung,

B. Jagannathan, A. Joseph, S. Subbanna, 40 Gbit/s circuits built from

a 120 GHz fT SiGe technology, IEEE J. Solid-State Circuits 37 (9)

(2002) 1106–1114.

[6] IBM SiGe Designer’s manual, IBM Inc., Burlington Vermont.

2001.

[7] J. Birkner, A Very High-speed Filed Programmable Gate Array Using

Metal-to-metal Anti-fuse Programmable Elements, CICC ’91

introduction.

[8] S. Singh, J. Rose, P. Chow, D. Lewis, The effect of logic block

architecture on FPGA performance, IEEE J. Solid-State Circuits 27

(3) (1992) 281–287.

[9] T.H. Ning, History and future perspective of the modern silicon

bipolar transistor, IEEE Trans. Electron Dev. 48 (11) (2001) 2485–

2491.

[10] Xilinx XC6200, User Guide, Xilinx Inc., San Jose, CA, 1997.
 P
RO

Chao You (S’02-presnet) received the

B.S. degree in Physics from Nankai

University, Tianjin, China, in 1999 and

the MS degree in Electrical Engineering

from Rensselaer Polytechnic Institute,

Troy, New York, in 2003. He is
ED currently a doctoral candidate in Elec-

trical Engineering in Rensselaer Poly-

technic Institute. His research interests

are concentrated on integrated circuit

design of high speed Field Programma-

ble Gate Array (FPGA) and Serializer/Deserializer (SERDES). His

research interest also includes high performance analog circuit and

mixed-signal circuits.
Jong-Ru Guo received MS degree in

electronic Engineering and Electrical

Engineering from the National Tsing

Hua University, Hsin-Chu, Taiwan,

R.O.C. After graduating from NTHU;

he served his mandatory military service
1120
as 2nd lieutenant of communication

center in Taiwanese Department of

Defense. He joined TSMC as a process

integration engineer after his military

obligations. He has worked in communi-

cation circuitry designs in Ben-Q as a circuit designer. He is

currently pursuing his PhD degree at Rensselaer Polytechnic

Institute, Troy, NY. His research interests include the high-speed

circuits and configurable systems.



s and

DTD 5 ARTICLE IN PRESS

1121

1122

1123

1124

1125

1126

1127

1128

1129

1130

1131

1132

1133

1134

1135

1136

1137

1138

1139

1140

1141

1142

1143

1144

1145

1146

1147

1148

1149

1150

1151

1152

1153

1154

1155

1156

1157

1158

1159

1160

1161

1162

1163

1164

1165

1166

1167

1168

1169

1170

1171

1172

1173

1174

1175

1176

1177

1178

1179

1180

1181

1182
Russell Kraft received a BSEE degree in

1976, an MSEE degree in 1978, and a

PhD in 1983, all from Rensselaer Poly-

technic Institute, Troy, New York. His

dissertation was on the optimization of

phased ultrasonics and radar arrays for

C. You et al. / Microprocessor
1183

1184

1185

1186

1187

1188

1189

1190

1191

1192

1193

1194

1195

1196

1197

1198

1199

1200

1201

1202
steering by nonlinearly adjusting the

element gains and phases. In 1986, he

joined the Center for Manufacturing

Productivity at Rensselaer Polytechnic

Institute as a project manager and adjunct

faculty. The research group is now known as the Center for

Integrated Electronics & Electronics Manufacturing. His research

areas include electronic manufacturing, robotics, metrology, inspec-

tion, and fast digital IC design and his teaching responsibilities

include control and communication laboratory applications and

computer integrated manufacturing systems. In 1983, he was a Sr

Controls Engineer at Mechanical Technology Inc., Latham, NY

where he developed vision based inspection and gaging systems and

real-time imbedded combustion controls for automotive and gen-

erator stirling engines. Dr Kraft is a member Eta Kappa Nu, Tau

Beta Pi, Sigma Xi and the Machine Vision Association of SME. He

is a technical reviewer for the IEEE Transactions on Components,

Packaging, and Manufacturing Technology - Part C. He has two

patents in the computer-vision area for non-contact gauging and is

co-author of several publications in high-speed digital design, vision

inspection, phased array design, homomorphic signal processing and

control system design.
1203

1204

1205

1206

1207

1208

1209
Michael Chu received the BS degree in

electrical and computer systems engineer-

ing from Rensselaer Polytechnic Institute,

Troy, NY, in 1997. Currently, he is a

research assistant with Rensselaer Poly-

technic Institute, working toward the PhD
T 1210

1211

1212

1213

1214
C
degree in electrical engineering. His

research interests include high-speed data

conversion techniques, as well as mixed

signal and Field Programmable Gate Array

design.
1215

1216

1217

1218

1219

1220

1221
RRE
Peter F. Curran was born in Queens, NY,

in 1964. He received a BSEE degree in

1993 from Rensselaer Polytechnic Insti-

tute, Troy, New York and is pursuing his

PhD there as well. His research involves

high-speed bipolar circuits for communi-
1222

1223

1224

1225

1226

1227

NCOcations and computation. He is a student

member of the IEEE and ACM.
U

MICPRO 1569—23/7/2004—14:07—VEERA—112369—XML MODEL 5 – pp. 1–11
Mr Kuan Zhou received the B.S. degree

in automatic control from Huazhong

University of Science & Technology,

P.R. China in 1996 and the MS from

Chinese Academy of Sciences respect-

ively. He is now a PhD candidate in

Microsystems xx (xxxx) 1–11 11
F

Electrical, Computer and Systems Engin-

eering department at Rensselaer Polytech-

nic Institute, Troy, NY. He is now involved

in high-speed VLSI system design. He is

the 2003 winner of Rensselaer Founder’s

Award for Excellence. His research interests include high performance

mixed-signal system design. He and his research partners have

designed some GHz FPGAs.

Bryan S. Goda is an Associate Professor

in the Department of Electrical Engineer-

ing and Computer Science. He holds a BSc

in both Electrical Engineering and Com-

puter Science from United States Military

Academy, a MSc in Electrical Engineering
ED P
ROOfrom the University of Colorado, Boulder

and a Ph.D. in Electrical Engineering from

Rensselaer Polytechnic Institute. He is a

US Army Colonel and is on the permanent

faculty.

John F. McDonald (M’65-SM’01) was

born in 1942 in Narberth, PA. He received

the B.S.E.E. degree in 1963 from the

Massachusetts Institute of Technology

(M.I.T.), Cambridge, and the M.Eng and

the PhD degree in engineering and applied
science from Yale University, New Haven,

CT, in 1965 and 1969, respectively. He

served as a Member of the Technical Staff

with Bell Labs in 1964. He was an

Instructor at Yale in 1969, and Assistant

Professor the following year. In 1974, he joined the faculty at

Rensselaer Polytechnic Institute, Troy, NY, in the Department of

Electrical, Computer and Systems Engineering, as Associate Professor.

He was made Full Professor in 1985. His background includes a wide

range of topics including communication theory and DSP, computer

hardware design, focused electron and ion beam systems, HF and MCM

packaging, GaAs/AlGaAs HBT RISC processor design, HBT technol-

ogy, and VLSI design and design automation. His current interests are

concentrated on SiGe HBT BiCMOS circuit design and VLSI

interconnection technology. He has coauthored 220 refereed articles,

roughly one third of which are archival journal articles. He has been

awarded ten patents.
1228

1229

1230

1231

1232


	A 5-10GHz SiGe BiCMOS FPGA with new configurable logic block
	Introduction
	IBM SiGe BiCMOS 7HP technology
	New FPGA structure
	New CLB structure
	New multiplexer design
	Multi-mode routing
	Memory structure
	Overall performance
	Testing plan
	20x20 Gate array

	Circuit simulation and chip measurement results
	Performance measurement discussion
	Power measurement discussion

	Conclusion and future work
	Acknowledgements
	References


