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We report research designed to accomplish two goals. We first consider the ques-
tion, raised by Coltheart (1980) and others, of whether three measures of visible and
informational persistence—performance in temporally integrating two successively
presented stimuli, subjective rating of the degree to which two successively pre-
sented stimuli appear to constitute a single or a dual temporal event, and partial-
report performance—all measure the same underlying mental entity. We answer
this question using a superset of dissociation logic called state-trace analysis
(Bamber, 1979), and within the context of a systematic empirical foundation con-
sisting of seven closely related experiments. Our second goal is to extend and apply
a theory to data acquired from our seven experiments and also to data reported by
other investigators. This theory, which has been confirmed in a variety of paradigms
(see Busey & Loftus, 1994) assumes that (1) the initial stages of the visual system
act as a low-pass linear filter which operates on a stimulus temporal waveform to
produce a sensory response; (2) instantaneous rate of acquiring information from
the stimulus is jointly proportional to sensory-response magnitude and proportion
of as-yet-to-be-acquired stimulus information; (3) partial-report performance is de-
termined by total amount of acquired information; (4) the probability that two events
are perceived as contemporaneous is determined by the temporal correlation of their
respective information-acquisition rate functions (which is similar to a suggestion
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by Dixon & Di Lollo, 1994); and (5) temporal integration is successful to the degree
that the two temporal events are perceived as contemporaneous. This theory was
highly successful in accounting for our and other investigators’ temporal-integration
and completeness-rating data, and was moderately successful in accounting for par-
tial-report data. We discuss the degree to which our three persistence measures can
be united within the context of our theory; we comment on the distinction between
objective and subjective measures of visible persistence; and we address the de-
cades-old question: ‘‘What is persistence good for?’’  1998 Academic Press

It has been known for centuries that the perceptual experience of a briefly
presented visual stimulus persists beyond the physical stimulus itself; indeed,
the writings of Aristotle (384–322 B.C.) reportedly contain the first known
reference to such persistence (Allen, 1926). This phenomenon has been stud-
ied intensively for more than three decades, and has been endowed with
various names, including ‘‘visual information store’’ (Sperling,1960), ‘‘short-
term visual storage’’ (Haber, 1969), ‘‘iconic memory’’ (Neisser, 1967), and
‘‘visible persistence’’ (Coltheart, 1980). Consequently, most textbook mod-
els of visual information processing have assumed the existence of a very
short-term visual memory that stores the contents of a visual scene for some
period of time after its offset.

Over the years, there has been a good deal of debate about the perceptual
and cognitive processes that are entailed in this general phenomenon1 and
what role, if any, it plays in perception and cognition.2 Two empirical facts
are clear, however: First, something that looks like the physical stimulus
continues to be present for a brief time following stimulus offset. Second,
information can be acquired from the stimulus for a brief period following
stimulus offset in much the same way as it can be acquired while the stimulus
is physically present. Following Coltheart (1980), we refer to the first phe-
nomenon as visible persistence, and to the second as informational persis-
tence.

Visible and informational persistence have been investigated using a vari-
ety of experimental tasks, some of which are enumerated and briefly de-
scribed in Table 1.3 Although generally measured by separate tasks, both
visible and informational persistence were originally assumed to be two
measures of the same internal entity: a single, visible, precategorical, high-
capacity, quickly decaying memory that holds incoming visual stimulation
for further processing by later components of the information processing
system (e.g., Coltheart, Lea, & Thompson, 1974; Dick, 1974; Neisser, 1967;

1 For reviews, see Coltheart (1980); Di Lollo and Dixon (1988); Dixon and Di Lollo (1994);
Irwin and Yeomans (1986a); Irwin and Brown (1987); Long (1980); Mewhort, Campbell,
Marchetti, and Campbell (1981); and Nisly and Wasserman (1989).

2 See, for example, Di Lollo and Dixon (1992b); Haber (1983, 1985); Loftus, Johnson, and
Shimamura (1985); Massaro and Loftus (1995); and Turvey (1977).

3 The list of tasks and studies in Table 1 is not exhaustive. Furthermore, others (e.g., Long,
1985; Nisly & Wasserman, 1989) have proposed alternative organizational schemes.
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TABLE 1
Different Tasks Used to Investigate Visible and Informational Persistence

Visible persistence
Examples from

Task name Description literature

Synchrony judgment Stimulus presented followed by a Efron (1970a, b);
variable interval, followed by a Bowen Pola, & Matin
synchrony signal (e.g, a tone). (1974)
Observer adjusts signal such that
signal corresponds with phenom-
enological disappearance of stim-
ulus

Temporal integration A stimulus (e.g, a CVC trigram) is Eriksen & Collins
broken up into two spatial halves. (1966); Di Lollo
Halves are presented in temporal (1980)
succession; observer’s task
requires being able to see whole
stimulus, i.e., both halves superim-
posed (e.g., naming the trigram)

Completeness ratings Like a temporal integration task. Loftus & Hanna (1989)
Instead of performing an objec-
tive task, observer provides a rat-
ing of how temporally complete
the conjunction of the two halves
seemed to be.

Informational Persistence
Examples from

Procedure name Description literature

Partial report An array of items is presented. A Sperling (1960); Aver-
probe presented at some point, bach & Coriell
generally following stimulus off- (1961)
set, indicates that some part of the
array should be reported.

Mask/No mask Stimulus is presented either fol- Intraub (1980); Loftus,
comparison lowed or not followed by a mask. Johnson, & Shima-

Difference between masked and mura (1985)
unmasked performance provides
an indication of information
acquired from the iconic image

von Wright, 1972). Three examples illustrate this view. First, Eriksen and
Collins (1967) introduced the temporal-integration technique (see Table 1),
saying about it, ‘‘This task . . . permits the study of a possible perceptual
memory as suggested by Averbach and Coriell (1961) and Sperling (1963).
. . . The nonsense syllable would seem to be capable of being perceived
only if the two halves are perceived as psychologically simultaneous or the
perceptual trace of the first half is still present when the second stimulus
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half occurs’’ (p. 477). Second, Julesz and Chiarucci (1973) noted that, ‘‘In
the studies of Eriksen et al., the integration of successively presented dots
into a form is a special case of the short-term memory integration extensively
studied by Sperling.’’ (p. 251). Finally, Haber & Standing (1970), describing
a synchrony-judgment task, noted that, ‘‘[An] indicator of the visual persis-
tence of a flash . . . yields data of the same high order of reliability and
magnitude found by the far more laborious and indirect procedures of Sper-
ling (1960), Averbach and Coriell (1961) and others.’’

This simple view, appealing though it was to early investigators, has been
called into question. In an oft-cited and exhaustive article, Coltheart (1980)
challenged this view based on dissociation logic.4 In particular, Coltheart
noted that two major independent variables—stimulus duration and stimulus
luminance—appear to have negative effects on visible persistence, but little
if any effect on informational persistence. Recently, however, the validity
of this observation has been questioned by a number of investigators. For
example, Long and Beaton (1982) reported a positive relation between stimu-
lus intensity and partial-report performance, while Di Lollo and Dixon (1988;
see also Di Lollo & Dixon, 1992a; Dixon & Di Lollo, 1994) discovered that
under certain circumstances there is a negative relation between stimulus
duration and partial-report performance. Nisly and Wasserman (1989) ar-
gued that stimulus luminance could have a positive, a negative, or no effect
on either visible persistence or informational persistence depending on the
luminances used and the instructions given to the subjects.5

Coltheart’s conclusions, whether accepted or not, are based on a founda-
tion that is seriously flawed in two respects. First, at the time of Coltheart’s
writing there had been little systematic comparison of different tasks. That
is, there was little investigation wherein task alone was varied while all other
relevant variables were held constant. To illustrate, consider a typical com-
parison made in the literature of a partial-report task in which duration is
varied (e.g., Yeomans & Irwin, 1985) with a synchrony-judgment task in
which duration is varied (e.g., Efron, 1970a, b). While both tasks do indeed
involve investigation of stimulus duration effects on performance of some
sort, the two experiments involved different stimuli, observers, duration
ranges, luminances, contrasts, and probably other differences as well. These
confoundings bring about two related consequences. First, the difference in

4 Coltheart did not actually use the term ‘‘dissociation logic’’ as dissociation logic had not
yet come into vogue in 1980.

5 Based on such findings, Long (1979, 1985) and Sakitt and Long (1979) have argued that
there are two kinds of visible persistence, rather than just one as Coltheart (1980) proposed.
According to Long (1985), Type I persistence is affected negatively by increasing stimulus
luminance and duration, which Type II persistence is affected positively by increasing stimulus
luminance and duration. This proposal has been criticized for a number of reasons by several
investigators (e.g., Bowling & Lovegrove, 1982; Coltheart, 1980; Di Lollo, 1983, 1984; Ir-
win & Yeomans, 1986a), however, so in this paper we adopt Coltheart’s (1980) position.
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the reported duration effects (null effects in partial report vs. inverse-duration
effects in synchrony judgment) cannot be unambiguously attributed to any
one factor. Second, any theory purporting to account for both informational
and visible persistence effects must incorporate otherwise irrelevant subtheo-
ries of all differences between the two experiments in order to make explicit
predictions.

A second, and more fundamental difficulty with Coltheart’s conclusion is
that he provided little formal consideration of the logic by which multiple
persistence measures may or may not be inferred to reflect the same underly-
ing thing. In a subsequent section, following a brief description of the specific
tasks with which we are concerned, we will undertake such a consideration
in some detail.

In sum, despite substantial discussion of the issue by Coltheart (1980) and
others, it remains unclear whether visible and informational persistence re-
flect the same perceptual entity, or different perceptual entities. If the latter,
it is of theoretical significance to determine the relations between these two
types of persistence, in order to develop more accurate and more sophisti-
cated theories of visual information processing.

TASKS

In this article, we compare three tasks (temporal integration, subjective
completeness ratings, and partial report) that measure some aspect of visible
and/or informational persistence under circumstances that are as similar as
possible. Exposure duration and interstimulus interval are varied to deter-
mine whether these manipulations affect the three tasks in the same way.
We briefly describe these tasks here because we will refer to them in our
upcoming analysis of the logic by which different tasks may be inferred to
measure the same thing or different things.

Experiments 1 and 2 were designed to investigate the relation between
two of the tasks sketched in Table 1: an objective missing-dot temporal-
integration task (Hogben & Di Lollo, 1974; Di Lollo, 1980) and a subjective
completeness-rating task (Loftus & Hanna, 1989). In these first two experi-
ments, 24 dots filling all but one of the 25 cells of an imaginary 5 3 5 matrix
were presented as two temporally distinct 12-dot halves: each half was of
some duration, and the two halves were separated by some interstimulus
interval (ISI). In Experiment 1, half-1 duration (HID) and ISI were varied
while half-2 duration (H2D) was always 20 ms (as in Di Lollo & Dixon,
1988). In Experiment 2, H1D and H2D were varied while ISI was always
0 ms (as in Dixon & Di Lollo, 1992; 1994). The objective task was to report
the missing dot’s position, while the subjective task was to rate whether
the complete (both-half) combination appeared to entail one or two distinct
temporal events.

Experiments 3–7 were designed to investigate the relation between subjec-
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tive completeness and partial report. In these experiments, letter arrays were
presented followed by a visual probe signaling the observer which letter was
to be reported. The observer then either reported the signaled letter (as in
Averbach & Coriell, 1961) or provided a subjective rating of the degree to
which the letter array-probe combination appeared to entail one or two dis-
tinct temporal events. The range of stimulus durations and stimulus-probe
ISIs was the same as in Experiment 1, thereby allowing direct comparisons
among the experiments.

WHEN DO DIFFERENT MEASUREMENT TECHNIQUES MEASURE
THE SAME THING?

Any science must be fundamentally concerned with the questions: What
does a measurement technique measure, and when do physically different
measurement techniques measure the same thing? Consider two examples.

Suppose first that one wishes to measure heights of trees. Two possible
measurement techniques are these. First one could climb to the top of the
tree and drop a stone; here the tree’s height would be defined as the observed
time required by the stone to reach the ground. Second, one could place a
sextant on the ground at a specified distance, d ft., from the base of the tree
and then aim the sextant at the tree’s top; here, the tree’s height would be
defined as the sextant’s observed angle, α. Intuitively, it seems that both of
these techniques would measure the same thing: the intrinsic height pos-
sessed by the tree. Formally, this intuition translates into what we refer to
as the monotonicity prediction which, in this instance is: If by one technique
one tree, Tree A is shorter than another tree, B, then A will be shorter than
B by the other technique as well. Likewise, two trees that are equally tall
by one technique will also be equally tall by the other technique.6

As a second example, suppose one wishes to measure the two-dimensional
size of cardboard rectangles. Again consider two techniques. First one could
wrap a string around the to-be-measured piece’s perimeter, noting the
amount of string required to exactly circumnavigate the piece: In this ‘‘pe-
rimeter technique,’’ the piece’s size would be defined as the string’s observed
length. Second, one could weigh the two-be-measured piece; here, the piece’s
size would be defined as the observed weight. Intuitively these techniques
would not be measuring quite the same thing. This intuition would translate
into failure of monotonicity. For instance one might observe two rectangles
(e.g., a 4 3 4 rectangle and a 1 3 8 rectangle) whose size ordering is reversed
for the two measurement techniques; likewise, one might observe two rectan-
gles (e.g., a 4 3 4 rectangle and a 2 3 8 rectangle, or a 4 3 4 rectangle

6 Specifically, in this case, the relation between t, the time in seconds measured by the
dropping technique and α, the angle measured by the sextant technique, is α 5 tan21 (16t2/2).
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and a 2 3 6 rectangle) that are equal by one technique, but unequal by the
other.

We now return to the measurement task at hand. In psychology, one often
measures the magnitude of some assumed (but typically only loosely de-
fined) internal construct, such as ‘‘magnitude of persistence’’ in terms of
performance on some task. What does it mean in such a situation for different
tasks to measure the same thing? The logic by which this question can be
addressed is described in detail by Bamber (1979). With respect to the spe-
cific question at hand, the question can be addressed by reference to the
hypotheses shown in Fig. 1.

Three Hypotheses

Figures 1A–1C presuppose a situation in which two stimuli are sequen-
tially presented, and the observer must perform some task that, in one way
or another, requires integrating the information in the two stimuli (for exam-
ple, a first stimulus-second stimulus temporal-integration task, or a stimulus-
probe partial-report task). The independent variables shown at the left (dura-
tion and ISI) refer to the duration of the first stimulus and to the ISI between
the first stimulus’s offset and the second stimulus’s onset.

Figure 1A represents the hypothesis that different tasks measure the same
thing, while Figs. 1B and 1C represent two alternative hypotheses. Note that
the Fig. 1A hypothesis is exclusive of both the Fig. 1B and the Fig. 1C
hypotheses, although the latter two are not exclusive of one another.

In each of Figs. 1A–1C, the following conventions have been used.
Shaded rounded rectangles represent independent variables, and shaded
ovals represent dependent variables. Open rectangles represent unobservable
internal constructs. The unshaded rounded rectangle in Fig. 1C represents
an uncontrolled internal variable.

Predictions

The hypothesis embodied in Fig. 1A is the conjunction of two assump-
tions. The first is that the independent variables whose combination defines
the conditions in some experiment (duration and ISI in this example) jointly
influence the formation of some internal representation that is unidimen-
sional. By this we mean that whatever quality of the representation deter-
mines performance in the tasks of interest can be represented by a single
number, R, on a unidimensional scale (for example, R might be ‘‘magnitude
of perceived visibility.’’) The second assumption of the hypothesis is that
this representation is the sole determinant of performance in each of two
tasks (e.g., temporal integration and partial report); in other words, perfor-
mance in Tasks 1 and 2 are monotonic functions of R, m1(R), and m2(R).

An example of this hypothesis is provided by Dixon and Di Lollo (1994).
In their admirably well articulated theory, Dixon and Di Lollo assume that



142 LOFTUS AND IRWIN

FIG. 1. Three hypotheses about the relation of different persistence tasks. Top panel: Two
tasks measure the same thing. Bottom two panels: Two tasks measure somewhat different
things.
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two sequentially presented stimuli—either two spatial halves of a complete
object in the case of temporal integration, or a stimulus array followed by
a probe in the case of partial report—give rise to a temporally weighted
temporal correlation between two internal temporal waveforms engendered
by the stimuli. Correlation magnitude is thus the relevant unidimensional
scale in Dixon and Di Lollo’s theory; temporal-integration and partial-report
performance are then assumed to be monotonic functions of correlation mag-
nitude.

One parenthetical note is in order here. We wish to emphasize that the
assumed unidimensionality of R in Fig. 1A does not require that the entire
memory representation be unidimensional: only that facet of it that deter-
mines performance in the tasks under consideration is, by the hypothesis,
unidimensional. The hypothesis allows other dimensions that may influence
performance on other tasks.

The Monotonicity Prediction

As we suggested earlier, the Fig. 1A hypothesis implies the monotonicity
prediction, which can be expressed simply as: the rank order correlation over
experimental conditions between Task-1 performance and Task-2 perfor-
mance is 1.0. The reasoning behind this prediction is straightforward. Con-
sider any two experimental conditions, i and j. Designate Task-1 perfor-
mance in the two conditions P1(i) and P1( j); likewise, designate Task-2
performance in the two conditions P2(i) and P2( j). A finding that P1(i) .
P1( j) implies that R(i) . R( j), where R(i) and R( j) are the memory represen-
tations issuing from Conditions i and j, which in turn implies that P2(i) .
P2( j). This is the definition of an over-condition monotonic relation between
P1 and P2.

Possible Inferences Given Failure of the Monotonicity Prediction

Confirmation of the monotonicity prediction would confirm the hypothesis
shown in Fig. 1A. Suppose, however, that the monotonicity prediction fails.
Such an outcome would disconfirm the general proposition that Task 1 and
Task 2 measure the same underlying thing, and would be consistent with a
variety of alternative possibilities, two of which are represented by Fig. 1B
and 1C.

Multidimensional systems. In Fig. 1B, the prediction fails because of fail-
ure of the unidimensionality assumption. Here, as illustrated, there are two
dimensions in memory: The value along Dimension 1 determines (or primar-
ily determines) performance in Task 1, while the value along Dimension 2
determines (or primarily determines) performance in Task 2. As an example
of such a multidimensional system, Di Lollo and Dixon (1988) proposed a
model to account for both partial-report and temporal-integration data. By
this model, Dimension 1 is ‘‘visible persistence’’, which primarily deter-



144 LOFTUS AND IRWIN

mines temporal-integration performance, while Dimension 2 is ‘‘schematic
persistence’’ which primarily determines partial-report performance.

Strategy effects. In Figure 1C, the memory representation is again assumed
to be unidimensional, but the prediction fails because the memory representa-
tion is not the sole determinant of performance in the task. Instead, there is
at least one additional variable (‘‘strategy’’ in our example), that is assumed
to affect the two tasks differently. Complex and sometimes idiosyncratic
strategies have often been found to play an important role in partial-report
tasks (e.g., Sperling, 1960; Gegenfurtner & Sperling, 1993) thus one might
suspect a priori that Hypothesis C might well characterize the relation be-
tween partial report and other persistence related tasks.

Confirmation of the monotonicity prediction—which constitutes, in turn,
confirmation of the Fig. 1A hypothesis—across tasks that measure visible
persistence and tasks that measure informational persistence would provide
strong support for the view of iconic memory, exemplified by our earlier
quotes of Erickson and others, which assumes temporal-integration tasks and
partial-report tasks measure the same thing—i.e., that visible and informa-
tional persistence arise from the same source. In contrast, failure of the
monotonicity prediction would imply that, one way or another, visible and
informational persistence arise from different perceptual and cognitive pro-
cesses.

We should emphasize that confirmation of the monotonicity prediction
between temporal-integration and partial-report tasks seems unlikely on an
apriori basis (this was the major point of Coltheart’s argument, although see
Dixon and Di Lollo, 1994 for an opposing view). There are many ways in
which the single-dimension hypothesis can fail. In Fig. 1, we provide two
general such ways. As we have noted, Di Lollo and Dixon (1988) among
others provide a model according to which more than two dimensions are
necessary to account for both temporal-integration and partial-report data,
and below we offer another such model.

State-Trace Logic and Dissociation Techniques

Over the past decade, the use of dissociation techniques has become quite
popular as a means of testing whether or not two tasks do or do not measure
the same underlying entity. We have already noted that dissociation tech-
niques were central to Coltheart’s (1980) logic, although Coltheart did not
explicitly use the term. In recent research, dissociation techniques have been
used, for example, to conclude that because declarative memory task perfor-
mance is affected by attention, while implicit memory task performance is
not, these two techniques measure two different kinds of memory (e.g., Gar-
diner & Parkin, 1990).

It is worthwhile to note that the kind of state-trace techniques that we have
described, and in particular the monotonicity prediction subsume dissociation
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logic. By this we mean the following. By dissociation logic, one assumes
two tasks to be measuring the same thing if some independent variable has
an effect on performance using one technique, but no effect (or the opposite
effect) on performance using the other technique. If this situation holds, then
the monotonicity prediction must fail. However, a dissociative outcome,
while sufficient, is not necessary for the monotonicity prediction to fail. Let
us reconsider, for instance, our two ‘‘rectangle size’’ measurement tech-
niques—the perimeter technique and the weighing technique which, as we
have noted, do not measure the same thing. Two independent variables might
be the length and width of the rectangles. As either variable increases, size
would increase by either technique; thus, there would be no dissociation with
respect to either variable. Yet, as demonstrated earlier, it is quite easy to
select examples by which the monotonicity prediction is disconfirmed.

Theory

As noted earlier, our second goal in this article is to account for our data
with a theory that has been presented elsewhere by Loftus and his colleagues
(e.g., Loftus, Busey, & Senders, 1993; Loftus & Ruthruff, 1994; Busey &
Loftus, 1994; 1998). Application of this theory to visible persistence has its
roots in models described by Loftus and Hogden (1988), Loftus and Hanna
(1989), Loftus and Busey (1992), and Dixon and Di Lollo (1994).

In a later section, we describe the theory in detail. Briefly, it is as follows.
A stimulus, characterized as a function relating intensity to time, t, since
stimulus onset, engenders a sensory response in the nervous system. The
sensory-response function relating sensory-response magnitude to t is tempo-
rally blurred relative to, and lags behind, the physical stimulus. The sensory
response serves as a basis for acquiring information from the stimulus; ac-
cordingly, we can derive a function relating information-acquisition rate to
t. Stimulus visibility at any given time is identified with the magnitude of
the information-acquisition rate at that time.

When two stimulus halves are separated in time, as in Experiments 1 and
2, there are two information-acquisition rate functions, one corresponding to
each stimulus half. Both temporal-integration and subjective-rating perfor-
mance are assumed to depend on the degree to which these two acquisition-
rate functions are temporally correlated with one another (cf. Dixon &
Di Lollo, 1994).

In a partial-report task, there are also assumed to be two information-
acquisition rate functions: one corresponding to the stimulus array, and the
other corresponding to the probe. As in the dot-matrix task, subjective com-
pleteness is determined by the temporal correlation of the two functions.
However, partial-report performance is determined by the amount of infor-
mation acquired from the stimulus array which, logically, is equal to the
integral over time of the information-acquisition rate.
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EXPERIMENTS 1 AND 2: COMPARISON OF TEMPORAL
INTEGRATION AND SUBJECTIVE COMPLETENESS

The temporal-integration task, first reported by Eriksen and Collins
(1967), has long been used to study effects of certain variables on visible-
persistence duration. In this particular temporal-integration task—the
missing-dot task, introduced by Hogben & Di Lollo (1974)—an array of
dots (typically a 5 3 5 array) is randomly divided into two spatial halves
of 12 dots per half. Note of course that two 12-dot halves in a 5 3 5 matrix
leave one dot missing. If the two halves are presented contemporaneously,
it is exceedingly easy to detect and correctly report the cell that doesn’t
contain a dot. If, however, the two halves are separated in time, then under
some conditions temporal-integration-report performance declines precipi-
tously. Such a decline takes place, in particular, with increases in (1) the
ISI separating half 1 offset from half-2 onset (Hogben & Di Lollo, 1974),
(2) H1D (Di Lollo, 1980), and (3) H2D (Dixon & Di Lollo, 1992a; 1994).

A general hypothesis to explain these findings is that performance depends
on the degree to which the two halves are perceived as a single or a dual
temporal event. Subjective experience lends this hypothesis a good deal of
appeal. If the ISI is long, the two halves are, of course, seen as two temporally
distinct displays. Although not nearly as obvious, lengthening the duration
of either the first or second half leads to the same impression. If, for instance,
the first half is lengthened, it appears subjectively to be ‘‘processed and over
with’’ by the time the second half appears. The second half then seems to be
processed as a separate entity. Because the two halves are seen as temporally
disjoint events, it isn’t possible to perceive the missing dot’s location. In
contrast, when H1D, ISI, and H2D are all short (e.g., 20 ms or less) then
the two halves are perceived as a single temporal event, consisting of 24
dots that leave one obviously empty cell whose location is easy to report.

Loftus and Hanna (1989) investigated the proposition that temporal inte-
gration is related to the subjective experience of simultaneity. They presented
dot matrices in temporally successive halves, varying H1D and ISI. Instead
of asking observers to detect a missing dot, however, they asked observers
to rate how temporally unified the entire display appeared to be on a scale
from 4 (indistinguishable from all dots displayed simultaneously) to 1 (two
halves appear to be completely separate temporal events). The rating data
mimicked temporal-integration data: mean rating declined in an orderly and
dramatic fashion with both H1D and ISI.

While consistent with the proposition that temporal-integration perfor-
mance is intimately associated with subjective completeness, Loftus and
Hanna could not assess the degree of intimacy very strongly because they
did not test their observers in an actual temporal-integration task. The present
Experiments 1 and 2 were designed to collect both temporal-integration and
subjective-completeness judgments, thereby allowing a direct comparison
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between the two tasks. In Experiment 1, 5 values of H1D were factorially
combined with 5 values of ISI (with H2D held constant at 20 ms), while in
Experiment 2, the same 5 values of H1D were factorially combined with 5
values of H2D (with ISI held constant at 0 ms). The major purpose of Experi-
ments 1 and 2 was to examine whether the phenomenological experience of
stimulus completeness and the ability to accurately detect the location of the
missing dot measure the same underlying perceptual quantity, as illustrated
in Fig. 1A, wherein ‘‘Task 1’’ is a measure of subjective completeness and
‘‘Task 2’’ is a measure of temporal integration. The major question we ad-
dress is: to what degree is performance in the two tasks correlated over condi-
tions? As discussed earlier, a perfect rank-order correlation would represent
the strongest possible confirmation of the Fig. 1A hypothesis. A less-than-
perfect rank-order correlation would confirm the Fig. 1B and/or the Fig. 1C
hypotheses.

General Method

Each observer in Experiments 1 and 2 completed a series of trials in both
the temporal-integration and subjective-completeness tasks. In each task the
stimuli consisted of 5 3 5 dot matrices that had been randomly divided into
two halves of 12 or 13 dots each, which were presented in rapid succession.
In the (objective) temporal-integration task, 24 of the 25 dots in the matrix
were presented, with 12 dots per half, and the observer’s task was to report
the location of the matrix dot that had not been presented. In the (subjective)
completeness-rating task one half contained 12 dots and the other contained
13 dots. The observer’s task was to rate how complete the 5 3 5 matrix
appeared to be following presentation of the two halves.

Experiment 1

Experiment 1 consisted of a 5 (H1D) 3 5 (ISI) factorial design. H1D
ranged from 20 to 100 ms in 20-ms steps, and ISI ranged from 220 to 60
ms in 20-ms steps. Two performance measures were collected: temporal-
integration performance and subjective-completeness ratings.

Method

Observers. Fourteen observers from the Michigan State University community, including
both undergraduates and graduate students, served as observers. Observers had little or no
knowledge of the experimental hypotheses. All observers reported normal or corrected-to-
normal vision, and each was paid $30 for participating in 6 sessions.

Stimuli. The stimulus patterns consisted of 5 3 5 dot arrays that had been randomly divided
into two halves, with 12 or 13 dots in each half. Twenty-five separate random assignments
of 12 or 13 dots to matrix locations were created. We refer to these as the A-patterns. The
complements of the A-patterns (i.e., the other 12 or 13 of the 25 dots) are referred to as the
Ac (c for ‘‘complement’’) patterns. The 25 12-dot/12-dot patterns were such that the missing
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dot occurred once in each of the 25 cells. The same A and Ac patterns were used repeatedly
throughout the experiment.

Apparatus. Stimuli were displayed on a Hewlett Packard 1340A x-y oscilloscope (P31 phos-
phor) driven by a Digital Equipment Corporation Micro-11/231 computer through digital to
analog converters. The computer also recorded responses entered by the observer into the
terminal keyboard. Observers were seated 36 cm from the display and used a chin rest to keep
their heads steady. At this viewing distance the oscilloscope subtended 20 deg of visual angle
horizontally and 15 deg vertically. The 5 3 5 dot matrices subtended 3.2 deg horizontally
and vertically; each dot subtended 0.04 deg, and the spaces between dots subtended 0.75 deg.

The experimental chamber was dimly illuminated during the experiment, so a red filter and
a blue filter were lowered over the face of the display scope to reduce phosphor persistence
visibility. The luminance of this background was 2 cd/m2; stimulus displays were presented
with an effective luminance of 21 cd/m2. Shutter tests similar to those described by Irwin,
Jonides, and Yantis (1983) confirmed that no phosphor persistence was visible 5 ms after
stimulus offset.

Procedure. The sequence of events during each trial was very similar in the two tasks. To
begin a trial, the observer pressed the carriage return key on the terminal keyboard. This caused
a fixation point (two small dots centered above and below the middle of the display) to be
presented for 500 ms. This was followed 500 ms later by the first half of dots, which was
presented for a H1D of either 20, 40, 60, 80, or 100 ms. A blank ISI of either 220, 0, 20,
40, or 60 ms then elapsed before the second half of dots was presented for a H2D of 20 ms.
An ISI of 220 ms signifies that the second half of dots overlapped in time with the last 20
ms presentation of the first half of dots (note that in the 20 H1D/220 ISI condition, the entire
array was presented for 20 ms). In the temporal-integration task, each half contained 12 dots;
in the subjective-completeness task, one half contained 12 dots and the other contained 13
dots. The half containing the extra dot was counterbalanced across trials.

Following presentation of the two dot halves, the observer entered his or her response into
the keyboard. In the temporal-integration task, a response consisted of the row and column
coordinates corresponding to the location at which no dot had been presented. In the subjective-
completeness task, the observer provided a rating ranging from 1 to 4 of how temporally
integrated the 5 3 5 dot matrix appeared to be. Observers were instructed that a rating of
‘‘4’’ meant that one complete matrix appeared to have been presented, whereas a rating of
‘‘1’’ meant that two temporally separate displays appeared to have been presented. Ratings
of ‘‘2’’ and ‘‘3’’ were used for intermediate perceptions. No feedback was provided.

Each observer completed 6 sessions, each session containing two blocks of trials. The ob-
server performed the temporal-integration task in one of the two blocks, and the subjective-
completeness task in the other. The order in which these tasks were performed alternated over
sessions. Half of the observers began their initial block with the temporal-integration task and
half began with the subjective-completeness task. The first session consisted of 100 practice
trials in each task; these data were discarded. The remaining sessions contained 250 trials in
each task. Thus, over the course of the experiment, each observer completed 1250 temporal-
integration trials and 1250 subjective-completeness trials. These 1250 trials consisted of 50
replications of the 25 conditions formed by the factorial combination of H1D and ISI. The
observers saw each of the twenty-five 5 3 5 dot patterns twice in each condition, once with
the ‘‘A’’ pattern appearing first in the display sequence and once with the corresponding ‘‘Ac’’
pattern appearing first. H1D and ISI were sequenced randomly over trials, but observers saw
the same patterns in the same order under the same timing conditions in the two experimental
tasks.

Results

Figure 2, which shows the main data, is organized as follows. Each panel
represents some measure as a function of ISI with different curves plotted
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for the different H1D values as indicated in the figure legend. (Except where
explicitly noted otherwise, this and subsequent figure legends always repre-
sent different H1D values, and the same curve symbols always correspond
to the same H1Ds). The left panels show the data, while the right panels
show the output of the theory that we shall describe below. The top panels
depict the objective measure (temporal-integration performance) while the
bottom panels depict the subjective measure (rating). In the (left-hand) data
panels, the error bars represent one standard error.7

The Fig. 2 data panels indicate very systematic, and similar, effects of ISI
and H1D on both the objective and subjective measures: each declines with
increases in both variables. The subjective-completeness data provide essen-
tially a perfect replication of analogous data reported by Loftus and Hanna
(1989).

Is performance determined solely by SOA? Given a performance decline
with both H1D and ISI, a simple hypothesis suggests itself: perhaps perfor-
mance is determined entirely by the stimulus onset asynchrony (SOA) that
intervenes between the onset of half-1 and the onset of half-2. To address
this hypothesis, Fig. 3 shows performance as a function of ISI with different
curves for the different SOA values (note plotting as a function of ISI is
arbitrary: within each curve, increasing ISI corresponds to decreasing H1D).
We can clearly reject the hypothesis that SOA alone determines performance.
With the exception of three of the 220-ms ISI conditions, performance de-
clines uniformly with ISI, even with SOA held constant. This effect is less
dramatic for the subjective than for the objective task, but it holds consis-
tently for both tasks nonetheless. This finding can be interpreted to mean
that the cognitive determinant of performance in the tasks declines faster
with increases in ISI than with increases in H1D.

The objective/subjective correlation. Our fundamental question, designed
to address the hypotheses shown in Fig. 1, was: to what degree are the two
performance measures correlated over the 25 experimental conditions? Table
2 provides these objective-subjective correlations (Spearman ρ’s) for all
seven experiments. For Experiment 1, the correlation was 0.977, which,
while high, is not perfect. Fig. 4, top panel, shows the scatterplot correspond-
ing to this correlation: here, objective temporal-integration performance is
plotted against subjective completeness rating. Again the different symbols
correspond to different H1D values. Points corresponding to a given H1D
are fit with quadratic equations.8 Of some interest is that the less-than-perfect

7 In many instances there appear to be no error bars. This is because the error bars in these
instances are smaller than the curve symbols.

8 The selection of quadratic equations to fit these curves was somewhat arbitrary. Such
equations fit these and other analogous curves quite well, and provide a visual basis for compar-
ing the scatterplot points belonging to different H1D levels.
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FIG. 3. Experiment 1: SOA effects. Performance is plotted as a function of ISI for differ-
ent levels of SOA 5 (H1D 1 ISI). Objective and subjective measures are shown in top and
bottom panels.

correlation between the two measures does not occur as a result of noise in
the data. Instead, it is clear that the long-H1D curves in the scatterplot tend
to be to the left of the short-H1D curves. This finding can be interpreted as
follows. Consider a set of points from different H1Ds that lead to equal
objective performance. As indicated by the narrow horizontal rectangle on
the figure, such a set of points corresponds to a horizontal cross-section of
the Fig. 4 scatterplot. Holding objective performance constant, the longer
the H1D, the lower is subjective performance. This means that subjective
(completeness-rating) performance declines more with increasing H1D than
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TABLE 2
Correlations between the Objective Measure

(Temporal Integration or Partial Report) and the
Subjective Measure (Completeness Ratings) for
Experiments 1–7

Experiment Rank-order
correlation (r)

1 0.977
2 0.979
3 0.628
4 0.744
5 0.808
6 0.667
7 0.774

4–7 (mean) 0.801

does objective (temporal-integration) performance.9 This finding is consis-
tent with a general rule that will be underscored by subsequent data: the
more some dependent variable measures subjective experience, the greater
the effect of H1D.

Discussion

The Experiment 1 results provide several sorts of information. First, both
temporal-integration and subjective-completeness measures are affected sim-
ilarly by ISI and H1D: both measures decline with increases in both indepen-
dent variables. Second, the over-condition correlation between the two mea-
sures is high (ρ 5 0.977) but not perfect. This lack of perfect correlation is
not due to noise, as there are systematic differences between the two mea-
sures evident in Fig. 4: the subjective measure declines faster with H1D than
does the objective measure.

The high intermeasure correlation indicates that to a large extent the objec-
tive and subjective tasks measure the same underlying thing. However, the
small but still systematic differences between the two measures indicate that,
contrary to the hypothesis depicted in Fig. 1A, the objective and subjective
tasks do not measure precisely the same thing. In keeping with these observa-
tions, we next offer a hypothesis about the relation between our subjective
rating measure and other objective measures.

This hypothesis can be expressed by the following two assumptions. First,

9 To gain a feel for this reasoning, imagine that subjective performance was inversely af-
fected by H1D, but that objective performance was not affected at all. In that case, the five
curves constituting the scatterplot would all be horizontally aligned; that is, for any given
ISI, there would be five H1D values falling along a horizontal line (corresponding to equal
temporal-integration performance), going from the longest H1D (at a smaller rating value) to
shortest H1D (at a larger rating value).
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FIG. 4. Experiment 1 (top panel) and Experiment 2 (bottom panel): Correlations between
objective measure (ordinate) and subjective measure (abscissa) over 25 experimental condi-
tions. Different curve symbols represent different H1D levels. Data points within each H1D
level are fit by quadratic functions.

two stimuli presented close in time can be perceived as either a single or a
dual temporal event. The degree to which one or the other of these two
perceptions occurs is accessible to consciousness and can be directly ex-
pressed as a subjective rating. The second assumption is that this subjective
experience—or whatever underlies the subjective experience—heavily de-
termines performance in an objective task, such as the temporal-integration
task. However, as in any objective task, certain strategies, both general and
idiosyncratic, also play a role in determining performance. In a temporal-
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integration task, for instance, encoding the location of a few half-1 dot loca-
tions in short-term memory might constitute one such strategy. Such a strat-
egy might allow a subject to overcome to some extent the otherwise deleteri-
ous effects of increases in H1D and ISI on objective temporal-integration
task performance: subjects might respond on the basis of information coded
in short-term memory rather than on the phenomenological appearance of
the stimulus. Strategies such as these would presumably be more useful in
the objective task than in the subjective task, which requires only a judgment
about the phenomenological appearance of the persisting stimulus. Thus, as
depicted in Fig. 1C, the two tasks measure slightly different things and are
less than perfectly correlated. In short, subjective performance appears to be
a more sensitive measure of the quality of the subject’s perceptual experience
than is objective performance.

Experiment 2

In Experiment 1, H1D and ISI were varied to determine their effects on
temporal-integration accuracy and subjective completeness; H2D was con-
stant at 20 ms. In Experiment 2, H1D and H2D were varied while ISI was
held constant at zero. Dixon and Di Lollo (1989; 1994) have demonstrated
that increases in H2D lead to decreases in temporal-integration accuracy sim-
ilar to those engendered by increases in H1D and ISI. In Experiment 2 we
compared the effects of H1D and H2D in the temporal-integration task and
in the subjective-completeness task in order to determine whether these ma-
nipulations affected performance in the two tasks in the same way.

Method

Observers. Eleven Experiment 1 veterans also served in Experiment 2. Each observer was
paid $30 for participating in 6 sessions.

Stimuli and apparatus. The same stimulus patterns and apparatus used in Experiment 1
were used in Experiment 2.

Procedure and design. The procedure was very similar to that used in Experiment 1, except
ISI was always 0 ms and H2D varied from 20 to 100 ms in 20 ms steps. Thus, the experiment
consisted of a 5 (H1D 5 20, 40, 60, 80, or 100 ms) 3 5 (ISI 5 20, 40, 60, 80, or 100 ms)
factorial design, in which two performance measures—performance correct in a temporal-
integration task, and subjective completeness ratings—were collected.

As in Experiment 1, each observer completed 6 sessions, each containing
two blocks of trials: a temporal-integration block and a subjective-complete-
ness block. Randomization and counterbalancing were the same as in Experi-
ment 1.

Results

Figure 5 shows the main Experiment-2 results. In Fig. 5, unlike all other
data figures, the abscissa is not ISI, but is H2D; note that the curve parameter
remains H1D.
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It is clear that H2D closely mimics ISI in its effects on both performance
measures. Comparison of Figs. 2 and 5 indicates that ISI and H2D effects
are quite similar. The temporal-integration data provide essentially a perfect
replication of analogous data reported by Dixon and Di Lollo (1992a; 1994).

Do H1D and H2D have symmetrical effects? Figure 5 appears to indicate
that effects of H1D and H2D are very similar; both cause strong performance
decreases. To determine the degree to which the effects are similar, the left
panels of Fig. 6 show objective and subjective performance as functions of
H2D, with different curves for different values of total duration, (i.e., of H1D
1 H2D). For the subjective task, these curves are essentially flat: for a given
total duration, it makes no difference what portion of that duration comes
from half 1 vs half 2. For the objective task, there is a small asymmetry
between the two halves: in most cases, lengthening H2D has a marginally
greater detrimental effect than lengthening H1D.

Dixon and Di Lollo (1994) report a temporal-integration experiment in
which, as in the present Experiment 2, H1D and H2D were both varied.
Their data are presented in the right panels of Fig. 6 which shows data for
stimuli presented on a dim and on a bright background; again, different
curves are presented for different total-time values. As is true with the present
objective data, performance generally (but not always) declines modestly
with increases in H2D.

Dixon and Di Lollo account for their data using a theory that predicts half-
1 and half-2 duration effects to be symmetrical; hence their data, and our
corresponding objective data, represent a minor disconfirmation of their the-
ory. Their theory is confirmed, however, by our subjective data. We will
have more to say on this topic in a later section.

The objective/subjective correlation. Recall that, as indicated in Fig. 1, the
over-condition correlation between the two performance measures represents
the degree to which the two tasks measure the same thing. All the logic depicted
in Fig. 1 applies to Experiment 2; one need only substitute H2D for ISI. As in
Experiment 1, the correlation was high, ρ 5 0.979 (see Table 2), but was not
perfect. The scatterplot, shown in Fig. 4 (bottom panel) is organized like that
of Fig. 4, top panel, and shows a very similar pattern: again, subjective perfor-
mance is affected more by H1D than is objective performance.

Discussion

The Experiment 2 data tell essentially the same story as do the Experiment
1 data. First, as reported by others (e.g., Dixon & Di Lollo, 1992a; 1994),
H2D has a strong negative effect on temporal-integration performance, as
does H1D and ISI. Second, there is a high, but not perfect, over-condition
correlation between the objective and subjective tasks, indicating that they
measure much, but not completely, the same thing. As in Experiment 1, the
failure of perfect correlation is systematic: subjective performance declines
faster with H1D than does objective performance, suggesting that subjective
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performance is a more sensitive measure of persistence. Finally, H1D and
H2D have symmetrical effects on completeness-rating performance, but
slightly asymmetrical effects on objective temporal-integration performance.

Theory: Temporal Integration and Completeness Rating

In this section, we describe a theory that has been applied to a variety of
perceptual and cognitive phenomena, including iconic information acquisi-
tion in both picture recognition tasks (Loftus & Hogden, 1988), and digit
recall tasks (Loftus, Duncan & Gehrig, 1992), synchrony-judgment perfor-
mance (Loftus & Hogden, 1988), duration-intensity tradeoffs (Loftus &
Ruthruff, 1994), and perceptual integration of temporally distributed infor-
mation (Busey & Loftus, 1994; Loftus, Busey, & Senders, 1993) and binocu-
lar information acquisition (Busey & Loftus, 1998). The theory has also been
applied to the present subjective-completeness task (Loftus & Hanna, 1989),
and has qualitatively, but not quantitatively, accounted for both inverse-
duration and ISI effects in partial report (Loftus & Busey, 1992).

The theory that we describe here is a refinement of that described by Loftus
and Hanna (1989). This refinement borrows from a theory proposed by
Dixon and Di Lollo (1994) in the sense of viewing perception of two succes-
sively presented stimuli as depending strongly on the temporal correlation
between the internal perceptual functions assumed to result from presentation
of the two stimuli. In what follows, we will develop the theory as it applies
to the temporal-integration and completeness-rating data gathered in Experi-
ments 1 and 2. In a later section, we apply the theory to the partial-report
data of Experiments 3–7.

The Sensory-Response Function and Information Acquisition

As depicted in Fig. 7A, a stimulus is conceptualized as a function, f(t),
relating some stimulus attribute, such as intensity or contrast, to time, t, since
stimulus onset. In Experiments 1 and 2, the stimulus was a square wave: as
indicated, it abruptly appeared at time t 5 0, remained on for a duration of
d ms (d 5 20 in Fig. 7), and abruptly disappeared.

The sensory-response function, a(t). The stimulus is assumed to engender
a time-varying sensory response in the nervous system. The function relating
sensory response magnitude to t, referred to as a(t), is shown in Fig. 7B (the
vertical lines in Fig. 7B and 7C represent the times of stimulus onset and
offset). With others (e.g., Groner, Bischof & Di Lollo 1988; Dixon & Di
Lollo, 1994; Loftus & Ruthruff, 1994; Sperling, 1964; Watson, 1986; Wol-
ford, 1992) we assume that the sensory response results from a low-pass
temporal filter applied to the stimulus input waveform, f (t). As detailed in
Appendix A, the equation for a(t) is

a(t) 5
φG(t) for t , d

φ[G(t) 2 G(t 2 d )] for t $ d,
(1)
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FIG. 7. Three major functions in the theory. All functions show some measure as a func-
tion of time since stimulus onset. Top panel: description of physical stimulus (intensity). Mid-
dle panel: sensory-response magnitude. Bottom panel: information-acquisition rate.

where φ is stimulus intensity and G(x) is the integral from zero to x of the
gamma function, g(x), defined as,

g(x) 5
(x/τ)n21 e2x/τ

τ(n 2 1)!
(2)

In Eq. 2, n and τ are free parameters: n is a positive integer, and τ is a
positive real number.
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The information-acquisition rate function, r(t). We next assume that some
information-acquisition mechanism operates on the sensory response func-
tion to acquire stimulus information. At time t, information is acquired at
an instantaneous rate, r (t) that is computed by:

r (t) 5 a(t)h[I(t)] (3)

Here, I(t) is the proportion of stimulus information already acquired by time
t, and h is a monotonically decreasing function, constrained such that h[I(t)]
approaches zero as I(t) approaches 1.0. The intuitive interpretation of Eq.
(3) is that information is acquired from the stimulus at a rate that is propor-
tional to the sensory-response magnitude, but declines, in diminishing-
returns fashion, with amount of already-acquired information (see Bundesen,
1990; Kowler & Sperling, 1980; Loftus & Kallman, 1978; Massaro, 1970;
Rumelhart, 1971, Shibuya & Bundesen, 1988; Townsend, 1981, for similar
information-acquisition models).

In past work, the theory has fit various sorts of data quite well by letting

h[I(t)] 5 [1.0 2 I(t)]/c, (4)

where c is a free parameter. Note that Eq. (4) follows from the presumption
that information is acquired randomly and with replacement from the stimu-
lus (see Loftus, Busey, & Senders, 1993; also, see below). Note also that c
is in units of time (ms in our treatment). Intuitively, c represents the amount
of time to sample some fixed amount of information from the stimulus and
conversely, 1/c (‘‘per time’’) is the unit of processing rate: if c were very
small, for instance, r (t) would be initially high, and stimulus information
would be acquired quickly.

Equations (3) and (4) imply that r (t) is computed by

r (t) 5 a(t)[1.0 2 I(t)]/c (5)

Appendix A shows that, given Eqs. (3) and (4), the resulting equation for
the information-acquisition rate, r (t) is:

r (t) 5 [a(t)e2A(0,t)/c)]/c (6)

where A(0,t) is the area under the a(t) function from time zero to time t.
Figure 7C shows the r(t) function that results from the f (t) and a(t) functions
of Fig. 7A and 7B.

A metaphor. Our model is a modified random-sampling-with replacement
model. It is useful at this point to provide a (limited) physical metaphor for
the information-extraction rate function embodied in Eqs. (5) and (6). Imag-
ine the stimulus to be comprised of some large number of features (e.g.,
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1000 features). Stimulus onset initiates the gradual accumulation of these
features in an urn, while stimulus offset initiates the gradual disappearance
of the features from the urn. Thus the ‘‘number of features in the urn’’ func-
tion follows the time course depicted in Fig. 7B. Suppose further that the
features assume a gas-like quality, in that they distribute themselves ran-
domly within the urn’s volume; thus, the more features in the urn, the more
densely packed they are. Finally, suppose that the features randomly re-
distribute themselves over time within the urn’s volume.

Features in the urn are sampled by a device that every c ms acquires all
features within a given fixed volume of the urn. Thus, the number of features
sampled per unit time is proportional to the number of features in the urn.
Each sampled feature is determined to be a new feature (i.e., one that has
never been sampled before) or an old feature (one that has been sampled at
least once already). After such determination, all sampled features are re-
turned to the pool (thus sampling is with replacement). Accordingly, the rate
of sampling new features is also proportional to the number of new features
in the urn; i.e., it is proportional to the product of total features in the urn
(analogous to a(t)) and the proportion of those features that are new (analo-
gous to 1.0 2 I(t)). It is this rate of sampling new features that is described
by Eqs. (5) and (6).

The diminished status of visible ‘‘persistence’’ within the theory’s context.
Before proceeding, a remark is in order about the general notion of ‘‘persis-
tence’’. Traditionally, persistence has been associated with sensory and per-
ceptual events that occur—and in some fashion, ‘‘decay’’—following the
time of physical stimulus offset. Physical stimulus offset time is represented
by the vertical lines in Fig. 7A and 7B, so ‘‘persistence’’ within the theory’s
context, is represented by those portions of the functions to the right of the
vertical lines.

The theory is conceptually at odds with traditional notions of ‘‘persis-
tence’’ in at least two respects. First, neither a(t) nor r (t), necessarily decays
immediately following stimulus offset. Instead a(t) (and, in this example,
r (t) as well) continue to rise for some period following stimulus offset, before
eventually falling.10 Second, physical-stimulus offset time is not especially
interesting or important. That is, the theory’s focus is on the entire a(t) and
r (t) functions, not just those portions that follow stimulus offset. From this
perspective, effects of independent variables like H1D or ISI on measures
like ‘‘persistence duration’’ are concomitantly uninteresting; instead the the-
oretical focus is on the effects of such variables on the entire a(t) and r(t)

10 It can be easily shown that, by the linear-filter model, the sensory-response function,
a (t), always rises for a brief time following stimulus onset (see Wolford, 1992). The informa-
tion-extraction rate function r (t) sometimes continues to rise (as in the Fig. 7 illustration) and
other times does not, depending on the exact values of duration, contrast, and the theoretical
parameters.
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functions. Given this view, the traditional ‘‘icon’’ is just that part of the
sensory response function that happens to be occurring after stimulus offset.

Information Acquisition as Phenomenological Appearance

To account for visible persistence data, including both temporal-integra-
tion and synchrony-judgment data, Loftus and his colleagues have assumed
that r(t) determines phenomenological appearance; that is, a stimulus is phe-
nomenologically present to the degree that r (t) is high, and a stimulus phe-
nomenologically disappears when r (t) declines below some threshold.

Explanation of the inverse-duration effect. With this assumption, the
inverse-duration effect found in both temporal-integration and synchrony-
judgment paradigms is accounted for quite naturally. The key to the theory’s
account of these effects is that as duration increases, r (t) becomes smaller
at the time of stimulus offset and, accordingly, it takes less time for r (t) to
decline to any given criterion level.

Previous phenomenological-appearance hypotheses. Over the years, the
default assumption has been that phenomenological appearance has been in-
timately tied to iconic decay which, it turn, has been assumed to be exponen-
tial (e.g., Di Lollo, 1984; Hawkins & Schulman, 1979). A small number of
investigators, however, have explicitly set out to measure the shape of the
phenomenological-appearance function. The most direct such measurements
were reported by Weichselgartner and Sperling (1985) using a technique in
which luminance of a test patch of light was matched to the brightness of
a target stimulus at varying times following stimulus offset. The resulting
observed functions were describable at a very general level (they both rose
and fell gradually) but differed across individuals. Weichselgartner and Sper-
ling concluded that ‘‘[these observed functions] do not seem to derive from
any generic function’’ (p. 721). However, they do not appear to be inconsis-
tent with the r (t) functions that we have postulated.

Application to experiments 1 and 2. In Experiments 1 and 2, two separate
stimuli (halves) were presented, each of some duration, separated by some
ISI. The theory’s depiction of ISI, H1D, and H2D effects on r (t) are shown
in Fig. 8. Consider first, Panel A, which depicts a ‘‘base condition’’ of 20
ms H1D, 0 ms ISI, and 20 ms H2D. Each half engenders its own f (t), a(t),
and r (t) function; it is the half-1 and half-2 r(t) functions that are shown in
the figure (note that rectangles correspond to stimulus presentations, curves
correspond to r (t) functions, and solid and dashed lines represent half-1 and
half-2 stimuli). We assume that the stimulus is seen as a unitary whole to
the degree that the r (t) functions corresponding to the two halves are similar.
Such similarity can be quantitatively expressed in a variety of ways. The
manner we chose was based on a technique proposed by Dixon and Di Lollo
(1994): computation of the temporal correlation between the two r (t) func-
tions. In particular, we considered the r (t) functions up to t 5 800 ms (by
which time they have essentially fallen to zero), divided that duration into
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80 10-ms intervals, computed the r(t) value for each half at each interval, and
correlated the resulting value pairs. For the Fig. 8A condition, this correlation
(Pearson r2) is 0.715.

Performance—both temporal-integration and subjective-rating perfor-
mance—was then assumed to be monotonically related to this Pearson r2

measure. Figures 8B–8D show the effects on this correlation measure of the
Experiment 1 and 2 manipulations: increasing ISI, H1D, and H2D, respec-
tively. In all cases, the half-1/half-2 correlation decreases, as did both ob-
served performance measures.

The parameter values, n, τ, and c, used to generate the curves in Fig. 8
(and Fig. 7) were the best-fitting values for the Experiments 1 and 2 data
(described below). Two aspects of these theory predictions are of some inter-
est. First, as shown in Fig. 3, the observed ISI effect is greater than the H1D
effect (in the example, increasing ISI by 20 ms decreases performance more
than increasing H1D by 20 ms); comparisons among Figs. 8A, 8B, and 8C
indicate that this is mirrored by the theory. Second, as shown in Fig. 6, the
observed H1D and H2D effects on performance are roughly equivalent; com-
parisons among Figs. 8C and 8D indicate that this is also mirrored by the
theory. We note, however, that this rough equivalence of H1D and H2D
effects come about as a result of the particular parameter values that we have
chosen. Different parameter values would allow the theory to account for
asymmetrical H1D/H2D effects such as those found by Dixon and Di Lollo
(1994).

Application to Experiments 1 and 2

We fit the theory to Experiments 1 and 2 simultaneously. The goodness-
of-fit measure was the over-condition rank-order correlation between the
Pearson r2 predicted by the theory, and the observed data measure (probabil-
ity correct or mean rating).11

Rendering Experiment 1 and Experiment 2 data comparable. Although
there are 50 conditions across the two experiments, five of the conditions
(the five H1Ds corresponding to the Experiment-1 0-ms ISI level, and the
five H1Ds corresponding to the Experiment-2, 20-ms H2D level) were com-
mon to the two experiments. In a perfect world, performance would be identi-
cal for the Experiment-1 and the Experiment-2 versions of these five condi-
tions. However, there were in fact slight interexperiment differences for the
five common conditions. Accordingly, we corrected the Experiment-2 data
for each of the two tasks using the following algorithm. First, for each of

11 It is easy to become confused by this proliferation of correlations. To forestall such confu-
sion, we believe it is worthwhile to reiterate at this point that we are using correlational mea-
sures in two entirely different ways. First, as indicated in Fig. 8, the theory generates a Pearson
r2 as a measure of similarity between the two r (t) functions engendered by the two stimulus
halves: one such r2 is generated for each experimental condition. The overall goodness of fit
measure is then the rank-order correlation, over the 25 conditions, between the these Pearson
r2s and the observed data points.
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the five common conditions (one condition corresponding to each of the 5
H1Ds), we computed the ratio of Experiment-1 to Experiment-2 perfor-
mance. Second, we multiplied each of the five Experiment-2 data points for
the H1D level corresponding to that condition by this ratio. Accordingly, we
had 45 degrees of freedom across the 50 total Experiment-1 and Experiment-
2 conditions.

Results. The theory has three parameters: n and τ, the two parameters
entering into the a(t) function (Equation 2); and c, the scaling parameter
relating proportion acquired information to r (t), the information acquisition
rate (Equations 5 and 6). We carried out a gridsearch procedure on these
three parameters using, as indicated above, the theory/data rank order corre-
lation as the criterion fit measure. The best-fitting parameter values for all
experiments are shown in Table 3. The overall best fit to Experiments 1
and 2 combined produced rank-order correlations of 0.993 and 0.999 for the
objective (temporal-integration) and subjective (completeness-rating) mea-
sures. We also computed best fits for Experiments 1 and 2 individually, as
shown in Rows 2 and 3 of Table 3. For the objective measure, the resulting
correlations were 0.994 for Experiment 1 and 0.980 for Experiment 2. For
the subjective measure, the individual correlations were higher: 1.000 for
Experiment 1 and 0.982 for Experiment 2.

The theory’s account of the subjective data is slightly better than its ac-
count of the objective data. As we suggested earlier, we believe that the
subjective rating data, which are simple, direct, and not very prone to elabo-
rate strategies, probably form the best measure of the observer’s internal
perception of the stimulus ensemble. The objective temporal-integration
data, on the other hand, are almost certainly prone to idiosyncratic strategies
(e.g., memorization strategies) that are not included in the theory. This is
the sort of situation depicted in Fig. 1C. It is the use of such strategies that
allows an observer to maintain high performance in the temporal-integration
task even given an H1D or H2D at which perceptual integration has begun
to deteriorate. Because the theory does not attempt to account for the use of
these minor strategies, it does not fit the objective data quite as well as it
fits the subjective data. Nonetheless, the theory fits both data sets very well,
demonstrating that it accounts for the major determinants of performance in
both tasks. In sum, the rating task and the temporal integration task appear to
measure much the same thing, but subjects’ strategies generate some minor
performance differences between the two tasks.

Theory Application to Other Experiments

To demonstrate the generality of our theory’s application to temporal inte-
gration, we apply it here to data reported by other investigators.

Dixon and Di Lollo (1994). Dixon and Di Lollo (1994) reported a tempo-
ral-integration task, similar to our Experiment 2, in which H1D and H2D
were factorially combined. ISI was zero, and stimuli were presented against
either a dim or a bright background. Of some interest is that Dixon and Di
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Lollo’s H1D and H2D values were generally higher than ours, ranging from
20–320 ms, in contrast to the 20–100 ms used in our Experiment 2. Is our
theory sufficiently general to account for temporal integration performance
with durations of this magnitude?

Figure 9, which is arranged in the same fashion as Fig. 5, shows Dixon
and Di Lollo’s data in the left panels. To fit our theory, we allowed four
free parameters: n and τ, and two c values: one for each illumination value.
The results are presented in the right panels of Fig. 9, and in Table 4. The
fit is reasonable: ρ 5 0.951. The ‘‘Bright’’ data contain some nonmonotonic-
ities at short H2D values which, according to Dixon and Di Lollo were proba-
bly due to the brightness-matching technique that they used, and which are
not captured by our theory. We do note that the c values that emerged from
our fit (see Table 4) were 6200 and 4200 for the Bright and Dim conditions
respectively. These values make sense in that the Dim condition would pro-
duce higher contrast and thus a faster information-acquisition rate—which
is reflected by the smaller c value for the Dim condition.

Wolford (1992). Wolford (1992) reported a temporal-integration task in
which H1D, ISI, and H2D were factorially varied. In addition, Wolford’s
observers viewed stimuli either monocularly or binocularly; accordingly
there were four independent variables.

Wolford’s data are shown in the left panels of Fig. 10. As expected, H1D,
ISI, and H2D all had negative effects on temporal-integration performance.
Less expected is that binocular performance is worse than monocular perfor-
mance. To fit our theory, we assumed simple ocular additivity: that the binoc-
ular a(t) function is the monocular a(t) function multiplied by 2 (see Busey &
Loftus, 1998, for a justification of this assumption). As indicated in the right
panels of Fig. 10, the theory captures the main effects of all independent
variables, including the monocular-viewing superiority. The best-fitting pa-
rameter values, along with the fit (ρ 5 0.950) are in Table 4. Intuitively, the
theory’s account of the negative binocular effect is as follows. With greater
magnitude binocular a(t) functions, information is extracted at a faster rate
and accordingly, the r (t) functions peak earlier. This causes the r (t) functions
to be narrower and more distinct from one another, i.e., less highly correlated.

EXPERIMENTS 3–7: PARTIAL REPORT AND SUBJECTIVE-
COMPLETENESS RATINGS

Experiments 3–7 were designed to compare subjective-completeness per-
formance in the rating task with accuracy performance in a partial-report
task. In these experiments, a stimulus array was presented for some duration,
H1D, followed by a blank ISI, followed by a 20-ms visual probe indicating
one of the array’s letters. On some trials observers performed a standard
partial-report task and attempted to report the probed letter. On other trials,
they rated the subjective completeness of the ensemble formed by the stimu-
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TABLE 4
Best-Fitting Parameters and Theory Fit for The

Dixon and Di Lollo (1993) and Wolford (1992) Data

Dixon and Di Lollo (1993) Data

n τ c(Bright) c(Dim) Model fit
2 245 6200 4200 ρ 5 0.951

Wolford (1992) Data

n τ c Model Fit
2 130 202 ρ 5 0.940

lus array and the probe. The H1D and ISI ranges were identical to those of
Experiments 1 and 2.

Experiment 3

Experiment 3 differed from Experiments 4–7 in that brightness compensa-
tion—endowing shorter-duration stimuli with higher luminance to achieve
equal subjective brightness—was not used in Experiment 3, but was used
in Experiments 4–7. Accordingly, we first describe Experiment 3, and we
then go on to describe Experiments 4–7 together.

Method

Experiment 3 (and Experiments 4–7 as well) used largely the same methodology as Experi-
ment 1. The two main changes were the following. First, instead of half-1 and half-2 dot
stimuli, there was a letter array and a bar probe. Second, the objective task was partial report
rather than temporal integration. As in Experiments 1 and 2, the subjective task was a com-
pleteness rating of the degree to which the letter array and the probe constituted one or two
distinct temporal events.

Observers. Ten undergraduate and graduate students at Michigan State University partici-
pated in Experiment 3. None had participated in Experiments 1 or 2, and none had any knowl-
edge of the experimental hypotheses. All reported normal or corrected-to-normal vision, and
each was paid $30 for participating in 6 sessions.

Stimuli. Fifty different letter arrays were used as stimuli. Each array contained 10 letters
in a 2 rows 3 5 columns format. The letters were drawn randomly from the set of all conso-
nants, excluding Y. A short vertical line appearing above (top row) or below (bottom row)
one of the array locations was used as the partial-report cue.

Apparatus. Stimuli were displayed on a Tektronix 608 x-y oscilloscope (P15 phosphor)
driven by a Digital Equipment Corporation Micro-11/231 computer through digital to analog
converters. The computer also recorded observer responses entered into the terminal keyboard.
Observers viewed the display from a distance of 40 cm, set by a chin rest. At this viewing
distance the oscilloscope subtended 16.7 deg of visual angle horizontally and 13.4 deg verti-
cally. The letter arrays subtended 3.2 deg horizontally and 2.0 deg vertically. Each letter sub-
tended 0.32 deg horizontally and 0.5 deg vertically; the letters were separated horizontally by
0.4 deg and vertically by 1 deg. The vertical bar probe was 0.25 deg high and 0.04 deg wide;
it was presented 0.25 deg above or below the location of the probed letter.

The experimental chamber was dimly illuminated during the experiment. The P15 phosphor
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has no detectable persistence (Groner, Groner, Muller, Bischof, & Di Lollo, 1993), however,
so no filters were placed over the display scope. The luminance of the display background
was 2 cd/m2; stimulus displays were presented with an effective luminance12 of 21 cd/m2.
Shutter tests similar to those described by Irwin, Jonides, and Yantis (1983) confirmed that
no phosphor persistence was visible 5 ms after stimulus offset.

Procedure and design. The sequence of events on each trial was as follows. After the ob-
server pressed the return key on the terminal keyboard to begin the trial, a fixation point (a
small plus sign centered in the middle of the display) was presented for 500 ms; this was
followed 500 ms later by the 2 3 5 letter array.

Following the ISI, the bar probe was presented for 20 ms, centered above (top row) or
below (bottom row) one of the letter locations. Following bar-probe presentation, the observer
entered his or her response into the terminal keyboard. As in Experiments 1 and 2, observers
carried out both an objective and a subjective task. In the objective (partial-report) task,
the observer attempted to report the letter that had appeared in the probed position. In the
subjective-completeness task, the observer provided a rating ranging from 1 to 4 of how tempo-
rally integrated the ensemble formed by the letters and the bar probe appeared to be. As in
Experiments 1 and 2, observers were instructed that a rating of ‘‘4’’ meant that the letters
and the bar probe appeared to be simultaneously present, whereas a rating of ‘‘1’’ meant that
the letters and the bar probe appeared to be completely separated in time. Ratings of ‘‘2’’
and ‘‘3’’ were used for intermediate perceptions. No feedback was provided.

It was our intent to have the same set of H1Ds (20 2 100 ms) and ISIs (220–60 ms) as
used in Experiment 1. However, because of technical complications the actual values of H1D,
ISI, and H2D were slightly different from the corresponding intended or nominal values. The
details of these complications, as well as the actual H1D, ISI, and H2D values, are provided
in Appendix B.

Each observer completed 6 sessions containing two blocks of trials; in one block the ob-
server performed the partial-report task and in the other the observer performed the subjective-
completeness task. The order in which these tasks were performed alternated over sessions.
Half of the observers began their initial block with the partial-report task and half began with
the subjective-completeness task. The first session consisted of 100 practice trials in each task;
these data were discarded. The remaining sessions contained 250 trials in each task. Thus,
over the course of the experiment, each observer completed 1250 partial-report trials and
1250 subjective-completeness trials. These 1250 trials consisted of 50 replications of the 25
conditions formed by the factorial combination of stimulus exposure duration and cue delay.
The observers saw each of the fifty 10-letter arrays once in each condition. Stimulus exposure
duration (H1D) and cue delay (ISI) were sequenced randomly over trials, but observers saw
the same arrays in the same order under the same timing conditions in the two experimental
tasks. The bar probe appeared equally often at each letter location in each of the two tasks
over the course of the experiment.

Results

Figure 11, which is organized like Figs. 2 and 5, shows the main results
of Experiment 3. The subjective (rating) data, shown in the bottom-left panel,
look very much like the Experiment-1 rating data: there are strong effects
of both H1D and ISI. The objective (partial-report) data are somewhat differ-
ent. The usual negative ISI effect is evident, but there appears to be very

12 Effective luminance was the luminance obtained from a stimulus consisting of a 13 3 13
pixel array displayed continuously. The screen luminance remained the same, at this effective
luminance throughout Experiment 3. However, due to other constraints to be described below,
actual luminance was reduced because the display was not present 100% of the time.
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FIG. 12. Experiments 3–7: Measures of the inverse-duration effect. Each curve corre-
sponds to a given experiment, with curve symbols carefully chosen to be visual mnemonics for
the experiment’s array-shape and luminance status. The measure is the t value corresponding to
linear trend for partial-report performance across H1D at each ISI level. Positive and negative
t values indicate positive and negative duration effects on performance.

little effect of H1D; indeed, if anything, there appears to be a positive dura-
tion effect, at least at the short ISIs, thereby replicating similar positive-
duration effects found by Irwin and Yeomans (1986a) and Irwin and Brown
(1987).

Thus, at first glance, it appears that partial report and completeness ratings
behave quite differently. This will prove to be the case for subsequent glances
as well. The extension of our theory, which generated the results shown in
the right panels, will be described shortly.

The inverse-duration effect. To quantify the nature of the H1D effect for
the objective measure (partial-report in Experiment 3), we computed a t (36)-
value for H1D linear trend at each ISI value. This value is positive or negative
corresponding to the sign of the H1D-performance relation.13 The t value,
plotted as a function of ISI, is shown as the top curve in Fig. 12. The H1D
effect is positive for the first three ISI values, and becomes slightly negative
for the final two ISI values. (The remaining curves in Fig. 12 are discussed
at greater length in a later section.)

Di Lollo and Dixon (1988; 1992a) reported robust negative relationships

13 Normally, the effect of linear trend would be expressed as an F(1,dfI) value where df I
5 36 is degrees of freedom in the subject-by-H1D interaction. However, the F value is indiffer-
ent to the sign of the linear trend. The t value, which is the square root of the F value, is
positive or negative depending on the direction of the trend.
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FIG. 13. Experiment 3: Correlations between objective measure (ordinate) and subjective
measure (abscissa) over 25 experimental conditions. Figure 13 is organized like each panel
of Fig. 4 except that objective measure is partial report rather than temporal integration.

between H1D and performance in a partial-report task (henceforth called an
inverse duration effect, or IDE). We found no IDE in Experiment 3. There
are several possible (non-exclusive) reasons for this apparent conflict. First,
identifying a single letter in our 5 3 2 array may not have been spatially
demanding; according to Di Lollo and Dixon (1988), high spatial demand
may be a necessary condition for obtaining an IDE. Second, we did not use
brightness compensation; i.e., stimulus luminance was identical for all H1D
values. Finally, we used relatively short durations (20–100 ms) and relatively
dim stimuli, while Di Lollo and Dixon used substantially longer times (on
the order of 20–400 ms) and substantially brighter stimuli. In Experiments
4–7 we examine (to some degree) which of these variables is critical for
obtaining an IDE in partial report.

Intermeasure correlation. Figure 13, which is organized like each panel
of Fig. 4, shows the correlation between the objective and subjective perfor-
mance measures. The correlation, ρ 5 0.628, is quite low. In contrast to the
corresponding correlations in Experiments 1 and 2, wherein the two perfor-
mance measure ranks shared over 95% of the variance, the corresponding
value in Experiment 3 is less than 40%. This low correlation does not come
as a surprise: it was evident in Figure 11 that there was a large IDE associated
with the subjective measure, but no IDE associated with the objective mea-
sure. The degree that the two measures are correlated reflects the usual
inverse-ISI effect found in both.
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Discussion

Experiment 3 is conceptually very similar to Experiment 1. Both experi-
ments involved (essentially) the same ranges of H1D and ISI. In both, an
objective and a subjective measure were obtained. The subjective measure—
completeness rating—behaved very similarly across the two experiments.
To capture this similarity, Table 5 shows the interexperiment rank-order cor-
relations (across the 25 conditions) for Experiments 1 and 3–7. The top right
entries are for the objective measures (temporal integration and partial re-
port) while the bottom left entries are for the subjective measure (rated com-
pleteness).

The Experiment 1–Experiment 3 rank-order correlation for the rating data
is ρ 5 0.994 (Table 5, first column, second row), indicating that the subjec-
tive ratings measure much the same thing in the two experiments, even
though the stimuli were entirely different. In contrast, the correlation for the
objective data is much lower: ρ 5 0.683 (second column, first row). The
reason for this lowered interexperimental similarity is that in Experiment 3
the usual IDE effect vanished. It is clear that the IDE, which is powerful and
robust for any visible-persistence measure—synchrony judgment, temporal
integration, and completeness rating—is not robust at all with respect to
partial report. This confirms Coltheart’s (1980) assertion that partial report
and temporal integration measure different perceptual entities, as depicted
in Figs. 1B and 1C.

Theory

In this section, we return to the theory we described earlier and extend it
to make predictions about the partial-report and subjective-completeness data
from Experiments 3–7.

Application to Completeness Ratings

The theory accounts for the subjective rating data largely as described
earlier, with one exception. Recall that the parameter c in the theory (Equa-
tion 3) is essentially a measure of how fast information is acquired from a
given stimulus: the lower is c, the less time is required to acquire any given
proportion of stimulus information. In the dot-matrix tasks, the two stimulus
halves were qualitatively similar; accordingly we assumed that the c values
were the same for both halves. Such is not necessarily the case for Experi-
ments 3–7, however: the letter array and the probe are quite different stimuli,
and we have no reason to assume them to be processed at the same rate.
Accordingly, we assume a second parameter, cp to characterize speed of
probe processing. The r (t) equation corresponding to the stimulus array is,
then, the same as given in Eq. (3). However, the r (t) equation corresponding
to the probe is as given in Eq. (6) except that a new parameter, cp, is substi-
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tuted for c. Accordingly, the theory as applied to the Experiment 3–7 rating
data has four free parameters: n, t, c, and cp. As before, we assume rating
performance to be monotonically related to the resulting half-1/half-2 corre-
lation.

Application to Partial Report

The theory must be extended in a somewhat more complex fashion to be
able to predict partial-report data. Such an extension has been sketched by
Loftus and Busey (1992), and we describe it in detail here.

As noted earlier, information is acquired at a rate r (t). When the stimulus
is to be later remembered, (e.g., when it is a letter array), it is assumed that
acquired information is placed into short-term memory where it can serve
as a basis for subsequent recall. In a partial-report task, we must consider
separately the information acquisition that occurs prior to probe presentation
vs. the information acquisition that occurs subsequent to probe presentation.

Asymptotic pre-probe information acquisition. Prior to probe presentation,
information acquisition can, at best, be carried out from random locations
in the stimulus array. With typical arrays (e.g., the 10-item arrays used in
Experiment 3), it is not possible to acquire all stimulus information because
of the well-known short-term capacity limit of 4–5 letters (e.g., Sperling,
1960, 1963, 1967). Accordingly, we assume that, prior to probe presentation,
information is acquired randomly from the array, but that the proportion of
acquired information approaches some asymptote, Y , 1.0, which is a free
parameter. The probability that the eventually probed letter is acquired prior
to the probe, pr, is equal to,

pr 5 Y[1.0 2 e2A(0, H1D1ISI)/c] (6)

where A(0, H1D 1 ISI) is the area under the a(t) function up to the point
at which the probe occurs (i.e., the area between time t 5 0 and time t 5
(H1D 1 ISI).

Remark. The random-acquisition process we have just described is by no
means a process that universally occurs. Various investigators, beginning
with Sperling (1960), have shown that observers can and do use many differ-
ent strategies in a partial-report task. For instance, an observer may sample
randomly from the array prior to probe presentation (as assumed in the dis-
cussion above); alternatively, there may be systematic biases in which loca-
tions are sampled from, such as those near the fixation point (e.g., Gegen-
furtner & Sperling, 1993). The strategy that is used in any given experiment
is probably determined fairly idiosyncratically, but may also dramatically
affect the pattern of results. For this reason, partial report is a difficult task
to model in any simple and universally applicable fashion.



178 LOFTUS AND IRWIN

Post-probe processing. Once the probe has signaled the to-be-reported
array letter, the observer can concentrate fully on it rather than acquiring
information randomly from the array. Because full concentration is presum-
ably on a single letter, two changes in processing occur. First, because a
single letter is within the bounds of short-term memory, information acquisi-
tion from the target letter can now asymptote at 1.0. Second, the information
can be acquired at a faster rate. The pre-probe rate parameter is c (see Equa-
tion 3 above); we assume the corresponding post-probe parameter to be c′,
another free parameter. The probability that the target letter is identified sub-
sequent to the probe, ps, is

ps 5 1.0 2 e2A(H1D 1 ISI, ∞)/c′, (7)

where A(H1D 1 ISI, ∞) is the area under the a(t) function from the time
the probe occurs (H1D 1 ISI) to infinity.

Predicting partial-report performance. The probabilities pr and ps (Equa-
tions 5 and 6) are assumed to be independent; accordingly as also assumed
by others (e.g., Averbach & Coriell, 1961; Averbach & Sperling, 1961; Di
Lollo and Dixon, 1988), the overall probability of encoding the probed letter,
p, is obtained by probability summation:

p 5 pr 1 (1.0 2 pr)ps (8)

If we were studying only partial report, we would simply assume that p
in Eq. (8) is the predicted partial-report performance value for a given condi-
tion, and fit the theory accordingly. However, to provide a more direct com-
parison with the theory’s fit to the rating data, we make the weaker assump-
tion that observed partial-report data is only monotonically related to p (i.e.,
we make the same assumption about theory-data correspondence for both
measures). Accordingly, our goodness-of-fit measure for both rating and par-
tial report is, as in Experiments 1 and 2, the over-condition rank-order corre-
lation, ρ, between predicted and observed measures.

A remark is in order about the pre-probe/post-probe independence impli-
cation embodied in Equation 8. Although, as we have noted, it has been
assumed by some investigators, it has been explicitly disconfirmed by partial-
report data reported by Gegenfurtner and Sperling (1993). We incorporate
independence because it is directly implied by the random-sampling assump-
tions of our theory. As we will see shortly, our theory does not fit partial-
report data especially well. Part of its problem in this domain may lie in the
independence assumption.

Experiment 3: Theory Fit

To predict the rating data, the theory has four free parameters: n, τ, c, and
cp. To predict the partial-report data, the theory has five free parameters: n,
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τ, c, Y, and c′. For clarity of exposition, we report the ratio, c/c′ rather than
simply c′. Because a smaller c (or c′) corresponds to faster information pro-
cessing, a c/c′ value greater than 1.0 would correspond to an increase in
post-probe processing rate, while a value less than 1.0 would correspond to
a decrease in post-probe processing rate.

The right panels of Fig. 11 show the best-fitting predicted parameter val-
ues. The partial-report fit was reasonable (ρ 5 0.949) whereas the rating fit
was somewhat better (ρ 5 0.994). The best-fitting parameter values are
shown in Table 3. Several remarks about these fits apply to all fits for Experi-
ments 3–7. First, for both measures, the parameter space was quite flat, pro-
ducing many ties in the criterion measure, ρ. In particular, while there is
probably no parameter value set that produces a higher ρ value than the best
fitting ones that we report, there were many sets that produced equal values,
or values that differ only in the 3rd decimal place. In this sense, the reported
best-fitting parameter set is somewhat arbitrary. Second, the best-fitting value
of n was 2 throughout.14 Third, c was estimated to be much lower for the
partial-report than for the rating data. Ideally, this difference should permit
the conclusion that processing is much slower when the observer is trying
to make a rating vs. encoding the letters in the array. However, because the
theory application is so different for the two measures, such a conclusion
(or any conclusion based on quantitative comparisons among the parameters
for ratings vs. report) are quite weak. Finally, the c/c′ ratio is less than 1.0.
This replicates a finding reported by Loftus and Busey (1992), who applied
this same theory to several data sets reported by Di Lollo and Dixon (1988,
1992b). Assuming the theory’s validity, the counterintuitive conclusion is
that processing rate decreases (i.e., c increases) when processing switches
from the entire array to a single letter.

Theory: Discussion

Even though the subjective-completeness task in Experiment 3 was quite
different from that of Experiments 1 and 2, the same theory fit the resulting
data quite well, thereby increasing confidence in the theory’s generality in
accounting for the subjective experience of temporal completeness.

In contrast, while the theory can account for the qualitative pattern of
partial-report results (see also Loftus & Busey, 1992), the theory’s quantita-
tive fit is less good. The rank-order correlation between theory and data is
somewhat lower, and the estimation of a less-than-1.0 c/c′ ratio is entirely
inexplicable; one would expect at the very least that an adequate partial-
report theory would prophesize an increased processing rate on a single target
letter relative to a letter array whose target letter is unspecified.

14 Although the best-fitting value of n was 3 for the fit of Experiments 1 and 2, the best fit
constraining n to be 2 produced only a marginally lower value of ρ.
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TABLE 6
Organization of Experiments 4–7

Array Type

Circular 5 3 2
Luminance Level (15 characters) (10 characters)

Bright Experiment 4 Experiment 5
(Effective Luminance 5 171.0)

Dim Experiment 6 Experiment 7
(Effective Luminance 5 21.0)

Note. In each experiment, the letter array is followed by a bar probe indicating a single to-
be-reported letter.

Experiments 4–7

Experiments 4–7 were all very similar to Experiment 3 and to one another.
Table 6 provides their organization. Experiments 4–7 were run primarily to
generalize the empirical and theoretical findings that emerged from Experi-
ment 3. As indicated in Table 6, the four experiments can be conceptualized
as occupying the four cells of the 2 3 2 array defined by two levels of
stimulus luminance (referred to as ‘‘Bright’’ and ‘‘Dim’’) and two array
types (a circular 15-letter array and a rectangular, 5 3 2, 10-letter array).

Methods

Experiments 4–7 were essentially identical except for the manipulations shown in Table
6.

Observers. Six undergraduate and graduate students at Michigan State University partici-
pated in Experiments 4–7. None had participated in any of Experiments 1–3, and none had
any knowledge of the experimental hypotheses. All reported normal or corrected-to-normal
vision, and each was paid $120 for participating in 6 sessions of each experiment.

Stimuli and apparatus. The same stimulus patterns and apparatus used in Experiment 3
were used in Experiments 4–7.

Procedure and design. The procedure was very similar to that used in Experiment 3, the
principal difference being that brightness compensation was used; i.e., effective luminance
was greater for shorter exposure durations. This manipulation was accomplished by varying
the stimulus refresh timing. As discussed earlier, the manipulation produced functional dura-
tions that were somewhat different from the nominal durations as described in Appendix B.
All other procedures, including counterbalancing procedures, were as in Experiment 3.

Results

There were only minor differences among the results of Experiments 4–
7; accordingly we discuss the four experiments in concert. The main results
are shown in Figures 14–17, which are organized like Figures 2, 5, and 11:
objective measure on the top and subjective measure on the bottom; data at
the left and theory on the right. As in Experiments 1–3, the rating data are
very clean and show rather large inverse-duration effects as well as inverse-
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ISI effects. The partial-report data are somewhat noisier. There is the usual
inverse-ISI effect and, in addition, an inverse-duration effect emerges to
some degree

The inverse-duration effect for objective measures. Figure 12 shows a
measure of the IDE—the t value for a linear duration effect at each ISI—
for Experiment 1 temporal-integration performance (bottom curve) and Ex-
periments 3–4 partial-report performance (top five curves). The degree to
which a given experiment produces an IDE can be identified with the overall
height of the curve: the lower the curve, the greater the magnitude of the
IDE. Note that there is a dramatic separation between the temporal-integra-
tion curve (which indicates a large IDE at all ISIs) and the partial-report
curves (which indicate generally smaller IDEs or positive-duration effects).
The five partial-report curves are somewhat variable. As the top curve indi-
cates, there was a positive-duration effect in Experiment 3 at short ISIs, and
essentially no duration effect at all at longer ISIs. The same general pattern
obtains for Experiments 4–7, in which the duration effect shifts from more
positive to more negative across ISI. As is evident in Fig. 12, there is no
strong pattern across Experiments 4–7. Generally speaking, however, bright
displays appear to lead to a greater IDE than dim displays, and the 5 3 2
(10-letter) displays appear to produce marginally stronger IDEs than circular
(15-letter) displays.

A comparison of the Figure 11, Experiment 3 curves with the correspond-
ing curves from Experiments 4–7 supports the proposition that the brightness
compensation used in Experiments 4–7 was partially responsible for the IDE
effect. This agrees with similar conclusions that issue from similar findings
reported by Di Lollo and Dixon (1992a).

Objective/subjective comparisons. Figure 18, which is analogous to Figs.
4 and 13, shows objective/subjective scatterplots (and ρ values) for Experi-
ments 4–7. As would be expected, given the observed IDE in partial report,
these correlations are higher than the corresponding Experiment 3 correlation
(of ρ 5 0.628). However, they are considerably below the corresponding
Experiment 1 and 2 correlations (of 0.977 and 0.979; see Fig. 4 and Table
2). It is clear, in short, that while completeness rating and partial report over-
lap in what they measure (ρ .. 0.0), they also differ systematically (ρ ,,
1.0).

Theory application to Experiments 4–7. The theory was applied to Experi-
ments 4–7 in the same way as it was applied to Experiment 3. The right
panels of Figures 14–17 show the theory’s predictions for both the objective
and subjective tasks, along with the rank-order goodness-of-fit measures. As
in Experiment 3, the theory accounts for the subjective rating data quite well
(ρ’s ranging from 0.946–0.991), but for the objective partial-report data less
well (ρ’s ranging from 0.869–0.947). The parameter values are included in
Table 3. As noted earlier, the parameter space was quite flat for all experi-
ments, and accordingly, the best-fitting parameter values cannot be taken
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very seriously (especially in the case of the somewhat noisy partial-report
data).

Discussion

The data from Experiments 4–7 allow conclusions first about the nature
of the objective vs. the subjective task, and second about the nature of the
IDE.

Objective-subjective task differences. A fundamental question in this arti-
cle is the degree to which objective and subjective measures of visual persis-
tence measure the same thing. In Experiments 4–7 we have confirmed what
we first observed in Experiment 3, which is that the subjective-rating data
and the partial-report data differ systematically in several respects. These
differences are encapsulated in Fig. 18 and result in large part because the
IDE is more dramatic and consistent in the subjective than in the objective
measure. The objective-subjective differences are also exhibited in two other
guises.

First, the completeness-rating data are statistically clean (see bottom-left
panels of Fig. 14–17) and quite consistent across the four experiments (see
Table 5, lower left intercorrelations among Experiments 4–7). In contrast,
the objective partial-report data are statistically messy (see top-left panels
of Figures 14–17) and much less consistent across the four experiments (see
Table 5, upper right, intercorrelations). It is noteworthy that the intercorrela-
tions of Experiments 4–7 with Experiments 1 and 3 are greater for the subjec-
tive measure (Table 5, bottom row) than for the objective measure (Table
5, rightmost column).

Second, the completeness ratings are better fit by our theory than are the
objective partial-report scores (see Figs. 14–17, right panels).

On the inverse-duration effect. The IDE, while pervasive in visible-
persistence tasks such as temporal integration and synchrony-judgment, has
been elusive in partial report. It has been reported by Di Lollo and Dixon
(1988; 1992a), who intimated that rather special conditions were necessary to
obtain it. We believe that additional research is still necessary to completely
identify the reasons for, and concomitantly the necessary and sufficient con-
ditions for obtaining an IDE in partial report. We do note that with the rela-
tively short exposure durations that we used, the following is true (see Fig.
12). First, brightness compensation is necessary for obtaining an IDE. Sec-
ond, stronger IDEs were found (1) with higher-luminance displays and
(2) with 5 3 2 10-letter displays than with circular 15-letter displays.

The finding that brightness compensation is necessary (and, in our experi-
ments, sufficient) to obtain an IDE in partial report permits a fairly simple
account of the effect in our procedure: it has long been known that informa-
tion is acquired faster from high-intensity than from low-intensity stimuli
(e.g., Loftus, 1985). Thus, the IDE could arise at least in part as a result of
increased luminance for the shorter-duration stimuli. We note though that
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Di Lollo and Dixon (1992a) have shown an IDE in the absence of brightness
matching for relatively long-duration stimuli; accordingly, such an explana-
tion would not suffice as a general account of the IDE.

GENERAL DISCUSSION

We first summarize our major findings, and then discuss two issues rele-
vant to the general topic of visible persistence: the status of subjective vs.
objective persistence measures, and the role of persistence in perception.

Summary

As noted at the outset, we had two major goals. The first was to determine
whether three different tasks alleged to measure persistence-temporal inte-
gration, subjective completeness, and partial report-measure the same or dif-
ferent internal events. The second was to apply a theory to the objective and
subjective data from our seven experiments. We discuss these goals in turn.

Do Different Tasks Measure Different Internal Events?

To determine the degree to which our different tasks measure the same
or different underlying mental event, we calculated out a variety of over-
condition, interexperimental correlations that are presented in Tables 2 and
5. Several conclusions are readily apparent.

1. As indicated in Table 2, the Experiments 1–2 correlations between
completeness-rating and temporal-integration performance are very high
(0.977 and 0.979), indicating that, as suggested by Loftus and Hanna (1989),
these two tasks measure something very close to the same thing.

2. As also indicated in Table 2, the corresponding Experiments 3–7 corre-
lations between completeness-rating and partial-report performance are
rather low (ranging from 0.628 to 0.808). An examination of Figs. 11 and
14–17 illuminate these correlations. Both subjective rating and partial report
decline quite robustly with ISI which leads to a positive relation between
the two measures; however, rating declines much more robustly with H1D
than does partial-report performance, which prevents the correlation from
being very high.

3. As indicated in Table 5, completeness-rating performance is highly cor-
related over conditions for Experiment 1 (which incorporated two successive
dot stimuli) on the one hand and Experiments 3–7 (which incorporated a
letter array followed by a bar probe) on the other hand. The magnitude of
these correlations—which range from 0.902 for the Experiment 1/Experi-
ment 4 comparison to 0.994 for the Experiment 1/Experiment 3 compari-
son—is remarkable given that the actual stimuli were so different for Experi-
ment 1 vs. Experiments 3–7. It is also notable that the lower correlations of
this group—those of Experiment 1 with Experiments 4, 5, 6, and 7—in-
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volved one experiment in which there was no brightness matching (Experi-
ment 1) with another experiment in which brightness matching was imple-
mented (Experiment 4, 5, 6, or 7). All of this indicates that the experience
of temporal unity is determined much more by the timing characteristics of
to-be-integrated stimuli than by the spatial configuration or physical charac-
teristics of the stimuli.

4. In contrast to subjective completeness performance, objective (temporal
integration or partial-report) performance is not highly correlated over condi-
tions for Experiments 1 (temporal integration) on the one hand and Experi-
ments 3–7 (partial report) on the other hand. These correlations range from
0.683 for the Experiment 1/Experiment 3 comparison to 0.930 for the Exper-
iment 1/Experiment 5 comparison. The reason that Experiment-1 objective
performance correlates higher with Experiments 4, 5, 6, and 7 than with
Experiment 3 is, of course, that the brightness-matching procedures of Ex-
periments 4–7 produced the inverse-duration effect that was so prominent
in Experiment 1; there was no inverse-duration effect in the non-brightness
matched Experiment 3.

In short, temporal integration and completeness rating measure much the
same thing, while partial report is the odd measure out. The traditional view
of the icon (e.g., Neisser, 1967), which assumed that all these various persis-
tence tasks measure the same thing, is clearly incorrect. Rather, as Coltheart
(1980) and many others have since argued, visible persistence (the lingering
visible trace of a stimulus after its offset) differs from informational persis-
tence (knowledge about the properties of a recently extinguished stimulus).
One virtue of the present investigation is that differences in task performance
were established under conditions in which task alone was varied while all
other relevant variables were held constant; as we argued earlier, this elimi-
nates alternative explanations that might be proposed based on other, uncon-
trolled differences between experiments.

Theory Application

We consider a virtue of our approach to be the development of a general
theory designed to account for performance in all tasks. We applied this
theory to all performance measures from the seven experiments. Theory ap-
plication was somewhat different for temporal integration and completeness-
rating performance on the one hand, and partial-report performance on the
other.

Temporal integration and subjective completeness. To account for tempo-
ral integration and completeness ratings the theory incorporates two general
assumptions, plus two specific assumptions. The general assumptions (used
in all applications of the theory) are as follows. First, a linear filter operates
on the input stimulus temporal waveform, f(t), to generate a sensory response
function, a(t). Second, the rate of acquiring information, r (t), is a positive



190 LOFTUS AND IRWIN

function of a(t) but an inverse function of already-acquired information I(t).
The specific assumptions, required to apply the theory to these particular
tasks, are as follows. First, conscious awareness of any stimulus is deter-
mined by the level of r (t). Second, the degree to which two temporally sepa-
rated events are perceived as contemporaneous is determined by the degree
to which the r (t) functions are correlated over time.

The theory fits were quite good: the theory-data rank-order correlations
for temporal integration and all subjective tasks range from 0.946 to 1.000.
It should be noted that these fits are to 42 free data points (50 conditions
minus 5 ‘‘corrected conditions’’ minus 3 parameters) in the combined Exper-
iments 1 and 2, and to 21 free data points (25 conditions minus 4 free parame-
ters) in each of Experiments 3–7.

Other linear-filter theories of temporal integration have recently been put
forth by Dixon and Di Lollo (1994) and by Wolford (1992). By these, as
by the present theory, a linear filter operates on the stimulus to generate a
corresponding sensory-response function. The theories differ principally in
the assumed relation between the sensory-response function and the various
performance measures. In Dixon and Di Lollo’s theory, temporal integration
performance is assumed to depend on the temporal correlation between the
a(t) functions corresponding to the two stimulus halves; in particular, at any
time, t, the system computes a ‘‘traveling correlation window’’ that corre-
lates the a(t) functions backward in time with progressively older function
values receiving progressively less weight in the correlation. In Wolford’s
theory, functions corresponding to the two halves are simply summed to
produce a single function. For some temporal configurations (e.g., H1D, ISI,
and H2D all short) this summed function is single-peaked, while for others
(e.g., long ISI) the function is twin-peaked. Temporal integration perfor-
mance is assumed to depend on the degree that the function is single- rather
than twin-peaked. Unlike the present theory, neither Dixon and Di Lollo’s
nor Wolford’s theory incorporates the notion of ‘‘information acquisition.’’
While providing more parsimony than the present theory in their applications
to visible persistence, lack of an assumed information-acquisition process
does not allow simple application of these theories to memory tasks in which
acquired information is the prime determinant of performance.

Partial report. To apply our theory to partial report, we added two specific
assumptions to the two general assumptions sketched above. First, informa-
tion is acquired randomly from the stimulus array prior to probe presentation,
but exclusively from the probed position following probe presentation. Sec-
ond, the correct response can be made based on either pre-probe or post-
probe information independently.

The theory fits to the partial-report data are generally not as good as the
theory fits to the temporal integration and completeness rating data: the
theory-data rank-order correlations ranged from 0.869 to 0.949. One possible
reason for the poorer fits is that partial-report performance is not nearly as
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statistically clean as is temporal-integration and completeness-rating data; a
lower rank-order correlation would be expected on that basis alone. Support
for this conjecture is provided in the bottom row of Table 3 where informa-
tion is presented for the mean of Experiments 4–7 (all brightness-matched
experiments). While interpretation of results obtained from averaging over
experiments is certainly problematical, it is nonetheless provocative that the
theory fit is substantially higher (ρ 5 0.972) than for any of the individual
partial-report data sets.

There are, in any event, several aspects of the partial-report paradigm that
mitigate against its being well fit by the present theory. First, as noted earlier,
partial report is particularly prone to subject strategies—particularly strate-
gies involving the manner in which the stimulus array is processed prior
to probe presentation. One recent, relatively successful partial-report theory
(Gegenfurtner & Sperling, 1993) explicitly assumes quite specific attentional
strategies. Although such strategies can be experimentally induced (Holding,
1970), one cannot assume that subjects will always use the strategies speci-
fied by the theory. Accordingly, no particular theory is likely to be successful
in accounting for all partial-report data.

The second problem is that our theory assumes partial-report performance
to be entirely determined by something called ‘‘acquired information,’’
which, in turn, is assumed to be a unitary substance acquirable either before
or after probe presentation. Various investigators, notably Irwin (e.g., Ir-
win & Yeomans, 1986a; Irwin & Brown, 1987; see also Di Lollo & Dixon,
1988) have provided evidence that at least two kinds of information contrib-
ute to partial-report performance. Irwin characterized these two information
types as ‘‘visible persistence’’ (which begins to decay following stimulus
onset) and ‘‘visual analog information’’ (which begins to decay following
stimulus offset). Such models can account for the inverse duration effect in
partial report, while the present theory accounts for the inverse duration ef-
fect only to the degree that it occurs as a result of brightness matching.

The final problem is elucidated by a finding originally reported by
Townsend (1973), that has been recently confirmed and generalized by
Dixon and Di Lollo (1994): an increase in probe duration (from 40 to 900
ms in the Townsend study and from 20 to 320 ms in the Di Lollo and Dixon
study) causes a relatively robust decline in partial-report performance. This
finding, which is utterly unpredicted by the present theory’s application to
partial report, indicates that, at least when a visual probe is used, partial-
report performance, like temporal integration performance, depends in part
on whether the entire array-probe configuration is perceived to be a unitary
or a dual temporal event.

Theoretical Unification of Performance Measures

We have argued that (apart from minor strategy differences) temporal-
integration and subjective-completeness tasks measure the same thing which,
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in turn, is somewhat different from what is measured by partial report. These
conclusions have been based on the pattern of correlations among the various
measures. That is, both within and across experiments, subjective-complete-
ness performance measures are highly correlated, with one another and with
temporal-integration measures. In contrast, partial-report performance mea-
sures are not highly correlated with subjective-completeness or temporal-
integration measures either within or across experiments.

Our theory allows us, however, to view all of these performance measures
in a somewhat more unified fashion, in the sense that all are determined, in
one way or another, by the theory’s information-extraction rate (r(t)) func-
tion: In particular, phenomenological appearance is (essentially) assumed to
be determined by the shape of the r (t) function,15 while memory performance
is (essentially) assumed to be determined by the area under the r (t) function.

The r (t) function is affected in various ways by manipulating such vari-
ables as H1D, ISI, and H2D, and ensuing performance differences are, by
the theory, concomitantly affected. However, (roughly speaking) some vari-
able’s effect on r (t)’s shape is not necessarily the same as its effect on area
which means (strictly speaking) that the variable’s effect on appearance-
related measures—such as temporal integration and subjective complete-
ness—is not necessarily monotonically related to its effect on memory-
related measures such as partial report.

On the Relation between Objective and Subjective Measures

In earlier sections, we have argued that subjective ratings offer the most
direct way of measuring what we believe to be a fundamental perceptual
event: the perception of whether two temporally distinct stimuli are seen
contemporaneous, or as two discrete temporal events. We argued further that
objective tasks, such as temporal integration and partial report, measure this
event imperfectly, because various strategies and other sorts of information
intervene between perception and performance.

We believe that the subjective rating data, which are simple, direct, and
not very prone to elaborate strategies, probably form the best measure of
the observer’s internal perception of the stimulus ensemble. The objective
temporal-integration data, on the other hand, while largely consistent with
the rating data, are almost certainly prone to idiosyncratic strategies (e.g.,
memorization strategies that help overcome the deleterious effects of H1D
on visibility) that are not included in the theory. This is the sort of situation

15 Note, of course, that the mapping of shape to the performance measure depends on task.
In a synchrony-judgment task, for instance, a stimulus is assumed to be phenomenologically
present to the degree that r (t) is high (and is reported to have disappeared when r (t) drops
below some threshold). In a temporal-integration or subjective-completeness task (as we have
described in detail) two stimuli are perceived as contemporaneous to the degree that their r (t)
functions are positively correlated over time.
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depicted in Fig. 1C. Finally, performance in a partial-report task seems to
depend not only on a phenomenal, lingering trace of an extinguished stimu-
lus, but on information about letter position and letter identity stored in other
memory systems as well, as several investigators have recently suggested
(e.g., Irwin & Yeomans, 1986a; Irwin & Brown, 1987; Mewhort, Campbell,
Marchetti, & Campbell, 1981). H1D has little effect on partial report perfor-
mance because subjects can respond based on information acquired during
stimulus presentation (informational persistence), rather than on their inter-
nal perception of the stimulus array (visible persistence). Thus, completeness
rating and temporal integration seem to tap largely into the same underlying
representation, but partial report accesses a different source of information
as well; this is the sort of multidimensional representational situation de-
picted in Fig. 1B. Our theory is not designed to take strategies (temporal
integration data) and multidimensional stimulus representations (partial re-
port data) into account. It is probably for this reason that the theory’s account
of the subjective data is better than its account of the objective data.

What Is Persistence Good for?

Back in the days when the traditional view—that visible and informational
persistence tasks measured the same thing—was widely accepted, a great
deal of discussion centered on the questions: Why did evolution design per-
sistence? What role does it play in perceptual functioning? Although, as
we’ve discussed above, the traditional definition of persistence is incorrect,
the same question is still relevant: Why do we experience a lingering trace
of a stimulus after its offset? Some investigators have denied that persistence
plays any role at all in ‘‘normal’’ perception (e.g., Haber, 1983). In contrast,
others have suggested that some form of persistence may be useful for inte-
grating information across eye fixations (e.g., Breitmeyer, Kropfl, & Julesz,
1982; Jonides, Irwin, & Yantis, 1982; McConkie & Rayner, 1976). Over the
past decade, however, a number of studies has ruled out this latter possibility:
fixation durations are typically too long for retinotopic visible persistence to
survive a saccadic eye movement (Irwin, Brown, & Sun, 1988), and spatio-
topic visible persistence appears not to exist (e.g., Irwin, 1991; Irwin,
Yantis, & Jonides, 1983; Irwin, Zacks, & Brown, 1990; Jonides, Irwin, &
Yantis, 1983; Rayner & Pollatsek, 1983; see Irwin, 1992 for a comprehensive
review). Thus, the question of the usefulness of persistence is still extant.
We would like to offer two answers to this question.

Persistence as a Consequence of Imperfect Temporal Resolution

Any system that lacks temporal resolution will have something analogous
to persistence—a residue of the input that outlasts the input itself. From this
perspective, it would be enormously surprising if any stage of the visual
system did not have some neural residue that outlasted input from the previ-
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ous stage. In short, persistence is an entirely natural and expected part of
the visual system.

This assertion seems almost self-evident in the context of recently pro-
posed theories—of which linear-filter theories are a prominent class—
wherein the visual system, like many physical systems, has an output that
in some fashion lags behind and is temporally blurred relative to the input.
Given this kind of theory persistence, as noted earlier, becomes relatively
uninteresting: it is simply that part of the system’s response that occurs later
in physical time than stimulus offset (cf., Eriksen & Schultz, 1978).

In contrast, the ‘‘persistence’’ about whose purpose earlier investigators
puzzled was conceptually different: it was a residual activity (or set of activi-
ties) stuck onto the end of the ‘‘standard’’ perceptual processing—where
‘‘standard perceptual processing’’ was the processing that was assumed to
take place when it ought to take place, namely during stimulus presence.
Such persistence was indeed a unique, but mysterious entity whose existence
demanded explanation. From our theory’s perspective, there is nothing mys-
terious about persistence, nor is persistence itself intrinsically interesting; it
exists, and we study it, because it is part of the larger story of how the visual
system works.

Temporal Integration vs Temporal Separation

It is natural to think that a visual system should be designed to perceive
the world as veridically as possible; for example it should be designed such
that it perceives as temporally distinct those events that are indeed physically
separated in time. Recently, however, Dixon and Di Lollo (1994) and Wol-
ford (1992) have pointed out that the visual system actually has two conflict-
ing goals. The first, to be sure, is to distinguish closely spaced temporal
events that somehow belong apart. The second, however, is to integrate those
temporally separate events that somehow belong together (for instance, suc-
cessive views of a predator moving behind bushes, or successive frames of
a motion picture). To accomplish both these goals, the system needs to be
designed such that it has what is in some sense an optimal amount of tempo-
ral irresolution (where amount of irresolution could, for instance, be ex-
pressed by choice of a temporal linear filter’s parameters). The investigation
of persistence is, in fact, an investigation of what it is that is being optimized,
and how such optimization is accomplished by the visual system.

APPENDIX A

Theory Equations for Predicting Temporal Integration

1. Generation of a(t). The characteristics of a low-pass temporal filter are
entirely determined by the system’s response to an impulse input, where an
impulse is defined to be an infinitesimally short stimulus of infinite intensity
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and unit area. A commonly assumed such impulse-response function is a
gamma function, g(t), as indicated in text Eq. (2).

The system’s response function, a(t) to an arbitrary stimulus waveform,
f(t) is obtained by assuming the stimulus to be composed of a series of im-
pulses, scaled by intensity, whose individual responses sum. Accordingly,
the response function is the convolution of f (t) and g(t). When the stimulus
is a square-wave function, as used in the present experiments, the convolu-
tion is provided by text Eq. (1).

2. Generation of r (t). The information-extraction rate, r (t) is the derivative
of acquired information, I(t) with respect to time, dI/dt. This, with text Eq.
(3) and (4), thus implies:

r (t) 5 dI(t)/dt 5 a(t)[1.0 2 I(t)]/c A1

or,

dI(t)/[1.0 2 I(t)] 5 ca(t)dt A2

Integrating both sides of Eq. (A2), with initial conditions of I(t) 5 0 when
t 5 0 yields,

2ln[1.0 2 I(t)] 5 cA(t) A3

where A(t) is the integral from 0 to t of a(t)dt. Algebraic manipulation of
Eq. (A3) provides

I(t) 5 1.0 2 e2A(0, t)/c) A4

Finally, differentiating both sides of Eq. (A4) yields text Eq. (6).

APPENDIX B

Actual ISI, H1D and Luminance Values for Experiments 3–7

Because stimulus luminance was not under software control, luminance
had to be manipulated on line via the stimulus refresh rate: to achieve the
desired luminance, the stimulus was painted over a 5.5-ms interval once
every 10 ms. However, the bar probe was always presented at exactly the
desired SOA. To see the effect of this configuration, consider as an example
the nominal 20 ms H1D, 20 ms ISI, 20 ms H2D condition. Here, nominal
SOA was 40 ms and, indeed, the bar probe appeared exactly 40 ms following
stimulus onset. However, the 20-ms H1D was accomplished by refreshing
the letter array twice (for 5.5 ms during each 10-ms period), which meant
that the array was physically present on the screen only until 10 ms (the first
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refresh period) 1 5.5 ms (the physically present time of the second refresh
period) 5 15.5 ms following stimulus onset; thus 15.5 ms was the functional
H1D. Likewise, the remaining 24.5 ms that elapsed prior to the 40 ms SOA
was functional ISI. Half-2 presentation was identical to Half-1 presentation;
accordingly, functional H2D was always 15.5 ms. In short, the nominal 20-
20-20 condition was functionally a 15.5-24.5-15.5 condition. The functional
H1Ds, ISIs, and effective luminances for the 25 conditions of Experiments
3–716 are available from the second author.
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