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Significance
Sight Restoration Technologies
Within the next ten years, sight restoration technologies are likely to advance in their ability to restore visual input to patients with late-stage blindness, and provide a viable pathway to basic visual functioning. For many of these devices, the interplay between the stimulating technology and the underlying neurophysiology of the retina is likely to result in distortions of the visual experience. Although it is often claimed that patients should be able to learn to adapt to this distorted and abnormal visual input, this has never been tested experimentally. The goal of this proposed research is to modify visual input in ways that mimic distortions associated with visual prosthetic devices, and determine if and how normally sighted subjects can learn to adapt to this distorted input. 
Electronic implants: Retinal. These devices are made up of an array of microelectrodes placed on a particular location within the retina. Visual input from a camera is converted into electrical impulses that stimulate remaining functioning retinal cells7. Retinal implants vary in their placement, including epiretinal (to the above retinal ganglion cells), subretinal (occupying the space of damaged photoreceptors), and suprachoroidal (between the choroid plexus and the sclera)7,8. One strategy is to directly stimulate the output layer of the retina, the ganglion cells (e.g. by using short pulses and placing the device epiretinally), so as to create an action potential without any presynaptic input7. While this allows for high temporal precision, direct stimulation also tends to stimulate axon bundles, resulting in elongated rather than circular ‘dot’ percepts9,10. Stimulation of bipolar cells (e.g. by using longer pulses and placing the device subretinally) utilizes as much of the natural retinal circuitry as possible, but has proved to be extremely technically challenging, and does not entirely eliminate axonal stimulation2. There are two commercially approved retinal prostheses; one developed by Second Sight Medical Products1 (Argus II, epiretinal) and the other by Retina Implant AG2 (Alpha IMS subretinal). Clinical trials of implantation of a suprachoroidal device have been conducted11, and a clinical trial of a new subretinal implant is currently underway (Pixium Vision, NCT03392324). 
Electronic Implants: Cortical. Cortical implants aim to achieve visual percepts through the placement of a microelectrode array within occipital cortex. Several implantation sites are considered, but the site most frequently discussed is V112,13. For example, Troyk et al13., created a successful model of phosphene output based on the implantation of microelectrodes in area V1 of the macaque. While feasibility studies document back to 196814, current clinical trials (NCT02983370) by sight restoration group Second Sight are underway to understand more about the practicability of cortical implants in humans using devices implanted near the occipital pole. 
Gene therapy. The goal of gene therapy is to treat a diseased gene in early stages by delivering a normal allele of that disease gene to treat the underlying loss of function15. Several gene therapy clinical trials have already begun16. Gene therapy using the adeno-associated virus (AAV) to treat the protein deficiency (RPE65) associated with a visual disease called Leber Congenital Amaurosis (LCA), results in a substantial restoration of photoreceptor functioning17, and has been approved for patients. However the vast number of genes associated with diseases related to vision loss presents a difficulty18, because unique AAV vectors must be designed for each specific mutation. Further, the AAV method can only target genes up to a specific size15, so other virus vectors must be utilized for more complex mutations. Despite these challenges, gene therapy remains an exciting therapeutic avenue, especially for more common genetic diseases. 
Optogenetics. The use of optogenetics is similar to that of retinal prosthesis, in that light is captured by a sensor to stimulate retinal cells. In the case of optogenetics, the sensor is a protein molecule delivered to remaining healthy retinal cells (for example using AAV) that causes the cells to become sensitive to light19. Stimulation of these molecules through either an external light source or natural light (which may not provide enough energy) causes endogenous activation of retinal cells. One concern is that  the delivery of the molecule responsible for modulating cellular light sensitivity is likely to be irreversible, posing the risk that optogenetic protein molecules could be associated with toxic or immunological effects15. Further, healthy photoreceptors amplify light signals while optogenetic proteins do not, resulting in the need to either develop highly sensitive optogenetic proteins, or deliver very high light levels to the retinal surface. Optogenetics also have different temporal properties than healthy photoreceptors, with faster onset and slower offset responses15. While the field of optogenetics is advancing, these approaches are still in pre-clinical trial phases19.
Visual Distortions in Sight Recovery Technologies
In the case of epiretinal (and to a lesser extent subretinal) implants, severe spatial distortions result from the electrical stimulation of axon bundles7. In optogenetic approaches, temporal distortions arise due to light-sensitive molecules having slow kinetics, which not only leads to a lag in processing of motion stimuli, but also leads to motion streaks that produce spatial blurring9. 
[bookmark: _Hlk4595574]Finally, optogenetic, small molecule and electronic (whether retinal or cortical) prostheses cannot selectively stimulate on and off–center retinal cells of any type (e.g., bipolar, ganglion). In normal retinal circuitry, visual stimuli that stimulate on-center retinal cells always result in inhibition of the corresponding off-center cells in the same retinal location. In the case of electrical retinal implants, cells within the retina are stimulated without any regard to their biologically natural on and off cell reciprocal firing pattern. Without a method to mimic the natural circuitry of the retina by selectively stimulating on-off center cells in a complementary manner, this is likely to significantly limit the ability of sight recovery technologies to reproduce naturalistic retinal firing. The question of this proposal is – can patients adjust to unnatural population responses within on- and off-cells in adulthood?
Plasticity
While it is unlikely that any sight restoration technology will completely recreate normal vision in the foreseeable future, it is possible that cortical plasticity can aid in the adjustment to distorted visual input, and over time patients will make use of their new sensory input. Patients with cochlear implants learn to make use of the distorted input with remarkable speed, even when implanted in adulthood20. Immediately after cochlear implantation, auditory input is almost incomprehensible. However, patients display noteworthy improvements in pitch discrimination and speech comprehension after several months of adjusting to life with the implant. These improvements can be attributed to the surprising plasticity of the auditory cortex. For example, one discrimination training study in monkey demonstrated a significant change in the tuning properties of auditory neurons for the trained frequency, indicating tonotopic re-organization21. This capacity for auditory frequency adaptation has been demonstrated to be rapid and persistent, even after mere hours of  training22. This evidence of auditory plasticity, even after the end of the developmental critical period, has provided sight restoration technology developers with an optimistic impression of the potential capacity for patients with retinal implants to demonstrate plasticity analogous to that witnessed by patients with cochlear implants. 
However, it is possible that the visual cortex is not nearly as plastic as the auditory cortex23. Studies indicate significant perceptual learning, especially for more complex visual stimuli,24 and some evidence of plasticity as early as V125, but there is little evidence of a remapping of visual retinotopy akin to that witnessed in auditory tonotopy, even when visual loss occurs relatively early in life. One study examining  juvenile macular degeneration reported activation of the lesion projection zone in these subjects, but concluded that the signals could only be due to task demands, rather than stimulus-driven26. Another study involving subjects with adult macular degeneration found that responses to visual stimuli during passive viewing might similarly be driven by top-down factors such as attention27. These studies, along with animal models28 cast doubt on the ability of the visual system to rewire neuronal responses in early visual areas in adulthood. However, some visual plasticity is shown by most adults over 45. When given bifocals, a prolonged adaptation period results in an ability to rapidly switch between distorted and non-distorted input. Thus, many of us benefit from the fact that long-term adaptation can occur when the visual system is presented with distortions over a prolonged period. 
There is some evidence for selective homeostatic plasticity (i.e. changes in sensitivity specific to orientation or eye-of origin) in V1. Bao and Engel6 trained subjects in a virtual reality environment where specific orientation information was removed over periods of 30 minutes to 8 hours, and found an increase in sensitivity for the deprived orientation. While subjects almost immediately recovered normal sensitivity once the missing frequencies were restored, renewal of the adapting stimulus after a short period of time resulted in much quicker re-adaptation of the trained orientation. This finding indicates the presence of a long-term mechanism that is distinct from a short-term mechanism that controls “switching between states” during shorter term contrast adaptation periods. 
Similarly, Binda29 et al., demonstrated that short-term monocular deprivation leads to plasticity within ocular dominance columns in V1 that propagated up to area V3. Contrary to the classic monocular deprivation studies in juvenile animals, but similarly to Bao and Engel6, sensitivity to spatial frequencies increased in the deprived eye, rather than in the exposed eye. Electrophysiological visual evoked potiential responses to 150 minutes of monocular deprivation showed a similar pattern: amplitudes for the deprived eye increased, and amplitudes decreased in the non-deprived eye4. However, it is important to note that both Bao and Engel6 and Binda et al.29 focus on homeostatic regulation of sensitivity, rather than a fundamental retuning of early cortical responses.
The ability to decode unnatural on-off center cell responses when they are congenital is demonstrated by individuals with incomplete Schubert–Bornschein genetic defects resulting in congenital stationary night-blindness (CSNB) and compromised on-off bipolar cell pathways30. Individuals with this defect have relatively good visual acuity in photopic conditions30, despite the lack of an on-center cell pathway. Thus, individuals with Schubert-Bornschein defects demonstrate the capacity to decode unnatural cell population responses in V1 when they are congenital. The question still remains, however, whether this same plasticity can be observed in adulthood. 
To date, only one study has examined the capacity in adult macaques to access electrically stimulated signals in V1. Ni and Munsell31 trained macaques to detect a phosphene induced by microstimulation within V1 over the course of several days, which resulted in lower detection thresholds as a result of training. An increase in the ability to detect microstimulation at specific V1 sites was negatively correlated with the ability to detect visual stimuli at the same cortical location, and retraining with a visual stimulus resulted in a worse performance with electrical stimulation. This suggests that there are limitations in the brain’s ability to represent both stimuli simultaneously, however, these results do demonstrate a capability for V1 to retune in response to unnatural stimulation, even in adulthood. 
Innovation
This proposal asks a fundamentally novel question about early visual system plasticity – is it possible to reconfigure the fundamental building blocks of visual perception in adults? This is a central question both because of its translational importance, and because we will be the first to examine the adult-analogue of processes that are fundamental to early visual development. While conceptually inspired by work by Bao & Engel6, these training studies are fundamentally different in that they do not simply require upregulation of certain spatial frequencies and orientations – instead they require a fundamental alteration of how on and off-cell population responses are decoded
The extent to which normally sighted subjects are able to decode the unnatural stimuli will provide patients, developers, and physicians with more realistic expectations of visual function after implantation of sight restoration devices. This work will help engineers understand which visual distortions can be compensated for via cortical plasticity, and which cannot and must therefore be compensated for by device design or stimulation strategies.
In this proposal we focus on abnormal simultaneous stimulation of on and off-cells. However, as described above, other distortions are also likely to be a concern for sight restoration technologies. The general framework described here could easily be used to examine spatial distortions due to axonal stimulation or temporal distortions associated with optogenetic stimulation.
Approach
General Methods
Subjects: We will recruit 10 healthy adults for each experiment between the ages of 20-30 years old. The advantage of using younger individuals is that it will be far easier to recruit them for the multiple training sessions and it will be trivial to recruit subjects who have experience playing video games. Retinal prosthesis patients tend to be elderly, but we suspect that perceptual learning will, if anything, tend to be faster in young adults than in elderly individuals. Thus, if we cannot witness learning effects in young individuals then this is an indication that learning would be even less likely to occur in older individuals. 
We will select subjects who have experience playing action video games, since these games provide subjects with the basic gaming skills that will be necessary during training. Although we do not expect gender to have a moderating effect on the plasticity we are studying, it is possible that recruiting subjects with experience in action video games may result in a gender bias. Therefore we will selectively recruit subjects to ensure that our sample consists of at least 30% females. [image: ]
Figure 1. Schematic of dichoptic stimulus display and real-time image filtering.


Stimulus Display: The unnatural firing pattern elicited by electrical stimulation will be roughly mimicked using dichoptic (different image in each eye) stimuli filtered in real time. Dichoptic stimulation will be presented using a stereoscope that was custom-built in collaboration with another postdoctoral researcher in the laboratory over the last several months. The device consists of two cold mirrors (used to separate infrared light from non-infrared light) mounted by two posts, rotated at a 45 degree angle to capture input from two monitors and reflect it separately into each eye of the observer.
Stimuli will be presented using two 32” LED monitors with 2560 x 1440 pixel resolution. These video monitors will be the only light source in the room. The eye-position of the subject will be captured using an EyeLink 1000 Plus at ~2000Hz. Our real-time filtering system was built with the collaboration of NVIDIA Research (David Luebke). A single computer will run the video games, controlled via a gaming controller. A KONA 4-Channel HDMI Capture Card will be used to stream the HDMI output of the gaming computer to a stimulus processing computer at 30 Hz. Onboard the stimulus computer, the Capture Card will directly pass each frame to a high-powered NVIDIA Quadro RTX 6000 graphics processing unit (GPU) without the involvement of the central processing unit (CPU), thus preserving the 30 Hz stream rate with minimal lag (~1 frame). The GPU will filter each frame using the Compute Unified Device Architecture (CUDA), a parallel programming framework developed by NVIDIA. Filtering the images in the Fourier domain, as described below, will generate the images to be presented to the left and right eye of the observer synchronously via two separate monitors. Figure 1 provides a diagram of the proposed stimulus display and hardware setup.
Filtering: Because no current or near-future electronic or optogenetic technologies carry color information, this proposal is restricted to grayscale stimuli. Figure 2 shows an example of the filtering process. The upper two panels show an example scene (I), and the contrast-reversed version of that scene (Icr). The leftmost panels show the two radial checkerboard Fourier filters we will use: F and F′. Filters are shown in the Fourier domain, with spatial frequency increasing with distance from the center of the image and orientation changing along the polar angle dimension. Each filter is a complement of the other, so the full spatial frequency and orientation content of the scenes is divided equally across the two filters. Here, we are assuming that original and contrast-reversed images can act as a proxy for inappropriate on and off-cell population responses, because regions that would, in the original image, produce strong on-responses will produce strong off-responses in the contrast reversed image, and vice versa.[image: ]
Figure 2. Example of filtering for dichoptic presentation.
Figure 2. Example of filtering for dichoptic presentation


The original (I) and the contrast-reversed scene (Icr= 1-I) were each converted into the Fourier domain, multiplied by one of the two Fourier filters, and then converted back to image space using the inverse Fourier transform. The middle panels shows the 4 examples of possible filtering: I * F, I * F′, Icr*F, and Icr* F′ (where * denotes convolution). Note that the sum, [I * F] + [I * F′], equals the original image I. The sum, [Icr * F] + [Icr * F′], equals the original contrast reversed image Icr. In one eye, we will present the sum of two filtered images, [I * F′] + [Icr * F], such that half the spatial frequency and orientation content is based on the original image and the other half is based on the contrast reversed image. In the other eye we will present the sum of the complementary filtered images, [I * F] + [Icr * F′]. Thus, across both eyes, all the spatial frequency and orientation information of both the original and contrast reversed image is preserved. However, the sum of the two eyes is a blank image, and the image presented to each eye is distorted (see rightmost panels). 
 In Aim 1 we will test whether subjects can learn to perceptually decode this distorted information. One possible way subjects could learn to decode these images is by filter & eye-specific suppression of spatial frequencies and orientations. For each eye, spatial frequency and orientation information corresponding to the contrast reversed image would be suppressed. The post-suppression summed information across both eyes would then recreate original image. Alternatively, perceptual decoding could be based on eye & filter-specific recoding – ‘flipping the neural sign’ of neurons tuned for spatial frequencies and orientations corresponding to the contrast reversed image in each eye. In Aim 2 we will test whether subjects can learn either of these two decoding strategies. 
Videogame Training: We will use action video games to try test perceptual learning for these distorted stimuli. Action video games have been known to induce a surprising amount of plasticity, that cannot simply be devoted to increased attention32. Subjects will begin training with an action video game using undistorted input until they complete the first level of the game (dark blue blocks in Figure 3). We will then begin the training phase, which involves the subject playing the video game dichoptically, using the described stimulus display setup and filtered input (Figure 3, light blue blocks). Our goal is to carry out 20 hours of distorted training per subject in one-hour blocks. 
Testing Perceptual Learning: Perceptual learning will be tested using 1s videos. Subjects will be asked to identify whether or not a particular object appeared within the 1s video scene. For example, if the video clip is a first-person view of a walk through a forest, subjects will identify whether an object such as ‘rabbit’, ‘deer’, ‘tree’, ‘bush’, etc. appeared in the scene (without feedback). Filtered video clips will change across testing sessions so that the subject never views the same scene twice. Baseline performance for object identification in unfiltered video clips will be collected on an independent group of observers (we expect performance ~100%).[image: ]
Figure 3. Training and testing protocol.



Each time a subject completes four video gaming blocks they will carry out a test block, using the trained filters (Figure 3, red blocks), to measure the effects of perceptual learning. This test block will last ½ hour, will include ~300 clips, and will be carried out directly following 1 hour of video game training.
Red/Orange striped blocks in Figure 3 represent testing sessions in which both the training filters and filters designed to test generalization (see Aim 2) are included. These data will be collected in two 1 hour testing sessions prior to the beginning and at the end of video game training, directly following 1 hour of video game training with either undistorted or distorted input. 
Potential Pitfalls
In Aim 1, subjects may be incapable of playing the video game with the filtered input, even after extensive practice. Piloting shows that it is possible to modify the spatial frequency and orientation profile of the Fourier filters to titrate the amount of recognizable content in the image presented to each eye – the filters shown here are at the high end of difficulty. If need be, we will use less extreme filters. Another possibility is that in Aim 1 subjects may show no perceptual learning (i.e. we will see little or no improvement in the object identification tasks), making it impossible to examine transfer of learning in Aim 2. In that case I will move directly to Aim 3 – examining whether sensory deprivation facilitates learning, including the generalization conditions of Aim 2, within the paradigm of Aim 3.
One obvious source of pitfalls in the proposed research are the major differences between neuro-typically sighted subjects and retinal prosthesis patients. One difference is that patients have access to distorted information for much more than 1 hour per day. However, it is worth noting that the current Argus II patients almost always report using their implant for only a couple of hours per day, so differences in the amount of experience of distorted input between our study and their daily experience is not as extreme as might be expected. A second difference is that our subjects will spend much of their day receiving normal input. Research by Ni and Munsell31 found that training a macaque to detect electrical stimulation conflicted with their ability to detect light stimuli – suggesting competition between the decoding networks used for light stimulation and electrical stimulation within a local cortical region. This is a concern, given that our subjects will have ~11 hours of normal vision and ~1 hour of abnormal vision. However, it is important to note that the macaques in the experiment did show changes in electrical stimulation thresholds with training, despite having access to visual stimulation for most of the day. A third difference is that we are eliciting abnormal on- and off-population responses via dichoptic stimulation, whereas patients are implanted monocularly. There may be scope for flexibility in combining information across the two eyes – allowing our subjects to show plasticity whereas genuine prosthetic patients would not. Alternatively, the need to decode information differently depending on the eye-of-origin might limit plasticity in our subjects, even though genuine prosthetic patients would show plasticity. This concern is examined further in Aim 2a. 
Aim 1 - Can abnormal ganglion and bipolar on-off cell stimulation be decoded with training?
As described above, by presenting conflicting information across the two eyes it is possible to create a ‘pseudo-electrical stimulation’ pattern in which V1 cells that integrate input from both left and right eyes receive a signal that contain conflicts that somewhat resemble the population coding conflicts elicited by electrical retinal stimulation. Stimulus presentation, training, and testing will be carried out using the methods described above. Subjects will be given a pretest to measure their baseline performance in the object recognition task, followed by 4 blocks of training and a post-test. This process will be repeated until 20 hours of training is completed. Our expectation is that subjects will show perceptual improvement as a result of training. 
Aim 2 - If perceptual learning does occur, does it show specificity and generalization consistent with learning at early stages of the visual system? 
While it may seem unfeasible that subjects can learn to decode information in a filter-specific manner, it is worth noting that Ni et al.31 found that learning to decode electrical stimulation was highly retinotopically specific, suggesting that plasticity can occur at a local cortical scale. Aim 2 consists of a series of pre and post-tests, with the same 10 subjects used in Aim 1. 
Aim 2a. Is learning selective for low level properties of the filter? As described above, there are two ways subjects can learn to decode the filtered input. Filter-specific suppression predicts that spatial frequencies and orientations corresponding to contrast reversed image in each eye are suppressed. Filter-specific recoding predicts that the perceptual reversing of the ‘neural sign’ of neurons tuned for spatial frequencies and orientations corresponding to the contrast reversed image in each eye. 
Take a subject trained with [I * F] + [Icr * F′] in the left eye and [I * F′] + [Icr * F] in the right. According to the filter-specific suppression model, spatial frequency and orientation content associated with F′ is suppressed in the left eye, and F is suppressed in the right eye. According to the filter-specific recoding model, [Icr * F′] in the left eye is recoded to give the same neural signal as [I * F′], and [Icr * F] is recoded to give the same neural signal as [I * F]. Green represents the orientation & spatial frequency content that is suppressed or flipped in each eye.
Testing Quadrature Phase Filters: 
Under both models learning should not transfer if the ‘phase’ of the filters is advanced by quadrature phase. 
Testing the swapping the filters across eyes: 
Filter-specific suppression model: Subjects should see the contrast-reversed image. F′ is suppressed in the left eye so [I * F′] + [Icr * F] will give a similar neural signal as [Icr * F]. F is suppressed in the right eye so [I * F] + [Icr * F′] will give a similar neural signal as [Icr * F′]. 
Filter-specific recoding model: Subjects should see the contrast-reversed image. The neural sign of F′ is flipped in the left eye so [I * F′] + [Icr * F] will give a similar neural signal as [Icr * F′] + [Icr * F]. F is flipped in the right eye so [I * F] + [Icr * F′] will give a similar neural signal as [Icr * F] + [Icr * F′].
Testing monocular presentation of original filters: e.g. [I * F] + [Icr * F′] in the left eye:
     Filter-specific suppression model: Subjects should see a filtered version of the original image. F′ is suppressed in the left eye so [I * F] + [Icr * F′] will give a similar neural signal as [I * F]. 
     Filter-specific recoding model: Subjects should see the original image. The neural sign of F′ is flipped in the left eye so [I * F] + [Icr * F′] will give a similar neural signal as [I * F] + [I * F′].
Testing monocular presentation of the other eye’s filter: e.g. [I * F′] + [Icr * F] in the left eye:
Filter-specific suppression model: Subjects should see a filtered version of the contrast reversed image. F′ is suppressed in the left eye so [I * F′] + [Icr * F] will give a similar neural signal as [Icr * F]. 
Filter-specific recoding: Subjects should see the contrast reversed image. The neural sign of F′ is flipped in the left eye so [I * F′] + [Icr * F] will give a similar neural signal as [Icr * F′] + [Icr * F].
As described above, there may be scope for flexibility in combining information across the two eyes – allowing our subjects to show plasticity whereas genuine prosthetic patients would not. Alternatively, the need to decode information differently depending on the eye-of-origin might limit plasticity in our subjects, even though genuine prosthetic patients would show plasticity. Generalization of perceptual learning to the monocular filters described above will suggest that learning is not specific for our dichoptic paradigm. 
[I * F] in the left eye and [Icr * F′] in the right eye:
Filter-specific suppression model: Training should not generalize, since non-suppressed contradictory information is presented across both eyes. 
Filter-specific recoding model: Training should not generalize, since ‘flipped’ information is contradictory across the two eyes.
[Icr * F′] in the left eye and [I * F] in the right eye:
Filter-specific suppression model: Training should not generalize, since suppressed contradictory information is presented across both eyes. 
Filter-specific recoding model: Training not to generalize, since ‘flipped’ information is contradictory across the two eyes.
[I * F′] in the left eye [I * F] in the right eye: 
Filter-specific suppression model: Subjects should see a suppressed version of the original image. 
Filter-specific recoding model: Subjects should see the contrast reversed image.
We will examine generalization of learning for all these filters in test blocks carried out at the end of the 20 hours of video game training (Figure 3, orange blocks). 
Aim 2b. Are subjects learning to make better use of distorted input? It is possible that subjects will simply learn to recognize objects using distorted input. If so, it is possible that learning will fail to generalize to specialized processing streams. We will examine whether learning transfers to filtered static face and word stimuli. Filtered static face images (with hair cropped) will be presented and subjects will asked to identify the gender of the face. Word recognition will be tested by asking subjects to identify words that vary in font size (degrees of visual angle). 
Aim 3 – Does sensory deprivation aid individuals’ ability to decode abnormal input? 
Aim 3 methods will be identical to those of Aim 1, but subjects will be binocularly deprived for 90 minutes before each training session. While a full deprivation study is financially unfeasible, previous studies suggest that relatively brief periods of monocular or binocular deprivation induces a significant increase in neural sensitivity and/or homeostatic plasticity4,5. Subjects will be constantly supervised during binocular deprivation and will listen to an audiobook or podcast of their choice. After 90 minutes of deprivation, subjects will be moved to the testing room where their blindfold will be removed immediately prior to video game play, and the video monitors will be the only light source in the room.
Conclusions
During development, the human brain retains a striking ability to rapidly adapt to abnormal visual input. The question of this proposal asks whether this adaptation ability can be accessed in adulthood. Learning to decode unnatural population responses in V1 would provide developers of sight restoration technology with support for their assumption that patients will be able to successfully adapt to retinal implants and optogenetic technologies.
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