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	BS
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	Electrical Engineering
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	Biomedical Engineering
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	06/2016
	Computer Science
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A. Personal Statement
I am a Postdoctoral Fellow in Neuroengineering and Data Science with a background in computer science and engineering. The goal of my research is to develop novel methods and algorithms to interface sight recovery (SR) technologies such as retinal implants (‘bionic eye’) with the human visual system, with the ultimate goal of restoring useful vision to people suffering from severe blindness.
My early-career training spanned the domains of computer science, computational neuroscience, and neuromorphic engineering. My Ph.D. thesis focused on developing autonomous brain-inspired robots controlled by spiking neural network models of visual motion perception. This work 1) led to multiple first-author publications, among which was a Journal of Neuroscience study that challenged the prevailing views about motion processing in brain area MST, 2) attracted the interest of Qualcomm Incorporated, Northrop Grumman Aerospace Systems, and Intel Corporation, and 3) led to a first-author U.S. patent application.
For my postdoctoral position my goal was to apply my skills in the modeling of complex neural systems to a domain with significant public-health impact. I chose to work with Dr. Ione Fine at the University of Washington, because sight restoration is a fascinating interdisciplinary domain of rapidly increasing clinical importance. Although a range of SR technologies are in development, most of them are likely to suffer from perceptual distortions due to interactions between the technology and the underlying neurophysiology. As a first step at solving this problem, I developed a computational model that predicts these distortions in retinal implant users. In the future, I plan to embed this model in VR/AR to allow us to ‘see through the eyes of the patient’. I am particularly interested in exploring various computer vision algorithms as preprocessing techniques to improve the quality of the generated visual experience.
1. Beyeler M. Biophysical model of axonal stimulation in epiretinal visual prostheses. IEEE EMBS Conference on Neural Engineering (NER); 2019 March; San Francisco, CA, USA. 
2. Beyeler M, Nanduri D, Weiland JD, Rokem A, Boynton GM, Fine I. A model of ganglion axon pathways accounts for percepts elicited by retinal implants. bioRxiv [Preprint]. 2018 October 25 [revised 2018 November 20]. Available from: https://www.biorxiv.org/content/10.1101/453035v2. DOI: https://doi.org/10.1101/453035.
3. Beyeler M, Rokem A, Boynton GM, Fine I. Learning to see again: biological constraints on cortical plasticity and the implications for sight restoration technologies. J Neural Eng. 2017 Oct;14(5):051003. PubMed PMID: 28612755; PubMed Central PMCID: PMC5953572. 
4. Beyeler M, Boynton GM, Fine I, Rokem A. pulse2percept: A Python-based simulation framework for bionic vision. 16th Python in Science Conference (SciPy); 2017 July 12; Austin, TX, USA. 
B. Positions and Honors
Positions and Employment
	2010 - 2010
	Research Assistant, Institute for Biomedical Engineering, Department of Information Technology and Electrical Engineering, ETH Zurich

	2011 - 2012
	Junior Specialist, Department of Cognitive Sciences, University of California, Irvine

	2013 - 2013
	Research Assistant, Fraunhofer IPA, Stuttgart

	2015 - 2015
	Research Assistant, Brain-Inspired Computing Group, IBM Research, Almaden

	2016 - 
	Postdoctoral Fellow, Department of Pschology, Institute for Neuroengineering, eScience Institute, University of Washington

	2016 - 2016
	SSNR Junior Specialist, Department of Cognitive Sciences, University of California, Irvine


Other Experience and Professional Memberships
	2013 - 
	Member, Society for Neuroscience

	2014 - 2016
	Member, IEEE Robotics and Automation Society

	2017 - 
	Member, Vision Sciences Society

	2017 - 
	Review Editor, Frontiers in Neurorobotics


Honors
	2012 - 2016
	Chair's Fellowship, University of California, Irvine

	2016
	Postdoctoral Fellowship in Neuroengineering and Data Science, Gordon and Betty Moore Foundation, Alfred P. Sloan Foundation, Washington Research Foundation

	2018
	K99 Pathway to Independence Award, NIH


C. Contribution to Science
1. My Ph.D. thesis focused on developing autonomous self-guided robots using models of visual motion perception that were inspired by the computational and organizational principles of cortical circuits, as revealed by electrophysiological and neuroanatomical evidence. By investigating the link between neural circuitry and the behavior of these robots on specific tasks, I could gain insight into the guiding computational principles that make these motion networks so powerful. This work led to multiple first-author publicationn, among which was a Journal of Neuroscience study that challenged the prevailing views about processing in the medial superior temporal (MST) area, by showing that prominent neuronal responses traditionally attributed to specialized neuronal “templates” for detecting the direction of self-motion might instead be a by-product of neurons performing dimensionality reduction on their inputs. This work has subsequently been expanded upon in the Krichmar lab and has attracted the interest of Northrop Grumman Aerospace Systems, Intel Corporation, and a startup company looking to bring brain-inspired algorithms to autonomous robots and drones, which led to a first-author U.S. patent application.
a. Beyeler M, Dutt ND, Krichmar JL. , inventors. Sparse and efficient neuromorphic population coding. USA 15/417,626. 2017 January. 
b. Beyeler M, Rounds EL, Carlson KD, Dutt N, Krichmar JL. Sparse coding and dimensionality reduction in cortex. bioRxiv [Preprint]. 2017. DOI: https://doi.org/10.1101/149880.
c. Beyeler M, Dutt N, Krichmar JL. 3D Visual Response Properties of MSTd Emerge from an Efficient, Sparse Population Code. J Neurosci. 2016 Aug 10;36(32):8399-415. PubMed PMID: 27511012. 
d. Beyeler M, Richert M, Dutt ND, Krichmar JL. Efficient spiking neural network model of pattern motion selectivity in visual cortex. Neuroinformatics. 2014 Jul;12(3):435-54. PubMed PMID: 24497233. 
2. Essential to the success of my Ph.D. studies were software implementations that could execute in real time. Our study was one of the first to embed a spiking neural network with 50,000 neurons and 40 million synapses on a neurorobotics platform to perform a visually guided navigation task in real time. Throughout my Ph.D. work, I acted as one of the main developers of the open-source software CARLsim, a GPU‐accelerated library for constructing, tuning, and simulating spiking neural network models with a high degree of biological detail. CARLsim is now established as a fast, GPU-based alternative to the more commonly known simulators Brian and NEST, and continues to be used by a growing base of researchers around the world, which is evidenced by a growing number of citing publications and an active development community. In addition, during a Ph.D. internship with IBM Research-Almaden in 2015, I adapted algorithms for long short-term memory (LSTM), a machine learning technique based on recurrent neural networks, for the TrueNorth Neurosynaptic chip, which led to my second U.S. patent application.
a. Appuswamy R, Beyeler M, Datta P, Flickner MD, Modha DS. , inventors. Long short-term memory (LSTM) on spiking neuromorphic hardware. USA 15/434,672. 2017 February. 
b. Beyeler M, Oros N, Dutt N, Krichmar JL. A GPU-accelerated cortical neural network model for visually guided robot navigation. Neural Netw. 2015 Dec;72:75-87. PubMed PMID: 26494281. 
c. Beyeler M, Carlson KD, Chou T, Dutt N, Krichmar JL. CARLsim 3: A user-friendly and highly optimized library for the creation of neurobiologically detailed spiking neural networks. IEEE International Conference on Neural Networks (IJCNN); 2015 July; Killarney, Ireland. 
3. In addition, I have also gained experience in conventional computer vision and machine learning techniques by authoring two technical books on the subject, and a peer-reviewed IEEE conference paper on efficient vision-based algorithms for autonomous driving. This strong computational background has allowed me to successfully move between widely different subdomains of the life sciences and has provided me with a rich methodological repertoire.
a. Beyeler M. Machine Learning for OpenCV. London, England: Packt Publishing Ltd.; 2017. 382p. 
b. Beyeler M. OpenCV with Python Blueprints. London, England: Packt Publishing Ltd.; 2015. 230p. 
c. Beyeler M, Mirus F, Verl A. Vision-based robust road lane detection in urban environments. IEEE International Conference on Robotics and Automation (ICRA); 2014; Hong Kong, China. 
4. Most recently, my goal was to apply my technical skills in the modeling of complex neural systems to a domain with significant public-health impact. I chose to work with Dr. Ione Fine at the University of Washington, because sight restoration is a fascinating and complex domain of rapidly increasing clinical importance, where my skills could be particularly impactful. In a field dominated by device manufacturers that are very protective of their intellectual property, we were the first to publish an open-source encoding model for retinal prostheses. In an effort to draw attention to the practical limitations of current sight restoration technologies, I have also first-authored a review article in the Journal of Neural Engineering about the importance of adult cortical plasticity or the absence thereof on the quality of the generated visual experience. In addition, I have been working on a computational model that simulates the perceptual experience of retinal prosthesis patients, which I am currently preparing for publication.
a. Beyeler M. Biophysical model of axonal stimulation in epiretinal visual prostheses. IEEE EMBS Conference on Neural Engineering (NER); 2019 March; San Francisco, CA, USA. 
b. Beyeler M, Nanduri D, Weiland JD, Rokem A, Boynton GM, Fine I. A model of ganglion axon pathways accounts for percepts elicited by retinal implants. bioRxiv [Preprint]. 2018 October 25 [revised 2018 November 20]. Available from: https://www.biorxiv.org/content/10.1101/453035v2. DOI: https://doi.org/10.1101/453035.
c. Beyeler M, Rokem A, Boynton GM, Fine I. Learning to see again: biological constraints on cortical plasticity and the implications for sight restoration technologies. J Neural Eng. 2017 Oct;14(5):051003. PubMed PMID: 28612755; PubMed Central PMCID: PMC5953572. 
d. Beyeler M, Boynton GM, Fine I, Rokem A. pulse2percept: A Python-based simulation framework for bionic vision. 16th Python in Science Conference (SciPy); 2017 July 12; Austin, TX, USA. 
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