
Econ 583

Winter 2013

HW#1

Eric Zivot

Due: Monday, January 14

1. Recall Chebychev’s inequality: Let by any random variable with [] =  ∞
and var() = 2 ∞ Then for every   0

Pr(| − | ≥ ) ≤ var()
2

=
2

2

Suppose  ∼ ( 2) Using Chebychev’s inequality, determine the upper bound on

Pr(|−| ≥ 3) and compare it to the exact bound based on the normal distribution.

2. Cholesky decomposition.

Result 1: For any  ×  symmetric and positive semi-definite matrix A there exists

a  ×  matrix B such that A = BB0 where B is a lower triangular matrix with all

diagonal elements greater than or equal to zero.

Result 2: For any × symmetric and positive definite matrix A there exists a ×

matrix B such that A = BB0 where B is a lower triangular matrix with all diagonal

elements greater than zero.

Result 3: For any  ×  symmetric and positive definite matrix A there exists  × 

matrices C and D such that A = (CD
12
)(CD12)0 = CDC0 where C is a lower

triangular matrix with all diagonal elements equal to 1 and D is a diagonal matrix

with positive diagonal elements.

Note that the matrices A and B have the same number of elements. Also, a

simple test to see if A is positive definite is to compute B and see if all of the
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diagonal elements are positive. Result 3 follows directly from Result 2 and implies

that B = CD12.

(a) Let

A =

"
2 1

1 2

#
Verify that

C =

"
1 0

05 1

#
 D =

"
2 0

0 15

#
(b) Find B and verify that A = BB0

(c) Show that A can be diagonalized by computing C−1AC−10

3. Consistency of simple estimators

Let 1     be iid random variables with [1] =  and var(1) = 2 ∞

Consider two estimators of 2 :

̂21 =
1

− 1
X
=1

( − ̄)2

̂22 =
1



X
=1

( − ̄)2

where ̄ = −1
P

=1

(a) Compute [̂2 ] for  = 1 2 You should find that ̂
2
1 is unbiased and that ̂

2
2 is

biased.

(b) Compute the bias of ̂22: bias(̂
2
2 

2) = [̂22] − 2 Show that bias(̂22 
2) → 0

as →∞

(c) In class we showed that ̂22
→ 2 Using this result, show that ̂21

→ 2

4. Hayashi, Chapter 2, page 97, Question for Review #4

5. Using Chebychev’s inequality, prove Markov’s LLN.

6. Hayashi, Chapter 2, page 168, Analytical Exercises #1,
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