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Paging Dr. Bender



Goals of this talk

• Synthesize what I learned from the course


• Bring more of you into the discussion


• Pointers to shorter readings 



Four types of questions

• What problems have occurred/might occur in the future?


• What frameworks are available for analyzing those problems in ethical terms?


• What best practices are out there for mitigating such problems?


• How do we engage the field in these discussions?



Course syllabus

• http://faculty.washington.edu/ebender/2017_575/



Week 1: Framing and getting started

• Spruit & Hovy 2016 call for discussion of ethics in NLP, and introduce five key 
concepts:


• Exclusion (leaving groups of people out of the training data)


• Overgeneralization (false positives)


• Overexposure (feeds human biases)


• Underexposure (most resources focus on a few languages)


• Dual use (e.g. NLP used to detect fake reviews, or to generate them)



Week 1: Framing and getting started

• Obstacles to more ethical practice in NLP more broadly:


• Maverick-y culture in CS (esp in start ups)


• No single avenue for enforcement (no analogue to IRB)


• Buy-in: “It’s just common sense”, “bottom line considerations don’t leave 
the time/resources”


• Suggested solution: Lead by example; broad, active discussion


• If you read just one thing: Sourour, B. (Nov 13, 2016). The code I'm still 
ashamed of. medium.com

http://medium.com


Weeks 2 & 3: Philosophical underpinnings

• Two items from Philosophical Foundations below, at least one of which comes 
from an author whose perspective varies greatly from your own life experience. 
Be prepared to discuss the following:


• What is the main thesis of the reading?


• What is their definition of ethics?


• In what ways do they contrast their definition with others?


• How does this reading relate to ethics in NLP?


• => Various systems for thinking about what constitutes ethical behavior/systems


• If you read just one thing: Vallor, Shannon, "Social Networking and Ethics", The 
Stanford Encyclopedia of Philosophy (Winter 2016 Edition)



Week 4: Exclusion/Discrimination/Bias

• If you read just one thing: Sweeney, L. (May 1, 2013). Discrimination in online 
ad delivery. Communications of the ACM, 56 (5), 44-54.



Week 5.1: Word Embeddings and Language 
Behavior as Ground Truth

• Much work in NLP assumes that large text collections are a good source from which 
to extract information about the world


• But text collections reflect biases, including what people choose to talk about but 
also biased perspectives


• Li Zilles: Problems in applying ‘descriptive models prescriptively’


• If you read just one thing: Bolukbasi, T., Chang, K., Zou, J. Y., Saligrama, V., & Kalai, 
A. (2016). Man is to computer programmer as woman is to homemaker? Debiasing 
word embeddings. CoRR, abs/1607.06520


• If you read another: Herbelot, A., Redecker, E. von, & Müller, J. (2012, April). 
Distributional techniques for philosophical enquiry. In Proceedings of the 6th 
workshop on language technology for cultural heritage, social sciences, and 
humanities (pp. 45-54). Avignon, France: Association for Computational Linguistics.


• Another: https://blog.conceptnet.io/2017/04/24/conceptnet-numberbatch-17-04-
better-less-stereotyped-word-vectors/



Week 5.2: Chat Bots

• Issues with both privacy and reinforcing gender stereotypes


• If you read just one thing: Paolino, J. (Jan 4, 2017). Google home vs Alexa: 
Two simple user experience design gestures that delighted a female user. 
Medium.



Week 6: Proposed Code of Ethics for NLP

• From Hal Daumé III’s blog: http://nlpers.blogspot.jp/2016/12/should-nlp-and-
ml-communities-have-code.html


• What is missing and why?


• Which points shouldn't be there and why?


• Should the ACL adopt a code of ethics of this general sort? Why or why 
not?


• What are some cases that seem to contradict one or more points in the 
code that you think are nonetheless ethical?

http://nlpers.blogspot.jp/2016/12/should-nlp-and-ml-communities-have-code.html
http://nlpers.blogspot.jp/2016/12/should-nlp-and-ml-communities-have-code.html
http://nlpers.blogspot.jp/2016/12/should-nlp-and-ml-communities-have-code.html


Week 7: Value sensitive design

• Set of practices to identify and integrate values of stakeholders in the design 
process


• Better not best


• Both direct and indirect stakeholders


• Ex: Stakeholder interviews


• Ex: Design noir


• Ex: Envisioning cards


• If you read just one thing: Nathan, L. P., Klasnja, P. V., & Friedman, B. (2007). Value 
scenarios: a technique for envisioning systemic effects of new technologies. In CHI'07 
extended abstracts on human factors in computing systems (pp. 2585-2590).



Week 8: Other best practices



Week 9: Privacy

• What is privacy and why is it valued?


• To what extent do we have a moral obligation to inform the public about how 
NLP + massive online presentation of self (and others) impinge on privacy?


• Michael Strube has a whole class on this: The Dark Side of NLP: Gefahren 
automatischer Sprachverarbeitung


• If you read just one thing: Solove, D. J. (2007). 'I've got nothing to hide' and 
other misunderstandings of privacy. San Diego Law Review, 44 (4), 745-772.



Week 10: NLP Applications Addressing Ethical 
Issues



Week 10: NLP Applications Addressing Ethical 
Issues

• What was the social issue addressed?


• How well did it work/how could you carry out an evaluation if one wasn't 
done?


• Design noir: What could go wrong?



My next steps

• This talk


• Paper with Batya Friedman (in progress)


• Two lectures on ethics in Intro to CL course


• Think about how to bring ethics into CLMS curriculum more broadly



Your next steps?


