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Chatbots 101

• Historically, chatbots were built to handle a specific range of “user intents”


• with increasing ranges of possible expressions of those intents


• based on mappings to specific appropriate actions


• Pros: Affordances (what the system can do) fairly clear to users 


• Cons: Extending such systems time-consuming and brittle


• What if instead the computer could reply to any input, with text that was 
engaging and on-topic?

https://bit.ly/EMB-HMC-24



Large language models (LLMs) 101

• A language model is a model of the distribution of the spellings of (parts of) 
words in some collection of text


• For large language models this collection is enormous (trillions of words) … 
and mostly undocumented 


• Languages are symbolic systems, pairings of form and meaning


• The only thing an LLM ‘learns’ is what sequence of letters and punctuation is 
likely to come next

For more, see Bender 2023

https://www.youtube.com/watch?v=qpE40jwMilU


Stochastic parrots

• Bender, Gebru et al 2021:

An LM is a system for haphazardly 
stitching together linguistic forms from its 
vast training data, without any reference to 
meaning: a stochastic parrot.

https://dl.acm.org/doi/10.1145/3442188.3445922


So why do ChatGPT et al seem to understand?

• Model: What words are likely to come next?


• System design: Output word sequences that are plausible continuations of 
the input and likely to get high scores from human raters


• User interface: Chat, turning plausible next words into what looks like a 
conversation


• Users: As skilled language users, we can’t help but make sense of text that 
we encounter.


• We do this reflexively, by imagining a mind behind the text

For more, see Bender 2024

https://www.youtube.com/watch?v=o107NWdozRY


Chatbots as information access systems

• Google’s “AI overviews”


• Microsoft’s incorporation of ChatGPT into Bing


• OpenAI’s “ChatGPT search”


• Earlier: Meta’s Galactica


• San Francisco Chronicle’s Kamala Harris “news assistant”


• NYC’s regulations chatbot


• …

http://www.apple.com


Chatbots are not a good replacement for search

• When the output is correct, this is just by chance


• RAG (Retrieval Augmented Generation) doesn’t fix this: papier-mâché of 
relevant documents/good data is still papier-mâché


• Effectively checking system output is more time-consuming than using 
alternative methods in the first place


• A hypothetical chatbot search system that is correct 95% of the time is 
arguably more dangerous than one that is correct 50% of the time



Chatbots are not a good replacement for search

• But even a hypothetical 100% correct searchbot would be a bad information 
access technology


• Setting things up so you get “the answer” to your question cuts off your 
ability to do sense-making


• Refining your question


• Understanding how different sources speak to your question


• Locating each source within the information landscape



Situating information sources: 
“How can you treat club foot?”

*This last one required adding  
“herbs -hospital” to the query



Information literacy practices

• The chatbots as search paradigm encourages us to accept answers as given


• … especially when stated with friendly authoritativeness


• Especially now we need to level-up our information access practices


• … and hold high expectations regarding provenance

For more, see Shah & Bender 2022a 
Shah & Bender 2022b 

Shah & Bender 2024

https://iai.tv/articles/all-knowing-machines-are-a-fantasy-auid-2334
https://dl.acm.org/doi/10.1145/3498366.3505816
https://dl.acm.org/doi/10.1145/3649468


A word on AI hype

• The very phrase artificial intelligence is a kind of hype


• ChatGPT, AlphaFold, and DALL-E aren’t the same thing — but talking about 
them as if they were makes it harder to understand how they actually function


• The ersatz fluency of ChatGPT is especially misleading, trading as it does on 
your linguistic ability



For more, check out:

• Mystery AI Hype Theater 3000


• And coming in May 2025:

THE AI CON 
How to Fight Big Tech’s Hype and 

Create the Future We Want 
Emily M. Bender & Alex Hanna

https://bit.ly/EMB-HMC-24

https://www.dair-institute.org/maiht3k/

