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This talk in a nutshell

Humans are remarkably quick to make meaning of language we encounter
and to imagine the mind behind that language

Artificial agents have at best limited capacity for communicative intent

- And some natural language systems have none

Mitigating the risks of language technology requires recognizing and
accounting for the above

- ... rather than taking advantage of it

Effects are both individual and systemic (information ecosystem)
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The meaning is not in the text

 What does this sentence mean?

- What does the speaker mean by uttering this sentence?

FHEICKDEEOFIDELDFHRTEYNT S/, [jpn]
TEICELDE BOF D ZOF N RTEY BT E f,

Sensel ni yoru to otokonoko yorimo onnanoko ga pokemon ga suki da.
teacher (.) boy (.) girl (.) Pokemon (.) like (.)

teacher accorbing.TO Doy THAN girl Nom Pokemon nowm like cor.pres



The meaning is not in the text

- With linguistic (grammatical, lexical) knowledge, speakers can get from text
to a ‘standing’ or ‘conventional’ meaning (Grice 1968, Quine 1960), but that’s
only the first step.

- Standing meaning + commonsense + coherence relations gives public
commitments (Hamblin 1970, Lascarides & Asher 2009, Asher & Lascarides
2013)

- Public commitments + further reasoning gives perlocutionary consequences

A: | wonder whether | should take my umbrella. Is it raining”
B: Yes.
A: Oh, so you do think | should take my umbrella.

B: | didn’t say that.
(Bender & Lascarides 2019:13)



Conversation as a joint activity: Clark 1996 (p37-38)

Participants
Activityroles

Public goals

Private goals

Hierarchies
Procedures
Boundaries

Dynamics

A jointactivity is carried out by two or more participants.
The participantsinajointactivityassume publicroles that
help determine their division of labor.

The participantsin ajoint activity try to establish and
achieve joint public goals.

The participantsin ajoint activity may try individually to
achieve private goals.

A jointactivity ordinarily emerges as a hierarchy of joint
actions or joint activities.

The participantsin ajointactivity may exploit both
conventionaland nonconventional procedures.

A successful joint activity has an entry and exit jointly
engineered by the participants.

Jointactivities may be simultaneous or intermittent,
and may expand, contract, or divide in their personnel.



Communication as intersubjective awareness
(Baldwin 1995, p.132)

Technically speaking, joint attention simply means the simultaneous engagement
of two or more individuals in mental focus on one and the same external thing.
Put this way, joint attention is likely a ubiquitous occurrence for all organisms
that boast a complex central nervous system. For instance, two bushbabies,
alerted by a predator’s call, are caught in an instant of joint attention prior to
pursuing their separate avenues of escape. Or to take a human case, perhaps you
and | once unwittingly happened to watch “Dr. Strangelove” on the same night

in the same time zone, thereby satisfying the criteria for joint attention. Clearly,
this notion of simultaneous engagement fails to capture something central to
our experience—the aspect of intersubjective awareness that accompanies joint
attention, the recognition that mental focus on some external thing is shared.
And of course, it is just this aspect of the joint attention experience—intersub-
jective awareness—that makes simultaneous engagement with some third party
of such social value to us. It is because we are aware of simultaneous engagement
that we can use it as a springboard for communicative exchange.



Meaning making at a distance:
N time & space

- Face-to-face, small group communication is the most basic kind of language
use

* but we also communicate asynchronously and distantly
- and apply the same skills in doing so

- Theory of mind developmental milestones linked to reading comprehension
(Atkinson et al 2017, Dore et al 2018)

* Ricceur 1973 (hermeneutics): “Not that we can conceive of a text without an

author; the tie between the speaker and the discourse is not abolished, but
distended and complicated.” (p.95)

* In interpreting texts, we lack the ability to confirm & repair understandings
(Dingemanse et al 2015), but we still project a model of mind



Making meaning in human-human interaction:
Summary

- Communication is a joint activity

* in which we use language (among other signals)

* to convey and understand communicative intents

« We do this even when not co-present with our interlocutors

Photograph by Rama, Wikimedia
Commons, Cc-by-sa-2.0-fr


https://commons.wikimedia.org/wiki/User:Rama

Can computers have communicative intent”?

- Do signs showing rules (e.g. “No parking”) have communicative intent?

« No: it’s just a piece of metal, with not even any moving parts

* It represents some person or group of people’s communicative intent

 Does a calculator have communicative intent?

- Can produce answers to different questions

* Probably still best understood as representing some group of people’s
intent: to provide accurate answers given a system of rules



Can computers have communicative intent”?

- How about a slot-filling dialog agent (e.g. ATIS, Hemphill et al 1990)?

- Intent: Elicit information about parameters of flight scheduling request that
map to concepts in its database

* Intent: Provide information about flights from database matching
parameters of the request

- How about conversational chatbots like ELIZA (Weizenbaum 1966) & co?

- Intent: Output text that is engaging and on-topic (?)

» Tenuous and too far removed from the standing meaning of said text



Can computers have public commitments?

- Standing meaning + commonsense + coherence relations gives public

commitments (Hamblin 1970, Lascarides & Asher 2009, Asher & Lascarides
2013)

* These are called public commitments because we are on record as having
‘said’ them

- Even those due to covert coherence relations (Lascarides & Asher 2009)

- If a person’s public commitments turn out to be false, they are either lying or
misinformed

« Who or what is accountable for a machine’s utterances?



Can computers recognize communicative intent”?

- “No parking” sign: - Slot-filling dialogue system/virtual
assistant:

* No.
» Limited to the range of actions it

 Calculator: IS able to take

- Language model as chatbot (e.g.

» Limited (I wish to know what this ChatGPT):

expression evaluates to)

* No.
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Making meaning: We can’t help ourselves

- Heider & Simmel (1944): people attribute personality characteristics to shapes
and construct a narrative based only on movements

- Mitchell (2021): if we’ll do that much interpretation of just shapes, how much
more do we do with language? [https://bit.ly/TWIML-467]



https://bit.ly/TWiML-467
https://www.youtube.com/watch?v=wp8ebj_yRI4

Meaning making: We bring our own context

- Not only will we make meaning of text/speech/sign from languages we know,
we will do so based on the context that we bring to the situation

* Including our interpretation of what the computer is doing



Meaning making in our context: Examples

- The following slides have examples where things have gone or could go
wrong

* In some cases, the resulting artifacts are offensive or otherwise difficult to see
(stereotypes regarding Black Americans, machines urging self-harm,
stereotypes about the Kannada language, dehumanization of Native people,
stereotypes about Palestinians)

- My point here is to alert you to the fact that these (and others) exist, but |
realize that there is some harm in repeating them, even with that framing

« Open to feedback on how to convey this message, if there is something any
of you have the energy and inclination to articulate



placement of text

=X 1. Templatic generation, with automatic

« Sweeney 2013: African-American sounding names triggered different version
of ad copy than white sounding names

Ads related to latanya farrell ©

Latanya Farrell, Arested?

www.instantcheckmate.com/

1) Enter Name and State. 2) Access Full Background Checks Instantly.

Latanya Farrell

www.publicrecords.com/
Public Records Found For: Latanya Farrell. View Now.

(a)

(Sweeney 2013:46-47)

Ads related to Jill Schneider ©
Jill Schneider Art

www.posters2prnts.com/
Custom Frame Prints and Canvas. Shop Now, SAVE Big + Free Shipping!

We Found Jill Schneider

www.intelius.com/

Current Phone, Address, Age & More. Instant & Accurate Jill Schneider

10,256 people +1'd this page

Reverse Lookup - Reverse Cell Phone Directory - Date Check - Property Records

Located: Jill Schneider
www.instantcheckmate.com/
Information found on Jill Schneider Jill Schneider found in database.



=X 1. Templatic generation, with automatic
placement of text

- What, if any communicative intent does the machine or the corp behind it
have?

» Click here, so we can get paid

- Elicit viewer behavior, in order to choose among different versions of ad

- What are the perlocutionary consequences?

- Cast suspicion about the person being searched for, regardless of the
search context



=X 2-0+: Untethered generation

« Microsoft’s Twitter chatbot Tay (March 2016), yanked within 24 hours, for
parroting back sexist, racist, and other bigoted remarks

- GPT-3 (Brown et al 2020) powered “PhilosopherAl” was used by a third party
to automate responses on Reddit, detected because it was too prodigious

* Engaged on sensitive topics including conspiracy theories and suicide

- May 2023: The National Eating Disorder Association replaced its helpline with
a chatbot that promptly started offering harmful advice

* In October 2023, NYC set up chatbot for answering legal questions — and of
course it gave out false information

« Feb 2024: AirCanada must honor a bereavement fare policy output by a
chatbot



https://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist
https://www.technologyreview.com/2020/10/08/1009845/a-gpt-3-bot-posted-comments-on-reddit-for-a-week-and-no-one-noticed/
https://www.vice.com/en/article/qjvk97/eating-disorder-helpline-disables-chatbot-for-harmful-responses-after-firing-human-staff
https://www.thecity.nyc/2024/03/29/ai-chat-false-information-small-business/
https://www.wired.com/story/air-canada-chatbot-refund-policy/

=X 2-0+: Untethered generation

- What, if any, communicative intent does the machine have?

- Engagement, without commitment to content / provide plausible
continuation

- How does public commitment/accountability function here?

- With no control over specific content, which human/org would want to be
accountable for it?

 Perlocutionary consequences:

- Varied & drastic, especially in scenarios where the machine is presented as
possibly human or even artificial but knowledgable



=X (. Incorrect answers presented authoritatively

when did people come to america X !, Q.

Q Al [E News [ Niuges ] Videos O Shopping : More Settings  Tools

About 2,550,000,050 results (1.05 seconds)

The fi 21 colony was founded at Jamestown, Vir:o1a, in 1607. Many of the people who
sattiad in the New World came to escape reliaicus persecution. The Pilgrims, founders
* Plymouth, Massachusetts, arrived in 162 In both Virginia and Massachusetts, the

colonists flourished with some assistar.ce irom Native Americans.

www.americaslibrary.gov » colonial » jb_colonial_subj

Colonial America (1492-1763)

@ About featured snippets B Feedback

Source: @hankgreen on Twitter



=X (. Incorrect answers presented authoritatively

when did humans come to america X !, Q.

Q Al [E) News [ Images [*] Videos { Shopping : More Settings  Tools

About 489,000,000 results (0.76 seconds)

33,000 years ago

The "Clovis first theory" refers to the 1950s hypothesis that the Clovis culture
represents the earliest human presence in the Americas, beginning about 13,000 years
ago; evidence of pre-Clovis cultures has accumulated since 2000, pushing back the
possible date of the first peopling of the Americas to 33,000 years ago.

en.wikipedia.org » wiki » Settlement_of_the_Americas

Settlement of the Americas - Wikipedia

@ About featured snippets B Feedback

Source: @hankgreen on Twitter



=X (. Incorrect answers presented authoritatively

- What, if any, communicative intent does the machine have?

* Provide answer to user’s question, from linked document, pulling out most
relevant snippet

- Who is publicly committed to the message?
- Underlying text, with its full context: US Library of Congress &
» Coherence relation of ‘answer’: Google

 Perlocutionary consequences: What might the searcher learn from this
answer? Consider especially Native and non-Native children in the US



=X 8-9: Answering ill-formed questions

Q_  uyliest language in india U

All ' Videos Images News Shopping

Kannada

What is the ugliest language in "idia? The answer is
Kannada, a language spoket. vy around 40 million

people in south India.
Source: @PCMohanMP
i) Hear this out loud on Twitter



—X 8-9: Answering ill-formed questions

Sa—c
4

= Google -

Q. what do terrorists wear on 1. eir head X

All  Images Shopping .. .lews Videos Maps Books F

The Palestinian keffiyeh (Arabic: .S, koofiyyeh) is a
chequered black and whita ~carf that is usually worn
around the neck or heaaq

W https://en.m.wikipedia ory = viKi Source: @SwagmaSter4OOOO
Palestinian keffiyzh - Wikipedia on Twitter

@ About featured snippets M Feedback



—X 8-9: Answering ill-formed questions

- What, if any, communicative intent does the machine have?

* Provide answer to user’s question, from linked document, pulling out most
relevant snippet

- What about public commitments?

« Answering a question with invalid presuppositions implicitly accepts those

presuppositions into the common ground (Lascarides & Asher 2009, Kim
et al 2021). Consider: “When did you stop smoking?”

« By answering, Google is committing to there being some language that
recognized as the ugliest and some characteristic headgear for terrorists

- Google is further committing to the specific answers



—X 8-9: Answering ill-formed questions

 Perlocutionary consequences:

« For someone holding the beliefs presupposed in those questions,
reinforcement of those beliefs

* For someone subject to the stereotype, psychological harm of the
stereotype being repeated

* ... plus the sense that “everyone” must think so, for Google to be
reflecting it back so



Not just decontextualizing,
but also recontextualizing

 Already a problem with search results as a list of web pages:

In essence, the social context or meaning of derogatory or
problematic Black women's representations in Google's
ranking Is normalized by virtue of their placement, making it
easler for some people to believe that what exists on the
page Is strictly the result of the fact that more people are
looking for Black women in pornography than anything
else. This is because the public believes that what rises to
the top In search is either the most popular or the most
credible or both. (Noble 2018:32)




Not just decontextualizing,
but also recontextualizing

- Already a problem with search results as a list of web pages

- Similarly problematic with image search results

- Exacerbated with ‘snippets’ pulled out from pages

« Exacerbated with ‘answer boxes’

- Exacerbated with chatbots as replacements for search (see Shah & Bender
2022, 2024)
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The Web as an information ecosystem
(Shah & Bender 2024)

- Ecosystem: A collection of interdependent entities standing in relationship

* Information seekers <> information providers: relationships of trust &
trustworthiness

» Ecosystem: An interconnected system in which “spills” in one area can
spread to others



15

Move from “10 blue links” to answers has been
degrading relationships of trust

- Consider examples above involving snippets (simple incorrect answers,
problems with ill-formed questions)

- In providing snippets and answer boxes Google (and Bing and...) are asking
users to trust their software

* Not only as a means of finding relevant documents
» But in fact as a source of information

« By serving up bigotry in the answers, search engine companies especially
betraying that trust.



Cheap access to LLLMs through APls => Other
sites must work to maintain trust

-+ StackOverflow moved quickly to ban ChatGPT output in answers

 Volume of unverified answers from ChatGPT was swamping volunteer-
driven quality assurance practices

« “Stack Overflow is a community built upon trust. The community trusts
that users are submitting answers that reflect what they actually know to
be accurate and that they and their peers have the knowledge and skill set
to verify and validate those answers.” [source, accessed 8/14/2023]



https://stackoverflow.com/help/gpt-policy

Interconnectedness and synthetic info spills

- Ex 1: Cleaning up a baby peacock sullied by a non-information spill

@Q\ NATIONAL GEOGRAPHIC - Join
@‘ Cé Line -May 8- Q

Beautiful It's not everyday you see a baby Peacock!

00 and 22K others 3.3K comments 64K shares

https://bit.ly/EMB-peachick



Interconnectedness and synthetic info spills

- Ex 1: Cleaning up a baby peacock sullied by a non-information spill

&J Images for baby peacock

@ peacock feather G indian peafowl g male peacock ’ cute baby v

Feedback
View all -



Interconnectedness and synthetic info spills

- Author Jane Friedman reported books of synthetic text being uploaded with
her name to Amazon’s self-publishing system (8/7/2023)

- Goodreads pulls info from Amazon and associated these with her profile

* Fixing this situation required Friedman to leverage her social media presence
& following

- => More work for authors (if they can even fix it) to clean up others’
information spills


https://janefriedman.com/i-would-rather-see-my-books-pirated/

How do we thrive in the information ecosystem?

« Even in a healthy information ecosystem, in order to thrive, we need good
information literacy skills

* Polluted info ecosystem: Not only that we have to dig through more muck to
find trustworthy information, but it’s harder to trust it once we’ve found it

* Information literacy skills become even more important, while making them
harder to acquire



Situating information sources:
“How can you treat club foot”?”

Mayo Clinic

https://www.mayoclinic.org » ... » Diseases & Conditions

Clubfoot - Diagnosis and treatment
Jun 28, 2019 — Stretching and casting (Ponseti method) This is the most

R WebMD

ey https://www.webmd.com > what-is-clubfoot ¢

Clubfoot: Why It Happens & How Doctors Treat It

May 2, 2023 — Treat t. Your doct ill begin t t baby's clubf
clubfoot. Your doctor will: Move your baby's foot into a correct ... s reatment. Your cocior will begin 1o correct your baby's clubio

) ) . ) they're born. Babies don't use their feet until they learn to ...
Diagnosis - Treatment - Stretching And Casting...

Discussions and forums ® Pinterest - tedlcamp12

90+ followers

What is the treatment for clubfoot in adults, and whati Club Foot Care

... Remedies, Herbal Remedies, Natural Remedies,. Get ... Bathing Clubfoot Baby |
Bath Clubfoot | Talipes Bathing Club Foot Baby, Baby Club, ... Nursing a Clubfoot
Baby ...

Q www.quora.com - Jun 10, 2023 - 2 posts

My son was born 7 weeks premature with a mild clubfc

Q www.quora.com - Oct 21,2021 i *This last one required adding
“herbs -hospital” to the query

My son will be born with a clubfoot. : FMommit - Reddit

& www.reddit.com - Apr 27, 2023

See more =
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When designing applications involving text that is
generated or placed in open-ended ways, consider:

« A nuanced view of how meaning making happens

+ Neither questions nor answers are just text strings, nor even ‘logical forms’

* People will interpret strings in languages they know

* By building a model of mind of a person/entity/group behind the text

 Using the context the string appears in

» Using the context they bring to the interaction



When designing applications involving text that is
generated or placed in open-ended ways, consider:

- Who will be encountering and interpreting the text?

- Consider many different kinds of people/experiences (Friedman & Hendry 2019)

» Children

* People with strong prejudices

* People subject to the stereotypes at hand

« People with limited understanding of fallibility of computers

- People who are stressed, busy, tired, not paying much attention



When designing applications involving text that is
generated or placed in open-ended ways, consider:

« Who is accountable for what is said?

- When, if ever, is untethered generation appropriate?

- Who will people encountering the text attribute it to?

* When should an organization be comfortable with untethered or even
partially guided natural language generation being done in its name?

- What about cases where people unleash bots without an obvious
responsible operator?



When designing applications involving text that is
generated or placed in open-ended ways, consider:

- Curation of training data:

- Don’t hoover up garbage, knowing that it can be spat back out and
iInterpreted by humans

 Transparency by design & visibility to users:

- Bare minimum: always be clear that the interlocutor is a machine

« What are its affordances?

- Where does the information come from? (see Bender & Friedman 2018,
Gebru et al 2021, Bender, Gebru et al 2021)

 In what ways might it be inaccurate?



When designing applications involving text that is
generated or placed in open-ended ways, consider:

 Transparency by design & minimal claim to authority

« “Google” shouldn’t be answering questions

* Don’t present the Web as total or so big it must be representative

- There are some applications/tasks which might not be appropriate at all
(e.g. robo-therapist)

* Resist, rather than leaning into, the human reflex to imagine a mind behind
the text



When designing information access systems,
consider:

- As appealing as conversational interfaces seem to be, sometimes (often?) the
answer is: don’t

A successfully conversational interface will elicit credence

- ... While likely being very opaque about its actual affordances

* ... and modern LLM-driven chatbots very successfully mimic conversation

« NYC example: What was needed was a search interface to ~2000 city web
pages, NOT a chat bot that made stuff up while pointing to them



At a policy level, consider:

- How do we create information systems for the public good, rather than for
advertising & other corporate interests? (see Noble 2018)

- How do we avoid amplifying biased views, especially those held by the
majority/those in power? (see Alkhatib 2021, Birhane 2021)

- How do we require transparency (recognizably synthetic media, disclosure of
training data) and accountability (for the content expressed)?

- Without making it the only solution, how do we promote information literacy,
in the face of these technologies?




This talk in a nutshell

Humans are remarkably quick to make meaning of language we encounter
and to imagine the mind behind that language

Artificial agents have at best limited capacity for communicative intent

- And some natural language systems have none

Mitigating the risks of language technology requires recognizing and
accounting for the above

- ... rather than taking advantage of it

Effects are both individual and systemic (information ecosystem)
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