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Overview

• Risks to individuals using IA systems


• Risks to society


• Risks to CHIIR research community



Review: Text synthesis machines

• Language models (and word embeddings) are an extremely useful component 
of many language technologies


• Search engines that help people find information produced by other people 
that meet their information needs are incredibly useful


• The step from connecting information seekers with information sources to 
instead generating “information” is where the problem lies


• Language models model the distribution of word forms in text. They are not 
reliable information sources about anything else.


• For more: https://bit.ly/EMB-Why

https://bit.ly/EMB-Why


This isn’t just “garbage in, garbage out”

University of Utah health page, Oct 2021, as captured 
by Twitter user @soft



This isn’t just “garbage in, garbage out”
Google search results, Oct 2021, as captured by Twitter user @soft 
For discussion, see Shah & Bender 2024 



Motivating example: 
“How can you treat club foot?”

*This last one required adding  
“herbs -hospital” to the query



Risks to individuals

• Exposure to incorrect information, presented as reliable


• Psychological and material harm from biases & stereotypes (Sweeney 2013, 
Noble 2018)


• Lack of friction => reduced opportunities to build up information literacy (see 
Shah & Bender 2024)


• Lack of access (e.g. community message boards)


• Lack of audience/income streatm



Risks to society

• Reproduction and re-entrenchment of systems of oppression (Noble 2018, 
Benjamin 2019, Bender, Gebru et al 2021)


• Pollution of the information ecosystem


• Drop in quality information sources (lack of income stream, lack of motivation)


• Lowering of information literacy in general 


• A public that can’t trust even trustworthy information


• => Impacts to things like public health, democracy



Risks to the CHIIR research community

• Failing to attend to foreseeable risks of technology being pursued is (or ought 
to be) detrimental to the long-term health of a research community



Risks to the CHIIR research community

• Becoming subsumed as an application area of “AI”

Finally, we urge IR as a field to strengthen and 
maintain its focus on the study of how to support 
people when they engage in information behavior. IR 
is not a subfield of AI, nor a set of tasks to be solved 
by AI. It is an interdisciplinary space that seeks to 
understand how technology can be designed to 
serve ultimately human needs relating to information.

(Shah & Bender 2024:19)
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