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Abstract  11 

Naval submarines have collected operational data of sea-ice draft (90% of thickness) in the 12 

Arctic Ocean since 1958.  Data from 34 U.S. cruises are publicly archived.  They span the years 13 

1975 to 2000, are equally distributed in spring and autumn, and cover roughly half the Arctic 14 

Ocean.  The dataset is strong: we use 2203 values of mean draft, each averaged over a nominal 15 

length of 50 km.  These values range from 0 to 6 m with a standard deviation of 0.99 m.  16 

Multiple regression is used to separate the interannual change, the annual cycle, and the spatial 17 

field.  The solution gives a climatology for ice draft as a function of space and time.  The 18 

residuals of the regression have a standard deviation of 0.46 m, slightly more than the 19 

observational error standard deviation of 0.38 m.  The overall mean of the solution is 2.97 m.  20 

Annual mean ice draft declined from a peak of 3.42 m in 1980 to a minimum of 2.29 m in 2000, 21 

a decrease of 1.13 m (1.25 m in thickness).  The steepest rate of decrease is –0.08 m/yr in 1990.  22 

The rate slows to 

! 

"0.007  m/yr at the end of the record.  The annual cycle has a maximum on 30 23 

April and a peak-to-trough amplitude of 1.06 m (1.12 m in thickness).  The mean spatial contour 24 

map of the temporal mean draft varies from a minimum draft of 2.2 m near Alaska to a 25 

maximum just over 4 m at the edge of the data release area 200 miles north of Ellesmere Island.  26 

[247 words] 27 

28 
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1. Introduction 28 

 For several decades operational data from submarines have formed the primary basis of 29 

our observational knowledge of arctic sea-ice thickness.  At first scientists used these data to 30 

characterize ice topography (pressure ridge statistics and the ice thickness distribution) and to 31 

characterize variability.  By the 1980s enough data had accumulated to allow the spatial field of 32 

draft to be estimated, but it was clear that the contour maps had small-scale structure and 33 

seasonal differences affected by undersampling in both space and time [Bourke and Garrett, 34 

1987; Bourke and McLaren, 1992]. Investigators began to use submarine data in about 1989 to 35 

address the question of interannual change.  Because the timing and tracks of submarine cruises 36 

were designed to meet military objectives and not to provide optimal sampling of the spatial and 37 

temporal variability of sea ice, formulating analyses of the sparse and irregular data, either to 38 

map the field or to find a trend, has been problematic. There has been controversy about whether 39 

the dataset is sufficiently strong to distinguish any signal of long-term change from "natural 40 

variability" [McLaren et al., 1990; Wadhams, 1990].  Some studies have ignored the time of year 41 

altogether.  Some have segregated the data into summer or winter seasons, ignoring the fact that 42 

summer and winter data are related via the annual cycle.  Some have focused on certain data-rich 43 

regions such as the North Pole or the strip from the pole to the Beaufort Sea roughly between 44 

140° and 150°W.  Some have compared data from two different clusters of years.  Investigations 45 

focused on interannual change include McLaren et al. [1992], Shy and Walsh [1996], Rothrock et 46 

al. [1999], Tucker et al. [2001], Winsor [2001], and Wadhams and Davis [2000].  Table 1 47 

summarizes some of the previous examinations of submarine ice draft data for signs of 48 

interannual change.  Unanswered questions from these studies include, "Is the interannual signal 49 

truly discernible above the noise of 'natural variability'?" and, if so, "Is the interannual change 50 

one of continual decline or is the signal more complicated?".  51 

 Over the decades, more and more data have become publicly available.  Data on sea-ice 52 

draft from 34 U.S. Navy submarine cruises and two British cruises within the Arctic Ocean are 53 

now available at the National Snow and Ice Data Center (NSIDC, 2006).  The archived data 54 

consist of draft profiles at nominally one-meter spacing; there are on the order of 108 data points 55 

(100,000 km of profiles), along with summary statistics including the mean draft over roughly 56 

50-km sections.  The purpose of this paper is to analyze these mean draft data and determine 57 

what they reveal about sea-ice variability.  We purposely avoid any use here of other sea-ice 58 
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information, in particular from sea-ice models.  This analysis rests purely on the submarine data 59 

and has two strengths.  First, the study makes use of data from 17 cruises recently placed at 60 

NSIDC [Wensnahan et al., 2007; Rothrock and Wensnahan, 2007], providing a fairly continual 61 

record in both spring and autumn from 1975 to 2000 from the total of 34 U.S. cruises.  Second, it 62 

capitalizes on the opportunity provided by this expanded dataset to analyze all the U.S. 63 

submarine data as a single dataset in order to separate the dependencies on space, on season, and 64 

on year.  In taking this approach we begin to fulfill the vision of McLaren et al. [1990] who saw 65 

that "A direct approach would involve statistical analysis by season, region and... comparable, 66 

basin-wide under-ice thickness distribution data obtained by U.S. and British nuclear submarines 67 

since 1958.  Only then might genuine trends be distinguished from natural variability."  We 68 

would add that only then will a spatial climatological field and annual cycle be identified.   69 

 70 

 We use multiple regression to determine how draft depends on the independent variables. 71 

The goal is to find a simple algebraic formula or regression model for draft as a function of 72 

space, season, and year, leaving residuals (discrepancies between the data and the regression 73 

model) that are small.  We build the regression model by starting with terms of low order and 74 

adding terms of higher order, until the addition ceases to reduce the variance of the residuals 75 

significantly as determined by statistical tests.  The regression model "explains" a portion of the 76 

variance in the data, leaving the remaining variance in the residuals as "unexplained" variance 77 

that can be considered to be either error in the regression model or observational errors or both.  78 

We adopt a regression model in which the spatial, annual, and interannual variations are 79 

separated and additive.  Of course this form is somewhat subjective, guided by physical intuition, 80 

but, for instance, whether the spatial dependence should be linear or quadratic or cubic is 81 

determined by the data. 82 

 In Section 2, the dataset is described and the variables defined.  Section 3 presents the 83 

best fit multiple regression model and the coefficients of the fit: the seasonal cycle, the spatial 84 

field, and the interannual change.  Section 4 gives the relationship between draft and ice mass, 85 

and Section 5 gives the relationship between draft and ice thickness.  Discussion of these results 86 

in the context of previous results and concluding remarks are presented in Section 6.  87 



   

Decline in ice thickness from sub data 5 10/16/07 

2. Data 88 

 The data used here are from 34 cruises of U.S. Navy submarines from 1975 to 2000.  89 

Each cruise lasted roughly one month; the distribution of cruises by year and month is shown in 90 

Figure 1 (one dot per cruise).  Originally classified secret, the data have been declassified and 91 

released for public use mostly within a data release area (DRA), an irregular polygon (see Figure 92 

2 and Table 2) that lies within the Arctic Ocean and outside the "exclusive economic zones" of 93 

foreign countries.  Data in the archive have been acquired by two different recording systems: 94 

digital and paper chart.  We believe that the data extracted by scanning U.S. paper charts have 95 

been made equivalent (in the sense of being unbiased) to those acquired by digital recording 96 

[Wensnahan and Rothrock, 2005].  We do not use here archived data from British cruises, 97 

because there are only two of them, much of their data is outside our study area, and their manual 98 

processing from paper charts may introduce a positive bias because of difficulty in resolving the 99 

troughs between ridges.   100 

 We use as our dependent variable the mean draft D in meters.  The means are taken over 101 

nominal 50-km sections of a draft profile (with drafts given at one-meter spacings, so nominally 102 

50,000 pings per 50-km mean).  A length of 50 km has become a de facto standard for reporting 103 

submarine-derived ice draft statistics.  As discussed at the end of Section 3 and again in Section 104 

6, the observational error, which includes both sampling error [Percival et al., 2007] and the 105 

sonar system measurement error [Rothrock and Wensnahan, 2007], has a standard deviation of 106 

0.39 m.  For archived sections less than 50 km long, data from multiple sections within 75 km of 107 

each other are combined in a cluster such that the sample length is between 25 and 55 km.  Short 108 

sections that cannot be successfully clustered are discarded.  These means include open water; 109 

they are not, as some investigators have considered, "ice-only" means that exclude from the 110 

average any ice thinner than some threshold, say, 30 cm.    111 

 The first independent variable, which models interannual variation, is the decimal year t; 112 

for example, the first instant of 1988 is t = 1988.000, which happens to be very nearly at the 113 

midpoint of the dataset's time span.  The second variable is the decimal fraction of the year τ , 114 

which marks the seasons; it ranges from 0 to 1 over the course of a calendar year and is the 115 

fractional part of t.  To fit the annual cycle in the regression model we use the two terms sin(2πτ) 116 

and cos(2πτ) to represent the fundamental frequency; for easier interpretation, these are later 117 

converted to a single cosine function with a phase that gives the times of the annual maximum 118 
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and minimum.  The final two independent variables are spatial: x and y defined from latitude φ  119 

and longitude λ (in degrees) by 120 

 

! 

" = 2R# sin[(45°$ 0.5%)& /180°]

x = " #cos[(' $ 35°)& /180°]/1000

y = " # sin[(' $ 35°)& /180°]/1000

        (1) 121 

where R = 6370 km is the nominal radius of the Earth.  The (x, y) coordinate system has its 122 

origin at the North Pole, and the positive x-axis runs along 35°E, as illustrated in Figure 2.  This 123 

transformation (Lambert azimuthal equivalent) maps the Earth's surface to a plane tangent at the 124 

North Pole; ρ is the straight-line distance from the Pole through the Earth to a point (x,y) on the 125 

surface.  The mapping conserves area.  The units of x and y are nominally 1000 km, but the 126 

transformation shrinks latitudinal distance and expands longitudinal distance as one moves away 127 

from the pole.  At the pole, a degree of latitude is 111.17 km; at the extreme southern corner of 128 

the DRA (φ = 70°), a degree of latitude is 109.48 km.  The difference is negligible for our 129 

purposes. 130 

3. Result of the Multiple Regression 131 

 The 2203 50-km mean draft values D range from 0 to 6.09 m.  Their variance is 0.98 m2.  132 

Multiple regression allows us to determine how much of this variance in D can be explained by 133 

the four variables: t, τ, x, and y.   134 

 We first consider how well the individual variables can explain the data.  A regression 135 

model using a linear term in just the year t explains only 28% of the variance.  Using just the 136 

fundamental frequency of the season explains only 33% of the variance, and using just linear 137 

terms in x and y explains 26% of the variance.  Clearly using all of these variables together in a 138 

multiple regression will do better, but how much better? 139 

 The simplest (linear) multiple regression equation treats the independent variables as 140 

separable 141 

 

! 

D(t,",x,y) = C + I(t #1988) + A(" ) + S(x,y) + $(t,",x,y),    (2a) 142 

where C is a constant, I(t–1988) describes the interannual change centered around 1988, A(τ) 143 

describes the annual cycle, and S(x,y) is the spatial field.  The inability of the those four terms to 144 
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completely reproduce the data D is measured by the errors ε, which we assume to obey a 145 

multivariate Gaussian distribution with a common mean of zero and variance of σ2
ε .  The 146 

ordinary least squares (OLS) method determines C, I, A, and S in (2a) by minimizing the sum of 147 

squares of the residuals (estimated errors) and gives residuals that sum to zero.  Under the 148 

Gaussian assumption, the OLS estimators of C and of the parameters specifying I, A, and S are 149 

unbiased and have a smaller variance than any other unbiased estimators if we make the 150 

additional assumption that the errors are independent of one another.  However, Percival et al. 151 

[2007] show that there is weak long-range spatial correlation between 50-km means; the 152 

correlation function decreases slowly as a power law, 

! 

~ d
"0.46 , for large separations d, rather than 153 

exponentially in d as, for example, for a common autoregressive process.  This correlation must 154 

be taken into account to properly assess whether increasing the complexity of the functions I, A, 155 

and S in (2) is statistically warranted.  Accordingly we assume independence of errors for 156 

different years and seasons, but a weak spatial correlation for errors within a given year and 157 

season that is dictated by long-range dependence.  Although the OLS estimators are still 158 

unbiased in the presence of spatial correlation, the unbiased estimators with minimum variance 159 

are now the generalized least squares (GLS) estimators [Draper and Smith, 1998].  We used the 160 

GLS method to fit the parameters in (2a) but also computed the OLS estimates and found these 161 

to be little different from the GLS estimates and to have an average increase in standard 162 

deviation of just 5%.  In contrast to the GLS method, the OLS method allows exact partitioning 163 

of the variance of D, as done at the end of this section, so we report the OLS estimates in the 164 

following. 165 

 Here we discuss the specific form of (2a) and its solution.  The solution involves just the 166 

fundamental frequency in the annual cycle A(τ) and a cubic polynomial for I(t–1988), while 167 

S(x,y) has some terms of 5th order, e.g., x3y2.  The solution retains terms with coefficients that 168 

are statistically significant at a 95% confidence level, with higher order terms and omitted lower 169 

order terms statistically indistinguishable from zero.  The solution has 14 parameters: the 170 

constant, and 13 coefficients, three for I, two for A, and eight for S.  The data have a variance of 171 

0.98 m2.  This solution to (2a) explains 79% of that variance leaving the unexplained variance or 172 

the variance of the residuals, σ2
ε  = 0.21 m2.   173 

 The value of C is 3.63 m, but this is not the mean, because neither I nor S is zero-mean.   174 

The mean of I over the 26 years 1975–2000 is 

! 

I = –0.12 m, and the mean of S over theDRA is 

! 

S  175 
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= –0.54 m.  The annual cycle averages to 

! 

A = 0.  For simplicity, we define the zero-mean 176 

quantities  177 

 

! 

" I = I # I  and 

! 

" S = S # S ,  178 

and a more convenient form of (2a) 179 

 

! 

D(t,",x,y) = D + # I (t $1988) + A(") + # S (x,y) + %(t,",x,y) ,    (2b) 180 

in which each of the four right-hand terms has zero mean, and the mean draft from the regression 181 

model, averaged over 26 years, over a year, and over the DRA, is 

! 

D = C + I + A + S = 2.97  m.   182 

 183 

 The interannual change I'(t–1988) is depicted in Figure 3.  It represents the interannual 184 

change in mean draft averaged over the annual cycle and over the DRA.  A linear dependence on 185 

t does not fit the data particularly well.  The model draft rises for the first few years to a 186 

maximum of 3.42 m at year 1980.468 (21 June 1980), then falls by year 2000.816 (26 October 187 

2000) to 2.29 m, a decrease of 1.13 m.  Its most rapid decline occurs at the end of 1990 and is 188 

! 

"0.08  m/yr.  By the end of the record the decline is much slower (–0.007 m/yr).  There is no sign 189 

in the model curve or in the data of a reversal or rebound by 2000.  The multiple regression 190 

solution for I(t–1988) is 191 

 

! 

I(t "1988) = I1(t "1988) + I2(t "1988)
2

+ I3(t "1988)
3

I1 = "0.0748

I2 = "0.00219

I3 = 0.000246

I = "0.12

# I = I " I 

   (3) 192 

The units of Ik ,are meters (year)–k.   193 

 The annual cycle A(τ) is shown in Figure 4.  It represents the annual cycle averaged over 194 

the DRA and over the 26 years 1975–2000.  The peak-to-trough amplitude is 1.06 m.  The 195 

maximum occurs on 30 April (τ = 0.329, day 120) and the minimum on 30 October (τ = 0.829, 196 

day 303).  The annual cycle is much larger than might be expected, given that this part of the 197 
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ocean is mostly multiyear ice, and that a mature ice slab has a much smaller thermodynamic 198 

annual cycle of thickness [~0.43 m, Maykut and Untersteiner, 1971].  Sea-ice models show an 199 

annual cycle that is asymmetric, falling more steeply in the late spring and growing more slowly 200 

in autumn, but as seen from the residuals plotted around A(τ),the data are not dense enough 201 

throughout the year to resolve any harmonics and are sparse in just the period when the melt 202 

would be fastest (June and July, τ ~ 0.4 to 0.6).  The multiple regression solution for A(τ) is 203 

 

! 

A(") = A
s0 sin(2#") + A

c0 cos(2#" ) = A0 cos(2#[" $ "max ])

A
s0 = 0.465

A
c0 = $0.250

A0 = 0.528

A = 0

"max = 0.329

   (4) 204 

The units of 

! 

A
s0

, 

! 

A
c0

, and 

! 

A
0
 are meters.  205 

 The spatial field of draft is shown in Figure 5.  This represents the spatial dependence of 206 

the mean draft, averaged over an annual cycle and the 26 years of the data record 1975–2000.  207 

The draft varies from 2.2 m near Alaska to just over 4 m near Ellesmere Island.  The multiple 208 

regression solution for S(x,y) is (using the notation

! 

Sij x
i
y
j  for each term) 209 

 

! 

S(x,y) = S10x + S01y + S20x
2

+ S30x
3

+ S40x
4

+ S22x
2
y
2

+ S50x
5

+ S32x
3
y
2

S10 = "0.7425

S01 = "0.4548

S20 = "0.5616

S30 =1.1719

S40 = 0.8308

S22 = 6.8515

S50 = 0.1389

S32 = 2.7062

S = "0.54

# S = S " S 

 (5) 210 

The units of 

! 

Sij are m/(103 km)i+j.  Other terms in powers of x and y up to order 5 and beyond are 211 

not significantly different from zero.  One can see that terms of higher order than linear are 212 

warranted by examining the two cases in Figure 6; in the upper panel, 

! 

S  has been taken only to 213 
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be linear in x and y and the spline (solid curve) fit through the residuals shows strong higher 214 

order structure in x (but less in y, not shown).  The final solution in (5) has terms up to 5th order 215 

that have incorporated that structure, leaving no apparent structure in the residuals (Fig. 6, lower 216 

panel). 217 

 By the nature of our choice of the form of (2a and b), the shape of the field never 218 

changes.  The field in Figure 5 also represents the 26-year mean field at the midpoints of the 219 

annual cycle, on 29 January (τ = 0.079, day 29) and on 31 July (τ  = 0.579, day 212).  Using (2), 220 

we can construct the field at other times or for other time periods.  To obtain the 26-year mean 221 

spatial field of draft for any time of year, we just need to add 

! 

A(") to the map in Figure 5.  For 222 

example, we add 

! 

A(0.329) = 0.53 m for the spring maximum on 30 April or 

! 

A(0.830) = "0.53 m 223 

for the autumn minimum on 30 October.  Similarly, the mean annual field at any point between 224 

1975 and 2000 can be computed by adding to the map in Figure 5 the quantity 

! 

" I (t #1988) .  To 225 

average the field over a portion of the record from t1 to t2 (e.g., a period before the positive 226 

Arctic Oscillation anomaly in the early 1990s), we add 

! 

" I (t #1988)dt

t1

t2

$  to the map.  227 

 The 0.98 m2 of variance in the data is partitioned as follows: 0.77 m2 is explained by the 228 

regression model, (2), and 0.21 m2 is unexplained and remains in the residuals.  Figure 7 shows 229 

the probability density functions of the data and of the residuals with the same scale of draft.  230 

How should we view the 0.21 m2 of unexplained variance?  The error in the measurement system 231 

has a standard deviation of 0.25 m [Rothrock and Wensnahan, 2007], or a variance of 0.063 m2.  232 

The error in sampling due to long-range dependence in the sea-ice cover has a standard deviation 233 

of about 0.29 m for 50-km samples [Percival et al., 2007], or a variance of 0.084 m2.  If we 234 

regard these two error sources as independent , we can add their variances (0.063 + 0.084) for an 235 

overall observational error variance of 0.147 m2.  So, the unexplained variance 0.21 m2 is 236 

partitioned (as in Table 4) into an observational error variance of 0.147 m2 and a remaining 237 

variance of 0.063 m2 (standard deviation = 0.25 m) unable to be captured by (2).  This value, a 238 

standard deviation of 0.25 m, represents the variability of the ice cover over and above the 239 

observational error and what can be described by the regression model. 240 
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4. Ice and Snow Mass 241 

 One useful property of ice draft is that it gives the combined ice and snow mass, the only 242 

assumption being the water density, which is extremely well known.  By Archimedes' Principle, 243 

the mass of sea ice with its snow cover equals the mass of water displaced.  With the water 244 

density ρw = 1,027 kg/m3 and draft D in meters, the ice cover mass is ρwD in kg/m2. 245 

 Ice-plus-snow-cover mass has not been given wide attention, either as a fundamental 246 

observation or as a model variable to be tested against data.  Rather the tendency has been to 247 

think of ice thickness and snow cover separately.  There could be merit in testing modeled ice-248 

cover mass, since the observation is available so directly, without complicating assumptions. 249 

5. Converting Draft to Thickness  250 

 The conversion of draft D to thickness T is affected by the snow load resting on the ice.  251 

We account only for the seasonal variation in the snow load.  Equating the weight of the ice 252 

freeboard and snow to the buoyancy of the submerged ice, we have the hydrostatic equation 253 

 

! 

"
i
F + "

s
SN = ("

w
# "

i
)D,        (6) 254 

where F is the height of the freeboard, and we take ice density ρi = 928 kg/m3 and water density 255 

ρw = 1,027 kg/m3.  To obtain seasonally changing values of snow density ρs(τ) and snow 256 

thickness  SN(τ), we use the mean monthly data over multiyear ice from the snow climatology of 257 

Warren et al. [1999, their Figs. 11 and 13] .  Eliminating F from (6) using F + D = T, we obtain  258 

 

! 

T =
"w
"i
D#

"s
"i
SN =1.107D# f ($ ) ,       (7) 259 

where

! 

f (") =
#s(" )

#i
SN(")  is the snow ice equivalent (thickness) that peaks at 0.12 m in May and 260 

rapidly decreases to zero by August (see Table 4).  Eq. (7) says that the ice thickness would be 261 

1.107 times the draft, except that some of it (f) is snow, not ice.   If the ice is just at the margin of 262 

being submerged by the snow load, the ice freeboard vanishes, and (6) with F = 0 states that the 263 

ice buoyancy balances the snow load, or  264 
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! 

D
sub

=
"
s
SN

("
w
# "

i
)
,         (8) 265 

whose value for each month is shown in the last column of Table 4.  In our solution to (2), the 266 

ice never satisfies (8) and is never submerged. 267 

 Setting aside the error term ε, the best-fit multiple regression equation (2) can be 268 

converted to an equation for thickness using (7) 269 

 

! 

T =1.107[D + " I (t #1988) + " S (x,y) + A($)]# f ($ ).     (9) 270 

To illustrate a few conversions, the mean thickness from the regression model (9), averaged over 271 

26 years, over an annual cycle, and over the DRA, is 

! 

T =1.107[D ]" f = 3.21 m.  The 272 

interannual change in ice thickness is shown in Figure 8, along with the annual cycle 273 

superimposed.  Whereas annual- and area-mean draft declined by 1.13 m from its peak in 1980 274 

to its low point in 2000, the thickness declined by 1.25 m.  The annual cycle of thickness is only 275 

slightly affected by the changing snow load: the dates of the seasonal extremes in thickness 276 

differ negligibly (a day) from those for draft, and the peak-to-trough amplitude of thickness is 277 

1.12 m (

! 

"T =1.107"D#"f , where Δ is the change between 30 April and 30 October).  The 278 

contours of the spatial field in Figure 5 are values of draft.  To read them as contours of 279 

thickness, multiply draft by 1.107 and then subtract 0.08; so the greatest printed contour of 4.00-280 

m draft near Ellesmere Island becomes the 4.35-m contour of thickness, and the lowest contour 281 

of 2.20-m draft in the Beaufort Sea becomes the 2.36-m contour of thickness. 282 

6. Discussion and Summary  283 

 We analyzed the publicly archived data from U.S. submarines, separating from each 284 

other the interannual change, the annual cycle, and the climatological spatial field.  The data 285 

support regression models with polynomials of 5th order.  A preliminary (unpublished) 286 

investigation using only eleven cruises and ten years of data indicated that only the linear 287 

coefficients were significant.  With 26 years of data, we expected to find significant 2nd order 288 

terms, but in fact the data support 3rd order temporal and 5th order spatial terms that show 289 

interesting and interpretable interannual and spatial structure.  Of the 0.98 m2 of variance in the 290 

data, the multiple regression model explains all but 0.21 m2 (21%) with a standard deviation = 291 
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0.46 m.  We regard the multiple regression (2) as giving the ice draft at any point in our spatial 292 

and temporal domain to within a standard deviation of 0.46 m.   293 

 A reasonable error budget (Table 3) is that the observational error (the combined 294 

measurement and sampling errors) has a variance of 0.147 m2 and a standard deviation of 295 

0.38 m, and that the signal in the data explained neither by the regression model nor the 296 

observational error has a variance of 0.063 m2 and a standard deviation of 0.25 m, which is the 297 

"natural variability" not captured by the regression model.  Of course the measurement errors 298 

may be less than estimated by Rothrock and Wensnahan [2007], and the "natural variability" 299 

may be a greater portion of the unexplained variance of the multiple regression model.   300 

 The multiple regression solution sheds light on the question of whether digitized data 301 

from analog charts are comparable to digitally recorded (DIPS) data.  The residuals from each 302 

type of data are statistically equivalent: the residuals from scanned analog charts have a mean of 303 

-0.05 m and a standard deviation of 0.47 m, and the residuals of the DIPS data have a mean of 304 

+0.03 m and a standard deviation of 0.45 m.  This seems a good match to the finding 305 

[Wensnahan and Rothrock, 2005] that the two data types should agree to ±6 cm. 306 

 There is also a positive bias in submarine data (caused primarily by the finite sonar 307 

beamwidth), which is estimated to be 0.29 m [Rothrock and Wensnahan, 2007].  The data should 308 

be reduced by 0.29 m when compared with any non-U.S.-submarine observation or with ice 309 

model output.  This correction can be applied to our multiple regression solution by subtracting 310 

0.29 from 

! 

D . 311 

 The unexplained variance of 0.21 m2 (standard deviation = 0.46 m) seems to be a very 312 

strong upper bound on the observational error in (50-km means of) the U.S. submarine ice draft 313 

data.  It seems quite unlikely that the random observational error could be larger than this value.  314 

If it were, the data could not be represented by the smooth functions in (2) with an unexplained 315 

variance as low as 0.21 m2.   316 

 From the multiple regression solution we find that the mean ice draft over our temporal 317 

and spatial domain is 2.97 m (3.21 m for thickness).  The interannual response (Figures 3 and 8) 318 

shows a high rate of decline centered around 1990, preceded by a maximum in 1980 and 319 

followed by a minimum in 2000 at the end of the record.  The decline from the maximum to the 320 

minimum is 1.13 m in draft (1.25 m in thickness).  If we correct for the bias estimated by 321 
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Rothrock and Wensnahan [2007] by subtracting 0.29 m from all drafts, this change represents a 322 

decline of  36% from the maximum.  It is less than the 43% decline reported by Rothrock et al. 323 

[1999]; that analysis compared data from an earlier period (1958–1976) with data in the 1990s, 324 

and, in addition, the earlier data had been manually digitized from paper charts and are likely of 325 

lower quality than the data used here and presently at NSIDC.  The present analysis is based on a 326 

much more voluminous and higher quality dataset, but over a shorter period.  The timing of the 327 

steepest decline agrees with the findings of Tucker et al. [2001], who also noted that the decline 328 

in draft was 1.5 m in the Canada Basin and insignificant at the North Pole.  None of the older 329 

estimates of arctic ice thickness from Nansen's Fram expedition (1893–6), from Koerner's 330 

British Trans-Arctic Expedition (1968–9), or from the earliest submarine cruises (from 1958) is 331 

thinner than the 3 m we find here, and several are closer to 4 m [see McLaren et al., 1990].  332 

Whether this change is part of a cyclical or random variation or a stage in a continual, 333 

intermittent decline, it is a very large fractional change in mean ice draft!  Through 2000 we see 334 

no sign that ice thickness is rebounding in this large area of the Arctic Ocean.  What has 335 

happened since 2000 can only be answered by more recent data. 336 

 The annual cycle A(τ) is large, 1.06 m peak-to-trough in draft (1.12 m in thickness), over 337 

twice that of a thermodynamically mature slab of ice.  We do not know of previous observational 338 

estimates of the large-scale annual cycle amplitude.  There are several possible reasons for an 339 

annual cycle of mean draft larger than that of a slab of 3-m thick ice.  First, thin ice has a larger 340 

cycle than a "mature" floe, forming most prolifically in autumn, growing very rapidly in early 341 

winter, and melting more in summer.  Second, the annual cycle in ridged ice is likely larger than 342 

a 3-m-thick floe: ridges are formed rapidly in early winter from an abundance of thin ice, and 343 

they have been observed to melt 60% more than undeformed ice [Perovich et al., 2003, their Fig. 344 

7b].  So, both the thin and the thick ends of the ice thickness distribution likely have a larger 345 

annual cycle than that of mature, level ice.  In numerical sea-ice models that include a full 346 

thickness distribution, the range of the annual cycle is over 1 m: Flato and Hibler [1995] show a 347 

volume amplitude of ~1 x 104 km3, which translates to ~1.3 m in draft (taking an Arctic Ocean 348 

area of ~7x106 km2), and Rothrock et al. [1999, their Fig. 2] also show a modeled annual cycle of 349 

draft of about 1.3 m.  Third, the annual cycle (30 April – 30 October) of draft is enhanced by the 350 

annual cycle of the snow load (Section 5) by about 0.06 m.  The phase of the annual cycle is in 351 

line with other observations and the cycle in ice models.   352 
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 Several previous investigators have produced contour maps of draft over sizeable 353 

portions of the Arctic Ocean.  The spatial field in Figure 5 has structure that resembles some of 354 

these.  The LeSchack field [Fig.1 in Bourke and McLaren, 1992] using data from the 1960s and 355 

1970s shows a long-term mean field for the Pacific side of the North Pole.  Our field agrees with 356 

that estimate at the Pole, but differs by up to 1 m elsewhere.  (For example, compared with our 357 

field the LeSchack field is +1 m at the location of maximum draft in the DRA off Ellesmere 358 

Island, +0.5 m at the southern tip of the DRA at Alaska, and –0.6 m at the tip of the DRA 359 

pointed at the Laptev Sea.)  The fields given by Bourke and Garrett [1987] (using 17 submarine 360 

cruises during 1960–1982 and other forms of data) are different from ours.  Theirs is the "ice-361 

only" mean draft — open water is excluded from their mean, although the threshold for 362 

exclusion is not given.  The ice-only mean has the property that the annual cycle is inverted, 363 

although it is not clear why the inversion is so strong.  In their Table 2, the minimum occurs in 364 

spring, the maximum in summer.  The shapes of their summer and autumn fields resemble the 365 

shape in our Figure 5.  The contour maps of Bourke and McLaren [1992] (using data from 12 366 

submarine cruises during 1958–1987) show detail that seems to arise from attempting to contour 367 

around sparse data from different cruises, where temporal change has occurred.  We find no 368 

suggestion in our data of the 4-m ice they show in the southern Beaufort Sea and Chukchi Sea, 369 

but ice model results during periods of strong anticyclonic circulation show that thick ice is 370 

advected into those seas and into the East Siberian Sea.  Note that both the papers by Bourke 371 

report results from outside the DRA; this was accomplished by working with classified data to 372 

obtain the contour maps, which were then declassified.  These data are not publicly archived. 373 

 How ubiquitous and widespread is the interannual change?  By separating temporal from 374 

spatial variation, the present formulation (2) does not quantify regional variations of interannual 375 

change and the annual cycle; that study should be done with the data at hand.  Without more data 376 

from outside the DRA, one cannot answer clearly the question of whether there is a "sloshing" 377 

mode such that ice at one time resident in the DRA moves out into Russian waters in eastern 378 

longitudes or into the western longitudes between the DRA and Canada, Ellesmere Island, and 379 

Greenland [Holloway and Sou, 2002; Rothrock and Zhang, 2005].  In this regard, our 380 

understanding of arctic sea-ice thickness would greatly benefit by an analysis of all Arctic Ocean 381 

draft data dating back to 1958 and extending outside the present DRA.  As for the present and 382 

future, it would be a tragedy for arctic science if the U.S. Navy submarine fleet were unable to 383 

continue to collect and provide sea-ice draft data on future cruises. 384 
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Figure Captions  440 

Figure 1. Thirty-four U.S. Navy submarines cruises from which sea ice draft data are analyzed. 441 

Figure 2. Data points from U.S. Navy cruises used in our analysis.  The irregular polygon 442 

outlines the data release area (DRA): the "SCICEX Box," whose vertices are given in 443 

Table 2.  The (x,y) coordinates are as defined in (1). 444 

Figure 3. (a) The interannual change in the mean draft averaged over the DRA and the annual 445 

cycle, 

! 

D + " I (t #1988) , in meters, along with the residuals [added to 

! 

D + " I (t #1988)], 446 

black dots for summer/fall, grey dots for winter/spring.  Each vertical line of dots 447 

comes from one cruise or, in a few cases, two nearly simultaneous cruises.  Dots for 448 

residuals within one standard deviation of the curve are heavier. (b) The interannual 449 

change in the mean draft as in (a) but without the residuals. 450 

Figure 4. The annual cycle of draft, 

! 

D + A(" ), in meters, averaged over the DRA and over the 26 451 

years 1975–2000.  The dots are the residuals [added to 

! 

D + A(" )], black for 452 

summer/fall, grey for winter/spring.   Dots for residuals smaller than one standard 453 

deviation are plotted heavier. 454 

Figure 5. The spatial field of draft, 

! 

D + " S (x,y) , in meters, averaged over the 26 years 1975–455 

2000 and over the annual cycle. 456 

Figure 6. The residuals of the data (a) when S(x,y) is a linear polynomial, and (b) for our solution 457 

when S(x,y) is a 5th order polynomial, black for summer/fall, grey for winter/spring.  458 

The solid curves are spline fits to the residuals. 459 

Figure 7. (a) The probability density function of observations of 50-km-mean ice drafts, with a 460 

standard deviation of 0.99 m. (b) The probability density function of residuals 

! 

" from 461 

the OLS fit to (2), with a standard deviation of 0.46 m, along with a Gaussian 462 

distribution (dashed) with the same standard deviation for comparison.  The functions 463 

were generated using a kernel density estimator with bandwidths of 0.1907 and 0.8756. 464 

Figure 8. (a) The interannual change in areally and annually averaged ice thickness, 465 

! 

1.107[D + " I (t #1988)]# f .  The dashed line is the draft in Figure 3.  (b) The same 466 
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thickness curve showing the annual cycle (dotted) superimposed, 467 

! 

1.107[D + " I (t #1988) + A($)]# f ($ ) .468 
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TABLES 469 

 470 

Table 1.  Investigations of interannual change using submarine ice draft data. 471 

Reference # of 
cruises 

Years studied 

NORTH POLE 

   McLaren et al. [1992] 6 1977 – 1990 

   McLaren et al. [1994] 12 1958 – 1992 

   Shy & Walsh [1996] 12 1977 – 1992 

FRAM STRAIT & LINCOLN SEA 

   Wadhams [1990] 2 1976 cf. 1987 

   Wadhams & Davis [2000] 2 1976 cf. 1996 

BEAUFORT SEA TO NORTH POLE 

   McLaren [1986, 1989] 2 1958 cf. 1970 

   Tucker et al. [2001] 9 1976 – 1994 

   Winsor [2001] 6 1991 – 1997 

SUBMARINE DATA RELEASE AREA (DRA) 

   Rothrock et al. [1999] 9 1958 – 76 cf. 1993 – 97 

   Present 34 1975 – 2000 

 472 
 473 

474 
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Table 2. Coordinates of vertices in the data release area (DRA), known as the "SCICEX Box."  474 

The conversion between (lat, long) and (x, y) is given in (1).   475 

 476 
 477 

Latitude 
(°) 

Longitude 
(°E:+, °W:–) 

x 
(103 km) 

y 
(103 km) 

87.00 –15.00 0.214 366 –0.255 471 
86.58 –60.00 –0.033 104 –0.378 391 
80.00 –130.00 –1.072 528 –0.287 386 
80.00 –141.00 –1.107 658 –0.077 458 
70.00 –141.00 –2.206 887 –0.154 326 
72.00 –155.00 –1.962 697 0.346 071 
75.50 175.00 –1.231 624 1.033 459 
78.50 172.00 –0.933 494 0.870 501 
80.50 163.00 –0.649 506 0.831 333 
78.50 126.00 –0.022 275 1.276 201 
84.33 110.00 0.163 001 0.608 326 
84.42 80.00 0.438 730 0.438 730 
85.17 57.00 0.498 047 0.201 224 
83.83 33.00 0.684 883 –0.023 917 
84.08 8.00 0.585 876 –0.298 519 

 478 

479 
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Table 3. Variances and standard deviations in draft. 479 

 Variance (m2) Standard deviation (m) 

Observed 50-km drafts 0.98 0.99 

Residuals from OLS model (2) 0.21 0.46 

Observational error 0.147 0.38 

OLS model residuals variance 
less observational error variance 

0.063 0.25 

480 
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Table 4. Monthly mean values of snow density ρs, and snow depth SN [from Warren et al., 1999, 480 

Figs. 11 and 13], along with the correction term f(τ) in (7 and 9), and (in column 5) the draft of 481 

ice (8) that could be submerged with these snow loads.  The mean of f over 12 months, 

! 

f , is 482 

0.076 m. 483 

 484 
month ρ s  (kg m-3) SN  (m) f(τ)  (m) Dsub(τ)  (m) 
January 308 0.263 0.087 0.815 
February 318 0.286 0.098 0.918 
March 327 0.313 0.110 1.031 
April 328 0.333 0.118 1.106 
May 329 0.343 0.122 1.144 
June 348 0.300 0.113 1.059 
July 383 0.062 0.026 0.244 

August 219 0.018 0.004 0.037 
September 246 0.096 0.025 0.234 

October 271 0.185 0.054 0.506 
November 291 0.223 0.070 0.656 
December 301 0.250 0.081 0.759 

485 
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FIGURES 485 

 486 
Figure 1. Thirty-four U.S. Navy submarines cruises from which sea ice draft data are analyzed.   487 

488 
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 488 

Figure 2. Data points from U.S. Navy cruises used in our analysis.  The irregular polygon 489 

outlines the data release area (DRA): the "SCICEX Box," whose vertices are given in 490 

Table 2.  The (x,y) coordinates are as defined in (1). 491 

492 
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 492 
Figure 3. (a) The interannual change in the mean draft averaged over the DRA and the annual 493 

cycle, 

! 

D + " I (t #1988) , in meters, along with the residuals [added to 

! 

D + " I (t #1988)], 494 

black dots for summer/fall, grey dots for winter/spring.  Each vertical line of dots 495 

comes from one cruise or, in a few cases, two nearly simultaneous cruises.  Dots for 496 

residuals within one standard deviation of the curve are heavier. (b) The interannual 497 

change in the mean draft as in (a) but without the residuals. 498 
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 499 

Figure 4. The annual cycle of draft, 

! 

D + A(" ), in meters, averaged over the DRA and over the 26 500 

years 1975–2000.  The dots are the residuals [added to 

! 

D + A(" )], black for 501 

summer/fall, grey for winter/spring.  Dots for residuals smaller than one standard 502 

deviation are plotted heavier. 503 

504 
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 504 

Figure 5. The spatial field of draft, 

! 

D + " S (x,y) , in meters, averaged over the 26 years 1975–505 

2000 and over the annual cycle. 506 

507 



   

Decline in ice thickness from sub data 30 10/16/07 

 507 

Figure 6. The residuals of the data (a) when S(x,y) is a linear polynomial, and (b) for our solution 508 

when S(x,y) is a 5th order polynomial, black for summer/fall, grey for winter/spring.  509 

The solid curves are spline fits to the residuals.   510 

511 



   

Decline in ice thickness from sub data 31 10/16/07 

 511 

Figure 7. (a) The probability density function of observations of 50-km-mean ice drafts, with a 512 

standard deviation of 0.99 m. (b) The probability density function of residuals 

! 

" from 513 

the OLS fit to (2), with a standard deviation of 0.46 m, along with a Gaussian 514 

distribution (dashed) with the same standard deviation for comparison.  The functions 515 

were generated using a kernel density estimator with bandwidths of 0.1907 and 0.8756. 516 

517 
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 517 

Figure 8. (a) The interannual change in areally and annually averaged ice thickness, 518 

! 

1.107[D + " I (t #1988)]# f .  The dashed line is the draft in Figure 3.  (b) The same 519 

thickness curve showing the annual cycle (dotted) superimposed, 520 

! 

1.107[D + " I (t #1988) + A($)]# f ($ ) . 521 


