
Bayesian nets are a powerful means of representing conditional 
independencies between variables in compact manner. What-
ever the size of the domain, consistent inference is facilitated by 
one simple local requirement: The Markov assumption states 
that a variable is independent of all other non-successors given 
the values of its parents in the graph.

In causal guise: Direct causes screen off their direct effects from 
other causal influences.

What other ways of reading the Markov assumption are there? 
Why is it justified? Where does it hold? How can it be bent?
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