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Abstract

A fundamental challenge in digital control arises when the controlled plant is subjected to a fast disturbance dynamics but is only
equipped with a relatively slow sensor. Such intrinsic difficulties are, however, commonly encountered in many novel applications
such as laser- and electron-beam-based additive manufacturing, human-machine interaction, etc. This paper provides a discrete-
time regulation scheme for exact sampled-data rejection of disturbances beyond Nyquist frequency. By introducing a model-based
multirate predictor and a forward-model disturbance observer, we show that the inter-sample disturbances can be fully attenuated
despite the limitations in sampling and sensing. The proposed control scheme offers several advantages in stability assurance and
lucid design intuitions. Verification of the algorithm is conducted on a motion control platform that shares the general characteristics
in several advanced manufacturing systems.
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1. Introduction

A fundamental challenge arises in feedback control if the
sampling of the output is not fast enough to capture the ma-
jor frequency components of the disturbances—or more specif-
ically, when significant disturbances occur beyond Nyquist fre-
quency. Such a scenario is, however, becoming increasingly
important in modern control systems, due to, on the one hand
the continuous pursuit of higher performance and robustness
using slow or limited sensing mechanisms (e.g., vision servo,
chemical process, human-machine interaction, etc); and on the
other hand, many hardware constrains in novel applications such
as in-situ sensing in additive manufacturing [1] and intrinsic nu-
merical limitations [2] in ultra fast sampling. In these applica-
tions and the like, significant disturbances beyond Nyquist fre-
quency are unattended under conventional servo design. Such
large intersample/hidden disturbances are extremely dangerous,
as they cause unobserved performance loss in the actual system,
increase system fatigue, and can even lead to hardware failures.
As a particular example, for advanced manufacturing such as
the laser-based additive manufacturing process [1], there are
significant challenges and opportunities for high-speed high-
precision sensing and metrology. For instance, [3, 4] used an
infrared camera for the sensing and control of the molten-pool
profile in laser cladding. The dynamics of laser melting is very
fast. Although using a high-speed camera at 800 frames per
second, the control of the closed-loop is limited at 30 Hz, as
it takes time for the raw image data to be processed and for
the signature characteristics in the molten pool to be estimated.
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Overcoming the limitations from slow/limited sampling is thus
key for unlocking the full potentials of performance and robust-
ness in the next-generation additive manufacturing.

From the viewpoint of information recovery, the pioneering
work of Shannon [5]—now covered in standard text books such
as [6]—has shown that in order for the original analog informa-
tion to be fully recovered from its samples, (i) the analog signal
must be perfectly band-limited below Nyquist frequency, and
(ii) an ideal lowpass filter (acausal and not interpretable using a
transfer function) is available in the reconstruction process. Re-
cent advances using sampled-data H∞ theory has investigated
broadband reconstruction to approximate the ideal digital-to-
analog converter (DAC) [7]. Although perfect recovery is still
theoretically not feasible, the H∞ approach provides an optimal
tool focusing on the actual analog performance. For other ap-
proximate reconstructions, one is referred to the survey in [8].

From the viewpoint of control design, multirate control and
advanced DAC have been the main tools for tracking and regu-
lation beyond Nyquist frequency. Let the plant output be sam-
pled at Ts sec. Reference [9] introduced a multirate feedforward
control for exact tracking of the reference at the Ts-sampled in-
stances. Optimization-based multirate iterative learning con-
trol with consideration of the inter-sample behavior was dis-
cussed in [10]. In feedback algorithms, partial compensation
and control of the inter-sample system behaviors have been
investigated. [11] used generalized predictive control under
quadratic cost functions on hard disk drive systems; asynchro-
nized sampling and generalized holders were applied to im-
prove the inter-sample behavior in repetitive control [12]; and
[13] discussed beyond-Nyquist servo control via peak filters
that are discretized at a sampling time smaller than Ts. Along
the direction of changing the DAC, generalized sample hold
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control has shown to be promising in sampled-data performance.
However, the technique also has fundamental limitations in closed-
loop robustness and sensitivity, which raised intrinsic difficul-
ties for implementation in practice [14]. The introduction of
the lifting technique [15] has been a major enabler for analysis
of the inter-sample behavior. Under this scope, the challenge
of inter-sample ripples has been shown to occur due to non-
uniform gains of the discrete lifted system and inverse lifting
[16, 17]. A synthesis based on lifting and internal model prin-
ciple is provided in [18], where the internal model is embedded
in a H∞ synthesis to certify the continuous-time performance.

The goal of this paper is to introduce a shifted paradigm
that goes beyond the acausal, non-ideal information recovery
and partial feedback disturbance compensation. We provide a
mixed-rate feedback solution for the missing piece of exact dis-
turbance rejection at frequencies beyond the Nyquist limitation.
This is achieved by the introduction of a multirate forward-
model disturbance observer (MR-FMDOB) that enables full re-
jection of structured disturbances at both the sampling and any
uniformly spaced inter-sample instances. Built on top of a base-
line controller at the regular sampling time of Ts, such an exact
compensation scheme constructs an internal feedback loop im-
plemented at a higher sampling rate, where the inter-sample sig-
nals are constructed with model-based prediction using the slow
Ts-sampled data. Integrating features of all-stabilizing parame-
terization [19, 20], the internal add-on loop guarantees the over-
all closed-loop stability and offers the convenience of being de-
coupled from the design of the baseline sub-Nyquist controller.
Similar to [18], an internal model of the disturbance is implic-
itly integrated in the inner loop. The major differences here
are the decoupled design of the fast-rate MR-FMDOB from
the slow-rate baseline feedback control, and the all-stabilizing
based observer structure that preserves features of the baseline
servo. These properties enable additional design features such
as adaptive control in the baseline or the multirate compensator,
and are also useful for applications where the existing baseline
servo has special features that are required to be preserved.

Notations: R denotes the set of real numbers. Z and Z+

denote, respectively, the sets of integers and positive integers.
We use x [n] and xc (t) to represent a discrete sequence and a
continuous-time signal, respectively. H denotes a zero order
hold (ZOH) whose transfer function is H(s) = (1− e−sTs)/s, if
the sampling time is Ts.

2. Problem Formulation

Consider the system in Fig. 1, where the solid and dashed
lines represent, respectively, continuous- and discrete-time sig-
nal flows. The main elements here include the continuous-time
plant Pc (s), the sampler S at a sampling time of Ts sec, the
discrete-time controller C (z), and the signal holder H . Given
the common hardware complication and the theoretical limi-
tation [14] of generalized hold functions, we assume that the
DAC implements a ZOH throughout the paper.

Throughout the paper, we assume that the plant has no hid-
den modes and the closed loop satisfies the nonpathological
sampling condition [21]:

dc

+��// H
uc // Pc (s)

yc0

+
//◦ yc

◦
S : Ts

− ��

yd //

C (z)
ud ◦eoo

Figure 1: Block diagram of a sampled-data control system.

dc(t)

+��+ //◦
ũL[n] // HL

uc(t) // Pc (s) +
//◦

yc(t)
◦

Ts

yd [n]

− ��

//

// Pd,L(z) // ↓ L
− //◦+oo

−OO

QL(z)
cL[n]

MMP
dL[n]oo d[n]oo

IL(z)
uL[n] ↑ L

ue[n]oo C (z)
u[n]oo ◦oo

Figure 2: The proposed multirate disturbance rejection scheme.

Assumption 1. Pc(s) = P0(s)e−sτ where τ≥ 0; P0(s) and C(z)
are both linear time invariant (LTI), irreducible, proper, and
rational.

Assumption 2. (nonpathological sampling) Let the minimal state
equation of the plant be ẋ = Ax+Buc. Take any two eigenval-
ues λi and λ j of A, with Re(λi) = Re(λ j). It is assumed that
Im(λi)− Im(λ j) 6= 2πp/Ts for any nonzero integer p.

Under Assumption 2, sampling preserves controllability and
observability, and the closed-loop sampled-data system is stable
if and only if the discrete-time closed loop consisting of C(z)
and the ZOH equivalent of Pc(s) is stable (see, e.g. [22, 23, 24]).

The focused problem is as follows. Suppose an additional
fictitious faster sensor, at a sampling time of T

′
s = Ts/L (L ∈

Z+), is available between yc and S in Fig. 1. We provide a
control algorithm such that yc(nT

′
s ) (n∈Z) asymptotically con-

verges to zero in the presence of a disturbance with significant
spectrum beyond the Nyquist frequency [1/(2Ts) Hz].

3. Main Results

Fig. 2 shows the proposed servo scheme for disturbance
rejection beyond Nyquist frequency. Two groups of discrete
signals are present, with their different sampling rates indicated
by the dashed (slower) and dotted (faster) signal flows.

In the block diagram, the upsampler (between u[n] and ue[n])
and the interpolator IL (z) generate a fast signal uL[n] at a sam-
pling time of Ts/L. Under a ZOH interpolator, uL [n] = u [n/L]
when n= 0,±L,±2L, . . . and uL [n] = u [k] when kL< n< (k+1)L,
respectively. The upsampled signal then passes through HL, a
Ts/L-based ZOH, with a transfer function HL(s)= (1−e−sTs/L)/s.
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The beyond-Nyquist disturbance rejection consists of two
fast-sampling transfer functions QL(z) and Pd,L(z), a downsam-
pling operator, and a multirate model-based predictor (MMP)
inbetween the downsampler and QL(z). In the subsequent deriva-
tions, we show that although yd [n] only contains information
sampled at Ts, the inter-sample information in dc(t) can be fully
reconstructed with MMP in Fig. 2, if dc(t) satisfies a distur-
bance model; and in that case, cL[n]—the output of QL(z)—can
fully remove the effect of the beyond-Nyquist sampled distur-
bance at a fast sampling period of Ts/L.

3.1. Multirate Forward-model Disturbance Observer
If the sampling time in Fig. 2 were Ts/L, the focused sig-

nal is the sampled output, and the downsampler and the MMP
block were removed, then the top part of the block diagram is
equivalent to the structure in Fig. 3. Here, Pd,L(z) is the ZOH
equivalent of Pc(s), with a fast sampling time Ts/L; dL[n](,
dc(nTs/L)) and yL[n] are the Ts/L–sampled disturbance and the
plant output, respectively.

dL[n]

+uL[n] + //◦
ũL[n] // Pd,L(z) +

//◦

+��

yL[n] //

// Pd,L(z) −
//◦

−OO

QL(z)
cL[n] d̂L[n]oo

Figure 3: The proposed forward-model disturbance observer.

The disturbance compensation structure is branched from
internal model control (IMC) [25], a special case of Youla-
Kucera/all-stabilizing parameterization [26]. Compared with a
standard IMC, the major difference here is that uL[n]—the com-
mand external to the local feedback loop—is injected before the
plant instead of serving as a reference before QL(z). The result-
ing output satisfies, after some block-diagram algebra,

YL(z) = Pd,L(z)UL(z)+(1−Pd,L(z)QL(z))DL(z), (1)

where the relationship between uL[n] and the output remains
intact as if the local feedback does not exist; and additional dy-
namics is introduced between dL[n] and yL[n]. The first property
allows the design of the local feedback to be separated from that
of the baseline control command uL[n]. In other words, the de-
sign of QL(z) is decoupled from that of C(z) in Fig. 2. The
second property enables a disturbance estimation and cancella-
tion scheme. In more details, with the forward plant model in
the center of Fig. 3, block diagram analysis gives that the input
to QL(z) is

YL(z)−Pd,L(z)ŨL(z) =
(
��

���
�

Pd,L(z)ŨL(z)+DL(z)
)
((((

(((−Pd,L(z)ŨL(z),

i.e. dL[n] in time domain. This disturbance estimation is then
processed by the cancellation filter QL(z) to be discussed in the
remainder of this subsection. Based on the above intuitions,
we will hereafter refer to the proposed scheme in Fig. 3 the
forward-model disturbance observer (FMDOB).

Remark 1. We have modeled the disturbance to enter at the
output side of the plant. For the case with d̃(t) entering as
the input of the plant, an equivalent output disturbance can be
constructed. The analogy is valid as long as the plant does
not have zeros that can annihilate the input disturbance. For a
more detailed discussion on characterizing the locations of the
disturbance, we refer interested readers to [27].

The FMDOB has the same characteristic equation as IMC,
since changing the allocation of input signals does not alter
closed-loop stability. Hence FMDOB shares the same advanta-
geous property of guaranteed stability as in IMC [25], if QL(z)
and Pd,L(z) are stable.

Remark 2. When combined with the baseline feedback design,
Pd,L(z)—if unstable—is stabilized by C(z).

With the stability property and the decoupled design princi-
ple, we now use the affine Q parameterization 1−Pd,L(z)QL(z)
to design QL(z) for disturbance rejection. Observe the struc-
ture of 1−Pd,L(z)QL(z). To achieve an exact rejection of the
disturbance at a particular frequency ωo in (1), it must be that

1−Pd,L(e jωo)QL(e jωo) = 0. (2)

Let ϕ be the phase of Pd,L(e jωo) at ωo. (2) is equivalent to:

|QL(e jωo)|= 1
|Pd,L(e jωo)|

, phase(QL(e jωo)) =−ϕ. (3)

In other words, QL(e jωo) = Pd,L(e jωo)−1 so that QL(z) inverts
the dynamics of Pd,L(z) at ωo.1 Recall that QL(z) must be sta-
ble. Certainly, unless for special minimum-phase plants with
a relative degree of zero, it is not feasible to always assign
an exact full inversion Pd,L(z)−1 to Q(z) due to instability and
non-properness. In addition, when ω 6= ωo, the magnitude of
1−Pd,L(e jω)QL(e jω) must be maintained small to avoid ampli-
fication of other components in dL[n]. The following proposi-
tion achieves a point-wise stable inversion while providing the
needed small gain to |1−Pd,L(e jω)QL(e jω)| for ω 6= ωo.

Proposition 1. Let 1/(2Ts) < Ωo < L/(2Ts) (in Hz) and ωo =
2πΩoTs/L be the frequency of a major disturbance component
beyond the baseline Nyquist frequency, 1/(2Ts) Hz, in Fig. 2.
Let ϕ = phase(Pd,L(e jωo)) be the phase response of the Ts/L–
sampled discrete-time plant at ωo; and assume that Pd,L(e jωo) 6=
0 (otherwise no feedback design can achieve the disturbance re-
jection). Let

QL(z) = gQo(z)(b0 +b1z−1), (4)

with g ∈ [0,1], and

b0 =
cosϕ− sinϕcotωo

|Pd,L(e jωo)|
, b1 =

1
|Pd,L(e jωo)|

sinϕ

sinωo
; (5)

Qo(z) =
1
2
(1− k2)(1+ z−1)(1− z−1)

1+ k1(1+ k2)z−1 + k2z−2 , k1 =−cosωo. (6)

Then

1We assume that the plant does not have a null gain at ωo.
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1. 1−Pd,L(z)QL(z) in (1) equals 1−g
g=1
= 0 at ωo and can be

controlled to have almost unity gain at other frequencies—
in other words, the feedback system in Fig. 3 fully rejects
all disturbances at ωo at the sampling instances when
g = 1, while maintaining the system dynamics at other
frequencies.

2. Amplification at ω 6= ωo, if any, is controlled by choosing

k2 =
1− tan(πBwTs

L )

1+ tan(πBwTs
L )

(7)

and g, where Bw (in Hz) is the 3-dB disturbance-rejection
bandwidth of Qo(z) centered around ωo.

3. The overall magnitude of 1−Pd,L(e jω)QL(e jω) satisfies∫
π

0
ln |1−Pd,L(e jω)QL(e jω)|dω

= π

(
nγ

∑
i=1

ln |γi|− ln |σ+1|

)
, (8)

where {γi}
nγ

i=1 (nγ ≥ 0) is the set of unstable zeros of 1−
Pd,L(z)QL(z) ({γi}

nγ

i=1 , /O if nγ = 0), and

σ = lim
z→∞

Pd,L(z)QL(z)/(1−Pd,L(z)QL(z)).

Proof Qo(z) in (6) is a lattice-based band-pass filter whose
bandwidth Bw,r in radian is related to k2 [28, 29], by

k2 = [1− tan(Bw,r/2)]/[1+ tan(Bw,r/2)]. (9)

At the sampling time of Ts/L, Bw.r and Bw (in Hz) is related by
Bw,r = 2πBwTs/L. Substituting the relationship in (9) gives (7).

By definition (6), one can show that Qo(e jωo)= 1 at the cen-
ter frequency ωo. Hence from (4), QL(e jωo) = g(b0+b1e− jωo).
Equation (3), the condition of exact disturbance rejection, is
then equivalent to

|bo +b1e− jωo |= 1
|Pd,L(e jωo)|

, (10)

phase(bo +b1e− jωo) =−ϕ. (11)

Solving the equation set yields (5). The above results give
that |QL(e jωo)|= g/|Pd,L(e jωo)|, and that the phase of QL(e jωo)

equals−ϕ. Hence, 1−Pd,L(e jωo)QL(e jωo) = 1−g
g=1
= 0, which

proves the asserted disturbance rejection at ωo.
Outside the passband when |Qo(e jω)| � 1, we have 1−

Pd,L(e jω)QL(e jω) ≈ 1. The approximation sign here can be
made arbitrarily close to equality, by reducing the bandwidth
of Qo(e jω). From (1), the dynamics of the feedback loop then
recovers to the case without FMDOB.

For Fig. 3, the loop transfer function, with the loop cut open
as shown below

dL[n]

+uL[n] + //◦ // Pd,L(z) +
//◦

!
+��

yL[n] //

// Pd,L(z) −
//◦

−OO

QL(z)
cL[n] oo

is LL(z) = Pd,L(z)QL(z)/(1−Pd,L(z)QL(z)). Based on Bode’s
Integral Theorem (see, e.g. [30]),

∫
π

0
ln
∣∣∣∣ 1
1+LL(e jω)

∣∣∣∣dω = π

(
nγ

∑
i=1

ln |γi|− ln |σ+1|

)
, (12)

where γi’s are the nγ(≥ 0) unstable poles of LL(z) and σ =
limz→∞ LL(z). Substituting the formula of LL(z) gives the third
asserted result in the proposition. �

Recall (1). Given a target frequency ωo, the frequency-
domain property of the proposed QL(z) yields

YL(e jω) =

{
Pd,L(e jω)UL(e jω), ω = ωo

Pd,L(e jω)UL(e jω)+DL(e jω), ω 6= ωo
. (13)

The first equality in (13) provides the desired disturbance rejec-
tion. Although the same mathematical relationship is achieved
if one had assigned Qo(z) = 1, the latter design is sensitive
to the practically inevitable noises in dL[n]. By designing the
band-pass Qo(z) in (6), robustness is added to the algorithm,
such that the second equality in (13) holds, to avoid amplifica-
tion of DL(e jω) if ω 6= ωo.

Remark 3. In (8), for strictly proper plants, limz→∞ Pd,L(z)= 0
and σ = 0. (8) simplifies to

∫
π

0 ln |1−Pd,L(e jω)QL(e jω)|dω =

π∑
nγ

i=1 ln |γi| ≥ 0. Then as a fundamental limitation, it is in-
evitable that ∃ω : |1−Pd,L(e jω)QL(e jω)|> 1. For plants whose
relative degree is zero, let ρ = limz→∞ Pd,L(z) and note that
limz→∞ QL(z) = gb0(1− k2)/2, then

σ = ρgb0(1− k2)/[2−ρgb0(1− k2)],

and σ+ 1 = 2/[2− ρgb0(1− k2)]. When 0 < Bw < L/(4Ts),
tan(πBwTs/L) ∈ (0,1) and hence k2 ∈ (0,1) in (7). Thus there
always exists a g(> 0) such that ln |σ+ 1| > 0, leading to a
relaxation of the waterbed effect.

3.2. Multirate Model Based Prediction
In this subsection, design of the MMP block in Fig. 2 is

provided, to establish the equivalence of the MR-FMDOB to
the fast-rate FMDOB in Fig. 3.

Recall that the input to QL(z) in Fig. 3 is an estimate of
dL[n]; while the input to MMP is the slow Ts–sampled d[n].
Similar to the fundamental limitation in reconstructing analog
signals from its samples (cf. Section 1), if the sampling in
d[n] = dc(nTs) did not contain aliasing, perfect reconstruction
of the fast Ts/L–sampled dL[n] for a general disturbance sig-
nal can only be achieved if MMP contains an upsampler and
an acausal infinite-length interpolator in the form of an ideal
low-pass filter (with DC gain L and cutoff frequency π/L) [6].

The next result shows that the above fundamental limitation
can be overcame if dL[n] satisfies an internal signal model. In-
tuitively, with such a signal model, inter-sample values of the
disturbance can be reconstructed by using the historical data.
We first provide the general case of the multirate prediction,
then present an example that specifically addresses prediction
at a particular frequency.
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Theorem 1. Let d[n] = dc(nTs) and dL[n] = dc(nTs/L). If there
exists a polynomial A(z−1) = 1 + a1z−1 + a2z−2 + . . .amz−m

(am 6= 0) such that A(z−1)dL[n] = 0 at the steady state,2 then
dL[n] can be fully recovered from the slowly sampled d[n] by

dL[nL] = d[n], (14)

and for k = 1,2, . . . ,L−1,

dL[nL+ k] =Wk(z−1)d[n]

= wk,0d[n]+wk,1d[n−1]+ · · ·+wk,nwk
d[n−nwk ], (15)

where nwk is the order of Wk(z−1).
The minimum required order for Wk(z−1) is n∗wk

= m−1, in
which case the coefficients of Wk(z−1) = wk,0 +wk,1z−1 + · · ·+
wk,m−1z−m+1 come from the unique solution of

Mk



fk,1
...

fk,L(m−1)−m+k
wk,0

...
wk,m−1


=−



a1
a2
...

am
0
...
0


, (16)

Mk ,
[

M̃k ek ek+L . . . ek+(m−1)L
]

(17)

∈ R[L(m−1)+k]×[L(m−1)+k], (18)

where e j is the elemental column vector whose entries are all
zero except for the j-th entry, which equals 1; and M̃k is

M̃k ,



1 0 . . . 0

a1
. . .

. . .
...

...
. . .

. . . 0

am
. . .

. . . 1

0
. . .

. . . a1
...

. . .
. . .

...
0 . . . 0 am


[L(m−1)+k]×[L(m−1)−m+k].

(19)

Proof By definition, dL[nL] = dc(nTs)= d[n]. Hence (14) holds.
To establish (15), construct

Fk(z−1)A(z−1)+ z−kWk(z−L) = 1, (20)

Wk(z−L), wk,0 +wk,1z−L +wk,2z−2L + · · ·+wk,nwk
z−nwk L,

Fk(z−1), 1+ fk,1z−1 + fk,2z−2 + · · ·+ fk,n fk
z−n fk ,

where wk,nwk
6= 0, fk,n fk

6= 0, and Wk(z−L) is obtained by replac-
ing each z−1 in Wk(z−1) with z−L. As A(z−1)dL[n] = 0 at steady
state, it must be that Fk(z−1)A(z−1)dL[n]→ 0, which gives, after
substituting in (20),

(1− z−kWk(z−L))dL[n]→ 0. (21)

2Here, z−1 is a one-step delay operator such that z−1u[n] = u[n−1].

For n= ñL+k (k ∈Z+, k < L), this implies that, at steady state,

dL[ñL+ k] = z−kWk(z−L)dL[ñL+ k]

= wk,0dL[ñL]+wk,1dL[(ñ−1)L]+wk,2dL[(ñ−2)L]+
· · ·+wk,nwk

dL[(ñ−nwk)L]. (22)

But by definition dL[(ñ− i)L] = d[ñ− i]. Hence, with a change
of notations, the result simplifies to the asserted (15).

Consider solving (20), which is a special constrained Dio-
phantine equation. Matching the coefficients of z−i’s (i = 1,
2,..., m+ n f ), one can obtain m+ n fk linear equations with the
n fk + nwk + 1 parameters of Fk(z−1) and Wk(z−L) as the un-
knowns. A solution thus exists if

n fk +nwk +1≥ m+n fk . (23)

Additionally in (20), the highest order of z−1 must be the same
in Fk(z−1)A(z−1) and z−kWk(z−1), namely,

m+n fk = k+Lnwk . (24)

Hence the minimum-order solution is achieved with

n∗wk
= m−1, n∗fk = L(m−1)−m+ k. (25)

Under (25), the coefficients of z−l’s, l ∈ {1,2, . . . ,L(m− 1)+
k}, in A(z−1)Fk(z−1)+ z−kW (z−L) are given by

wk,p +
i+ j=pL+k

∑
i, j=0,1,...

ai fk, j : for z−pL−k, p = 0,1, . . . ,m−1

i+ j=l

∑
i, j=0,1,...

ai fk, j : for z−l , l 6= pL+ k ∀p ∈ {0,1, . . . ,m−1},

where fk,0 = 1 and a0 = 1. All the above coefficients must be
zero for (20) to hold. Confining so yields, after some matrix
algebra, (16). The column vectors of Mk in (17) are all linearly
independent. Hence Mk is non-singular and a unique solution
always exists. �

Transient response: It is recognized that Wk(z−1) is a finite-
impulse-response filter. The transient of the reconstruction pro-
cess in (15) equals nwk discrete time steps, which is usually very
fast compared to the transient of the feedback servo control.
Choice of L in practice is based on the engineering judgment
between computation complexity and performance. With L→
∞ and proper design of the fast-sampled Q filter, the compen-
sation approximates a continuous-time perfect disturbance can-
cellation scheme. However, increasing L will linearly increase
the number of unknowns in the matrix equation (16). Also, as
L→ 0, digital controllers can become highly sensitive to round-
off errors under finite arithmetic implementation [2].

Corollary 1. ∀φ ∈ R and 1/(2Ts) < Ωo < 1/Ts, let dc(t) =
cos(2πΩot + φ). Let the analog signal be sampled at Ts, i.e.,
Ωo is in between the Nyquist frequency and the sampling fre-
quency. The beyond-Nyquist information can be fully recovered
by letting ωo = 2πΩoTs/L, L = 2, and reconstructing the Ts/L-
sampled dL[n] = cos(ωon+φ) with

dL[2n] = d[n] = dc(nTs), (26)

dL[2n+1] =
(

2cosωo−
1

2cosωo

)
d[n]− 1

2cosωo
d[n−1]. (27)

5



Proof Ωo is below the new Nyquist frequency corresponding
to the sampling time of Ts/2. Based on Shannon’s sampling
theory, L = 2 is sufficient for dL[n] to recover the analog infor-
mation. For dL[n] = cos(ωon+φ), we have, from the table of Z
transform,

dL[n] =
(1− z−1 cosωo)cosφ− z−1 sinωo sinφ

1−2z−1 cosωo + z−2 δ[n];

and hence A(z−1) = 1+a1z−1+a2z−2 = 1−2cosωoz−1+ z−2,
as A(z−1)dL[n] = (1− z−1 cosωo)cosφδ[n]− sinωo sinφδ[n−
1] = 0 ∀n≥ 2. Apply Theorem 1 with m = 2 in A(z−1) and L =
2. Only one intersample point needs to be reconstructed, i.e.,
k = 1 in (15). The constrained Diophantine equation becomes

A(z−1)F(z−1)+ z−1W (z−2) = 1, (28)

and (16) is 1 1 0
a1 0 0
a2 0 1

 f1
w0
w1

+
 a1

a2
0

=

 0
0
0

 , (29)

which gives dL[2n+1] = w0d[n]+w1d[n−1] in (27). �

Significance and implications: The key in the multirate pre-
diction is the construction and solution of (20). Under the orig-
inal steady-state disturbance model A(z−1)dL[n] = 0, we have
dL[n] = −a1dL[n− 1]− a2dL[n− 2] + . . .amdL[n−m], i.e., the
historical data at a sampling time of Ts/L must be available to
predict dL[n]. With (20) and the resulting (22), we have ex-
panded the prediction horizon and scattered the distance be-
tween the required historical data by exactly L samples.

With a proper choice of L in Corollary 1 and Theorem 1, the
Ts-sampled d[n] can practically recover the full information of
dL[n] as if the analog signal is dc(t) is sampled at Ts/L. When
Ts/L is small enough such that the corresponding Nyquist fre-
quency (πL/Ts rad) is above the spectrum of dc(t), fast con-
trol can accommodate the recovered signal at a conventionally
unattainable frequency.
Implementation: For implementation, a proper L is firstly cho-
sen based on the criteria in the last paragraphs. (16) is solved
for each k to yield the linear predictors {Wk(z−1)}L−1

k=1 (15) for
the L− 1 intersample points between d[n] and d[n+ 1]. Note
that the dimensions of Mk are different for each k; yet, the order
of Wk(z−1) is the same. Hence a shared memory of d[n],. . . ,
d[n− nwk ] can be used when predicting {dL[nL + k]}L−1

k=1 . In
more details, we have:

1: procedure MMP(Ts, L, A(z−1))
2: for k = 1,2, . . . ,L−1 do
3: Form (19) and (17); solve (16) for Wk(z−1) in (15).
4: end for
5: Implement Wk(z−1) at each intersample instance.
6: end procedure

3.3. Integrated FMDOB and MMP
Given the baseline sampling time Ts sec and the beyond-

Nyquist target frequency Ω0 > 1/(2Ts), after combining the last
two subsections, we have the following implementation steps
for the MR-FMDOB algorithm.

1: procedure MR-FMDOB(Ts, Ωo, P(s) or Pd,L(z−1), A(z−1))
2: Design L; ensure L/(2Ts)> Ω0.
3: Implement Procedure MMP.
4: Obtain Pd,L(z−1), ZOH of P(s) w.r.t. Ts/L.
5: Let ωo = 2πΩoTs/L.
6: Obtain |Pd,L(e jωo)| and ϕ, phase

(
Pd,L(e jωo

)
.

7: Design k2 based on (7); start with a value very close to
one (e.g. between 0.95 and 0.995) for good robustness.

8: Compute (5) and (6) at Ts/L. Define QL(z−1) in (4).
9: Implement Fig. 2.

10: end procedure

4. Numerical Verification

Consider a plant Pc(s)= 3.74488×109e−0.01s/(s2+565.5s+
319775.2), which is the model of a high-precision linear stage
used in semiconductor manufacturing. Let the sampling time be
limited at Ts = 1/2640 second, and the baseline discrete-time
controller be a PID controller C(z) = kp + ki/(z− 1)+ kd(z−
1)/z with kp = 1/13320, ki = 1/33300, and kd = 1/2775. Plot-
ting the closed-loop discrete-time sensitivity function reveals
that such a baseline design provides a common discrete-time
loop shape with sufficient gain and phase margins.

Continuous-time vibrations are applied to the plant, above
Nyquist frequency. For convenience of illustration, we denote
ΩN(=1320 Hz) as the Nyquist frequency. To see the limitation
(and danger) of sub-Nyquist design in this case, the narrow-
band disturbance observer [31] is applied on top of the PID
controller, to enable infinite-gain control at selective frequen-
cies below ΩN . Such a design provides perfect compensation
of sinusoidal signals below Nyquist frequency, and is termed
1x compensation. Fig. 4 presents the corresponding plant out-
put. When the disturbance occurs at 2376 Hz (i.e. 1.8ΩN),
although the sub-Nyquist servo enhancement enforces the Ts-
sampled output to converge to zero in Fig. 4a, the actual out-
put is significantly amplified. The 3σ (σ is the standard devi-
ation) value of the Ts/2-sampled output increased from 15.71
to 20.96, yielding more than 130% of error amplification. To
reveal more details in the error amplification, Fig. 4c shows
the spectrum of the output sampled at Ts/2 sec. Two peaks are
present in each spectral plot: the second revealing the energy of
the actual disturbance; while the first—symmetric to the second
peak with respect to ΩN—comes from the aliased disturbance
component below Nyquist frequency [6]. After aliasing below
Nyquist frequency, the two peaks with opposite phase values
are canceled to yield the deceiving zero steady state value in
Fig. 4a. Yet, the output energy in the top plot of Fig. 4c is
actually increased, as the sub-Nyquist design did not target at
the true disturbance spectrum beyond ΩN .

In Table 1, a series of disturbances at frequencies between
ΩN and 2ΩN are applied to the plant. Based on the 3σ value
of the output, the largest servo degradation under sub-Nyquist
high-gain control occurred when the disturbance frequency is
closest to the Nyquist frequency, where the tracking errors get
amplified by 165.12% compared to the baseline value.

Fig. 5 shows the efficiency of the proposed algorithm in
rejecting the beyond-Nyquist disturbances. As the disturbance
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(c) Fast Fourier Transform (FFT) of yc(t) sampled at Ts/2.

Figure 4: Plant output for the case with disturbance at 1.8ΩN .

lies in (ΩN ,2ΩN), L = 2 was adopted in the upsampler of MR-
FMDOB. Under the worst-case disturbance profile in Table 1,
the Ts/2-sampled outputs were significantly improved compared
to the baseline results. At the steady state, the Ts/2-sampled
output in Fig. 5a converged to zero. The overall (including
the transient response) 3σ value of the output was reduced by
91.32%—in contrast to the 165.12% amplification in Table 1.
In the frequency domain, it is also seen from Fig. 5b, that
the actual disturbance spectrum is significantly attenuated at
the correct frequency location (cf. Fig. 4c). Analogous ver-
ifications were performed on all the cases in the table, where
the proposed algorithm achieved a consistent performance im-
provement of over 91% 3σ reduction in all cases. In all cases,
the same values of design parameters are used [k2 = 0.9765
(corresponding to Bw = 20 Hz in QL(z)), L = 2, g = 1].

Fig. 6 shows an example of the time-domain signal recov-
ery by the MMP algorithm. Here, the actual harmonic distur-
bance is plotted in ∗ at a fast sampling time of Ts/2; the mea-

Table 1: Servo degradation w.r.t. different disturbances: yc(t) sampled at Ts/20.

disturbance frequency
3σ value of y

amplification1x compensation
off on

1.3ΩN 14.76 24.37 165.12%
1.7ΩN 15.25 21.01 137.72%
1.8ΩN 15.71 20.96 133.38%
1.9ΩN 17.39 20.94 120.38%
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(b) FFT of yc(t) sampled at Ts/2.

Figure 5: Plant output under MR-FMDOB, for the case with disturbance at
1.3ΩN .

sured signal is plotted in the solid black line marked by circles.
Under the limited sensing, the MMP successfully reconstructed
the hidden fast data (marked in rectangular) at the intersample
instances.

5. Conclusion and Discussions

In this paper, the problem of sampled-data regulation con-
trol against structured disturbances beyond Nyquist frequency
is addressed. Based on models of the plant and the disturbance,
a multirate forward-model disturbance observer is proposed to
enable full rejection of beyond-Nyquist vibration disturbances
at an arbitrary selection of uniformly distributed inter-sample
instances.

The proposed algorithm is intrinsically of add-on nature,
and can be placed in an existing regular discrete-time servo
loop. Certainly, sampled-data control can not perfectly reject
a continuous-time disturbance. In practice, engineering judge-
ments must be performed to decide a suitable upsampling ratio
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Figure 6: Time trace of MMP based data recovery.

L, such that the major disturbance components are covered un-
der the new servo capabilities.

Although only one harmonic disturbance is included in the
example, the algorithm is directly extendible to disturbances
with multiple harmonics. Ts, L, and A(z−1)—the inputs to the
MMP procedure in Section 3.2—are not restricted to the case of
single harmonic functions. When there are p ∈ Z+ frequency
components {Ω̄i}p−1

i=0 in the disturbance, one can set A(z−1) =

∏
p−1
i=0 (1−2cos(2πΩ̄iTs/L)z−1+z−2). Correspondingly, for the

FMDOB, one lets Ωo = Ω̄i and applies the procedure of Section
3.3 for each Ω̄i, to obtain QL(Ω̄i,z), and then forms QL(z) =
∑

p−1
i=0 QL(Ω̄i,z) by superposition. It is recommended to set k2

very close to one in each QL(Ω̄i,z), such that the summation
preserves the nominal shape of a scaled band-pass filter.
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