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ABSTRACT 
Deceptive design patterns (known as dark patterns) are interface 
characteristics which modify users’ choice architecture to gain 
users’ attention, data, and money. Deceptive design patterns have 
yet to be documented in safety technologies despite evidence that 
designers of safety technologies make decisions that can power-
fully infuence user behavior. To address this gap, we conduct a 
case study of the Citizen app, a commercially available technology 
which notifes users about local safety incidents. We bound our 
study to Atlanta and triangulate interview data with an analysis of 
the user interface. Our results indicate that Citizen heightens users’ 
anxiety about safety while encouraging the use of proft-generating 
features which ofer security. These fndings contribute to an emerg-
ing conversation about how deceptive design patterns interact with 
sociocultural factors to produce deceptive infrastructure. We pro-
pose the need to expand an existing taxonomy of harm to include 
emotional load and social injustice and ofer recommendations for 
designers interested in dismantling the deceptive infrastructure of 
safety technologies. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI. 
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1 INTRODUCTION 
In 2010, Brigunull coined the term “dark patterns” to describe how 
interface design can be used to undermine user agency and manipu-
late user decision-making [18]. He describes dark patterns as “tricks 
used in websites and apps that make you do things that you didn’t 
mean to, like buying or signing up for something” [18]. Examples of 
dark patterns originally identifed by Brignull include "Sneak Into 
Basket," when a site sneaks additional items into the shopping cart 
without your consent, and "Disguised Ads," where advertisements 
are disguised as content or navigation. Since 2010, research on dark 
patterns has grown substantially and has evolved to include both 
explicitly manipulative "tricks" and lighter nudges which, at scale, 
can cause harm to both users and society [75]. Recent literature 
has identifed dark patterns in e-commerce [74], digital privacy 
[20, 32], social media [73, 79], ubiquitous computing [50], robotics 
[64], and gaming [111] domains. The terminology has also evolved 
[18, 87]- in the remainder of the paper, we refer to dark patterns as 
“deceptive design patterns” to avoid equating the racialized term 
“dark” with problematic behavior. 
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Understanding deceptive design patterns and how they operate 
in diferent contexts is increasingly important, as deceptive design 
patterns are now pervasive and, for example, employed in the vast 
majority (95%) of apps on the Google Play Store [37]. Researchers, 
however, have yet to document the existence of deceptive design 
patterns in safety technologies. “Safety technology” refers to any 
digital technologies used for the purpose of increasing user safety. 
Designers of commercial safety technologies make decisions that 
powerfully infuence users’ behavior [44]. Prior literature, for exam-
ple, has documented how safety technologies can infuence users’ 
levels of civic engagement [41, 44], their interactions with other 
members of their communities [44, 69, 70], the social norms of the 
neighborhood [63, 90], and individuals’ feelings of safety [14, 58]. 
Safety technologies can also impact individuals who are not users 
of those technologies by contributing to racial profling [44, 70] 
and online racism [109]. 

Given that designers of safety technologies make decisions that 
can have consequences for both users and non-users of these tech-
nologies and can shape both online and ofine behavior, we were 
curious about how these decisions may be infuenced by proft 
motives. We conduct a case study [76] of the Citizen app, a commer-
cially available location-based crime alert technology that notifes 
users about local incidents related to public safety. We interview 
ffteen users of the Citizen app who live in Atlanta, a racially di-
verse mid-sized city in the Southern portion of the United States. 
To understand how deceptive design patterns infuence the user 
experience, we triangulate the interview data with an interface 
analysis of the app. 

We ask: 

• RQ1: How, if at all, does the design of the Citizen interface 
refect known deceptive design patterns? 

• RQ2: How do these designs afect the user experience? 

We fnd that Citizen employs a collection of user interface ele-
ments that together raise the salience of safety incidents, emphasiz-
ing the extent to which reported incidents pose a threat to the user. 
The app further presents itself as a solution to danger, leveraging a 
collection of common deceptive design patterns to exert purchase 
pressure on the user and encourage data disclosure. Participants’ 
experiences aligned with this feature analysis. They voiced an ap-
preciation for receiving hyper-local, real-time safety information 
that helped them navigate risk, but many also reported that the 
app’s information-sharing practices increased fear and encouraged 
dependence on the app. Furthermore, users explained that Citizen 
infuenced their ofine behavior, including the neighborhoods they 
visited and their interactions with Black and unhoused individuals 
perceived to be dangerous. 

Deceptive infrastructure (sometimes known as dark infrastruc-
ture) refers to the interactions between deceptive design patterns 
and larger social, psychological, and cultural factors that together 
undermine user agency at scale [108]. Our study contributes to an 
emerging conversation on deceptive infrastructure by demonstrat-
ing how deceptive design patterns, human biases, and sociocultural 
contexts interact to produce harm for both users and non-users of 
the Citizen app. Deceptive design patterns interact with attentional 
bias to create anxiety for users and interact with negative cultural 
stereotypes to disproportionately harm vulnerable and historically 

marginalized populations. In light of these results, we identify emo-
tional load and social injustice as two forms of harm perpetuated 
by deceptive design patterns that are yet to be documented [75]. 
We additionally ofer four concrete suggestions to designers of 
safety technologies who are interested in dismantling the deceptive 
infrastructure produced by existing safety technologies. 

2 RELATED WORK 

2.1 Deceptive Design Patterns in HCI 
A recent review of the literature on deceptive design patterns in 
HCI fnds that while there are many diferent defnitions, a unit-
ing characteristic is that deceptive design patterns all “modify the 
underlying choice architecture for users” [75, p.9]. Deceptive design 
patterns grew out of manipulative practices in retail, research on 
persuasive design, and digital marketing as a way for companies 
to gain users’ attention, data, and money [80]. Deceptive design 
patterns use language, emotion, color, style, and cognitive biases 
to undermine user agency [74, 75]. They are pervasive on online 
platforms and have been documented in the vast majority (95%) 
of apps on the Google Play Store [37], including e-commerce [74], 
gaming [111], and social media platforms [73, 79]. Examples of 
common deceptive design patterns include “Infnite Scrolling” [79] 
where new content automatically loads as users scroll the page and 
“Hard to Cancel” subscriptions [74]. 

Deceptive design patterns can be highly efective in manipulat-
ing user behavior [72, 83]. Prior research has found that American 
consumers are twice as likely to sign up for a premium theft protec-
tion service when presented with a mild deceptive design pattern 
and four times as likely to sign up when presented with an aggres-
sive deceptive design pattern compared to users who are shown a 
neutral interface [83]. Calo and Rosenblat argue that digital tech-
nologies are uniquely efective at infuencing user behavior because 
of their ability to capture and store information about users, their 
ability to architect virtually every aspect of the platforms, and 
their ability to translate insight about user behavior into design 
[21, 22]. Furthermore, the emergence of online markets, such as 
digital sharing economies, presents new opportunities for compa-
nies to manipulate users by modifying the choice architecture of 
both sellers (e.g. Uber drivers) and buyers (e.g. riders) [21, 22]. 

Deceptive design patterns can diminish user wellbeing through 
fnancial loss, invasion of privacy, and cognitive burdens [75]. Schull 
and others have found that social media platforms employ addic-
tive deceptive design patterns, such as infnite scroll or Youtube’s 
autoplay, that rely on a variable reward that mimics strategies 
used by the gambling industry [67, 97], and prior work has even 
documented the prevalence of deceptive design patterns in mo-
bile applications for children [87]. The impact of deceptive design 
patterns, however, is not limited to individual users. Mathur and 
colleagues discuss the potential for deceptive design patterns to 
also impact collective welfare, by decreasing trust in the market-
place and by contributing to unanticipated societal consequences 
[75]. They point to Cambridge Analytica’s use of personal data, 
collected with the help of deceptive design patterns on Facebook, 
to infuence the 2016 U.S. presidential election as an example. 

Given that deceptive design patterns are efective at manipulat-
ing user behavior and can negatively impact both individual and 
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collective welfare, it is important to understand how they operate in 
diferent contexts. In the present study, we investigate the incidence 
and infuence of deceptive design patterns in safety technologies, 
flling a gap in the feld. 

2.2 Safety Technologies in HCI 
There is a rich body of work on safety technologies in HCI that 
spans more than a decade. Much of the early literature sought to 
design technologies to reduce individuals’ risk of victimization [14, 
58, 99, 103]. This work was infuenced by victimization theory from 
criminology which views victims and ofenders as rational actors 
who use the information they have to assess their risk of being 
victimized or caught, respectively [68]. Digital technologies inspired 
by this perspective sought to provide users with information that 
would lower their chance of victimization. For example, Blom and 
colleagues designed a mobile application that allowed women to 
view and label spaces as “safe” or “unsafe” [14], and Shah prototyped 
CrowdSafe, which shared location-based crime information and 
trafc navigation guidance with users [99]. These technologies 
focused on decreasing individuals’ risk. 

In contrast to the victimization theory, the social control theory 
focused on the community and the informal and formal controls 
in place to deter crime [68, 92]. Digital technologies drawing from 
this theory emphasized the importance of not only sharing infor-
mation with individuals, but also supporting community engage-
ment, collaboration, and problem-solving [58, 69]. Researchers in 
HCI studied neighborhood listservs [41, 44, 69] and social media 
[54, 56, 90, 91, 109, 112] to understand how to increase collabora-
tion between citizens and local authorities [91, 112], encourage 
civic engagement [41, 44], support user engagement and informa-
tion sharing [19, 58, 69], and decrease individuals’ fear of crime 
[14, 15, 58]. 

The most recent work examining safety technologies in HCI 
has investigated the potential for safety technologies to perpet-
uate harm against historically marginalized populations. For ex-
ample, empirical work studying online communication on local 
neighborhood listservs and Nextdoor fnd that these platforms 
serve as spaces for online negotiations of “suspicious behavior” 
that can lead to increased policing and surveillance of people of 
color [63, 70, 71, 78]. On Reddit, ambiguous and passive policies 
towards racist comments that are focused more on protecting Red-
dit’s image and user engagement lead to both new and old racism 
in discussions of safety [109]. Researchers have documented sim-
ilar patterns of racism, policing, and surveillance on other apps 
where users organize around and discuss community safety, such 
as WhatsApp [78] and Amazon Neighbors [17]. A study analyzing 
product reviews and promotional material of Citizen, Nextdoor, and 
bSafe [59] found that companies encourage users to surveil mem-
bers of their communities, leading users to express fear and racist 
beliefs. Collectively, this research suggests a need to investigate 
the role that design plays in perpetuating harm against historically 
marginalized populations. Sociologist Rahim Kurwa explains that 
such work is critical because surveillance and policing "relies[rely] 
on de-racialized governing narratives of safety that nevertheless 
have racist implementation and results” [63, pg.114]. 

Designers of safety technologies make decisions that shape users’ 
individual and collective behavior. Furthermore, these technologies 
can have harmful and far-reaching consequences. By studying de-
ceptive design patterns, we can begin to understand the factors that 
motivate these infuential design decisions. 

3 CASE STUDY DESIGN 
We employed a case study method [76] to understand how deceptive 
design patterns infuence the user experience of safety applications. 
We investigated a single case, the Citizen app, and bound our study 
to Atlanta users and their experience with the app from 2021 to 
2022. This work is a case study because of our in-depth, holistic 
description and analysis of a bounded phenomenon [76]. 

For the single case to have power, the selection of the case needs 
to be strategic [47]. We selected Citizen because we see it as an 
extreme case [110]. Citizen deviates from other safety technologies 
in its proft model because it does not sell advertisements nor does it 
sell user data [26]. Rather, Citizen’s premium feature connects users 
to Citizen employees who monitor a user’s surroundings; this is the 
only way Citizen currently generates revenue. We chose Citizen 
for our case because we hypothesized that this business model may 
have unique implications on the design of the application. At the 
same time, because Citizen has many of the same features as other 
safety technologies, including the ability to view and discuss safety 
incidents, receive alerts about safety incidents, and view location-
specifc data, we hypothesized that our fndings may reveal insights 
about other safety technologies as well. 

We triangulated data from two sources [110]. We frst conducted 
user interviews and asked participants about the infuence of indi-
vidual features to allow evidence of deceptive design patterns to 
emerge organically. We then conducted a researcher-led review of 
the user interface to identify known deceptive design patterns. In 
the following sections, we give context for our case and describe 
our process for collecting and analyzing data. 

3.1 Contextual Background 
3.1.1 Atlanta Context. We chose to geographically bound our in-
vestigation to users of Citizen that live in and around Atlanta. We 
chose a city in which Citizen was available, where crime was a 
concern, and where the authors had access to online neighborhood 
groups and/or local Facebook pages for recruitment. Prior research 
suggests that safety technologies are used diferently by diferent 
communities [41, 44], and we hoped that by geographically bound-
ing our investigation, we may better see patterns in individual 
behavior. It is important to note, however, that the experience of 
users in Atlanta is not necessarily representative of users from 
other USA cities. 

Atlanta is a racially diverse city in the Southeastern portion of 
the United States. According to the 2021 Census [6], Black people 
make up the largest percentage of the city (51%), followed by White 
people (40.9%), and Asians (4.4%). Once considered a “Black Mecca,” 
Atlanta’s racial demographics have, however, changed drastically 
in the last decade. For the frst time since the 1920s, the Black 
population has been declining while the White population has been 
growing [36]. This racial shift can be attributed to the recent onset 
of gentrifcation, as well as the population growth of the city [65]. 
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(a) (b) (c) (d) (e) 

Figure 1: Citizen is made up of fve main tabs: a) Home Page tab, b) Safety Network tab, c) Live Broadcast tab, d) Newsfeed tab, e) 
Notifcations tab. 

Additionally, in 2019, Atlanta had the second largest inequality gap 
in the country [9], with 20% of the population living below the 
poverty line [10]. A survey collected by the City Continuum of 
Care counted roughly 3,200 unhoused individuals in 2020, 88% of 
whom were Black [48]. 

In the early 2000s, Atlanta had one of the highest rates of violent 
crime in the country. Although crime rates have largely decreased 
in the 2010s, violent crimes such as homicides, aggravated assaults, 
and shooting incidents have gone up since 2017 [85]. Between 2019 
and 2021, homicide increased 54% and aggravated assaults by 23% 
[31, 53]. This is consistent with numbers in large cities across the 
country who have all experienced a surge in violent crime during 
the COVID-19 pandemic [7]. In addition to an increase in violent 
crime, Atlanta has faced outrage and protests due to a number of 
high-visibility murders of Black people at the hands of police and 
White vigilantes [46, 84]. 

3.1.2 Citizen Context. Citizen is a location-based crime alert plat-
form that notifes users about local incidents which can afect public 
safety [55]. Citizen was originally released in 2016 as Vigilante, a 
platform where users could develop vigilante-style networks to 
protect themselves from potential ofenders. After being banned 
from the Apple App Store for its potential to incite violence, parent 
company Sp0n re-branded and re-released the platform as Citizen 
in 2017 [55]. The mission of the app, as reported on its website 
in August 2022, reads: “We live in a world where people can ac-
cess information quickly, share efortlessly, and connect easily — 
but we have yet to see the power of bringing people together to 
watch out for each other. At Citizen, we’re developing cutting-edge 
technology so you can take care of the people and places you love” 
[27]. 

Citizen’s custom-built AI algorithm listens to frst-responder 
radio transmissions. From these raw feeds, the AI algorithm auto-
matically processes radio clips and extracts keywords. A Citizen 
analyst listening to the 911 dispatch then writes a short incident 
notifcation, which may be sent to users as an alert [13]. These inci-
dents are supplemented with crowdsourced user videos, which are 

reviewed by the company’s moderators before appearing on the app. 
The Citizen FAQ reports that they include “major incidents that are 
in progress, or ones that we assess could afect public safety” [24]. 
The radius around which a user will receive notifcations varies 
based on a number of factors, including the "nature of the incident 
and the population density of the area" [23]. 

The basic version of the app is free, does not have ads, and CEO 
Frame says it does not sell or share user data [13]. However, Citizen 
is currently facing pressure from venture capitalists backing the 
platform to monetize and is experimenting with premium features, 
such as “Citizen Protect,” which allows users to contact company 
employees to virtually monitor their surroundings and dispatch 
emergency responders [8]. 

There are fve tabs that users can interact with in the app and 
Figure 1 shows screenshots of each tab. The fve tabs are: 1) the 
Home tab, which displays a map with the user’s current location 
and nearby incidents as well as a list of nearby incidents; 2) the 
Safety Network tab, which displays a map of the user’s friends’ 
current locations. This tab also display the safety incidents near 
each friend, the distance from each friend to the user, and the battery 
life remaining on each friend’s mobile device; 3) the Broadcast tab, 
which allows users to record live videos. They can choose between 
two types of live videos: “Incidents” or “Good Vibes” with the app 
defaulting to “Incidents”; 4) the Newsfeed tab, which shows live 
videos captured by users. Tapping into a video takes users to a page 
with more information about the incident, including additional 
video clips (if available), a list of updates, comments and reactions 
from other users, and the address on a map. In addition to local 
incidents, users can also choose to view incidents in other major 
cities or a “global” category; 5) the Notifcations tab lists a history 
of all reported incidents since the user joined the app. 

As of January 2022, Citizen is released in 60 cities or metro areas 
[25]. Citizen was made available in Atlanta in October 2020, and as 
of November 2020, was reported to have over 17,000 users [16]. 
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Table 1: Demographic Characteristics of Study Participants 

Participant Race Age Gender Length of Time Time Spent on Citizen 
ID Using Citizen Each Week 

P1 White 25-34 Female About 4 months 30 minutes-1 hour, maybe 
more 

P2 White 45-54 Female 7 months 10 minutes 

P3 Black 25-34 Female 5 weeks 60 minutes 

P4 White 25-34 Female 2 months About an hour 

P5 Undisclosed 35-44 Undisclosed Over a year 5 minutes 

P6 White and Native 
American 

35-44 Female 3-6 months 30 minutes or so 

P7 Asian or Pacifc Is-
lander 

35-44 Male 6 months 30 minutes 

P8 Hispanic or Latino/a 35-44 Male 6 months 30 minutes 

P9 White 25-34 Female 1.5 years 10-20 minutes 

P10 White 65-74 Male 3 months Only when notifed 

P11 White 35-44 Male 1.5 years 1.5 hours 

P12 White 35-44 Female 2 years 20 minutes 

P13 Black 18-24 Male Undisclosed 12 hours 

P14 Black 25-34 Male 6 months Undisclosed 

P15 Black 18-24 Male 2 years 10-15 minutes 

3.2 Data Collection 
3.2.1 User Interviews. Two members of the research team con-
ducted ffteen semi-structured Zoom [113] interviews with Citizen 
users who live in and around Atlanta. The frst twelve interviews 
were conducted between September and October 2021, and an ad-
ditional three interviews were conducted in June and July 2022 
targeting people of color so that our fndings would better refect 
the diversity of Atlanta. 

To recruit Atlanta users, we posted a screener survey on Nextdoor, 
Reddit, and Facebook, as these are sites where there is prior evidence 
of users engaging with local safety-related information [70, 90, 109]. 
There were 139 individuals who completed the initial screening 
survey. We followed up with 67 individuals and invited them for 
interviews. Twelve of these individuals completed the interviews. 
All but one of the participants we interviewed found our post on 
Nextdoor. The majority of people in this sample were between 35 
and 44 years old, female, and White. In our second round of recruit-
ment, we aimed to interview more people of color and posted our 
screening survey on subreddits and Facebook groups for Black col-
leges in Atlanta. We also posted on two diferent Nextdoor groups 
in predominantly Black neighborhoods. There were 72 individuals 
who completed the recruitment screening survey, 24 of whom self-
identifed as Black residents of Atlanta. We invited nine of these 

individuals for interviews, and conducted interviews with the three 
who accepted. 

Participants noted that they had used Citizen between 5 weeks 
and 2 years, with a rough average of 9.5 months (some partici-
pants did not give exact answers). Participants spent between fve 
minutes to 12 hours per week on the app, with a rough average 
of approximately 87.5 minutes per week (some participants did 
not give exact answers). Table 1 lists the demographics of all 15 
participants. Our participant sample includes the following: 53% of 
our participants identifed as female (n = 8) and 40% identifed as 
male (n = 6). One participant declined to specify their gender. 46.6% 
identifed as White, 6.6% identifed as Hispanic or Latino/a, 13.3% as 
Asian or Pacifc Islander, 20% as Black, and 6.6% identifed as White 
and Native American. Additionally, 1 participant declined to specify 
their race. Despite our targeted recruitment strategy, Black people 
were underrepresented in our sample. This may be for a number 
of reasons. Our research team could not fnd data about the racial 
makeup of Citizen users to determine whether our participants 
refect the broader population of Citizen users in Atlanta, but prior 
work suggests that Black people are less likely to use social media 
to fnd out about local crime activities [56]. Additionally, Black 
communities in Atlanta have been exploited by researchers and 
have high levels of distrust which has afected recruitment of this 
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population in the past [66]. In both the screening survey as well as 
follow-up emails to schedule the interview, we explained that all 
interviews would be recorded on Zoom, which may have biased 
our sample towards those participants who are more trusting of re-
searchers or feel more lax with privacy. There is an opportunity for 
future research to focus specifcally on Black population regarding 
their usage of the app. 

During interviews, we asked participants to describe: (1) the 
features they used, (2) their motivation for use, (3) how often they 
used each feature, and (4) their experience with that feature, includ-
ing the way it may have shaped their behaviors and beliefs. The 
interviews ranged from 21 minutes to 57 minutes, with the average 
interview length being 42.31 minutes (sd = 11.04 ). Each participant 
was compensated with a $30 e-gift card. 

3.2.2 Deceptive Design Patern Identification. Three members of 
the research team conducted an interface analysis to identify de-
ceptive design patterns employed by the Citizen app. Adapting a 
methodology used by Di Geronimo et al. [37] and Gunawan et al. 
[51], we recorded our interactions with Citizen by following six pre-
defned user scenarios. An iPhone X, an iPhone 13 mini, and a Pixel 
4a were used to record and interact with Citizen version 0.1100.0. 
Researchers recorded the scenarios in their city of residence, which 
included Atlanta as well as Seattle. Recording incidents in our city 
of residence was not only practical, but also enabled us to contex-
tualize the incidents we viewed on the app. The six user scenarios 
were selected to capture the diversity of ways that users can inter-
act with the app, which we learned from user interviews as well 
as the frst author’s use of the app for research purposes over the 
course of one year. 

User Scenarios: 
(1) Download and Setup: Download the application and allow 

alerts. Share your location data and enter your home address 
when prompted by the application. Share your contacts, and 
add 1-2 members of the research team to your Safety Net-
work. Navigate and explore all fve tabs at the bottom of the 
screen. Share, follow, and comment on one incident. 

(2) Incident Alert: The frst time you receive an alert, tap on 
the alert and explore the landing page. This alert may be 
about a contact who is added to your Safety Network. 

(3) Random Check: Explore the Home tab, the Safety Network 
tab, and the Notifcations tab. Customize the settings to your 
preference. 

(4) Broadcast Live Incident: Navigate to the Broadcast tab. 
Give the application permission to use the microphone and 
camera and start recording a live incident happening in the 
area (e.g. police cars or helicopters overhead). Submit the 
incident for moderators to review and stop recording. 

(5) Premium Use: Upgrade to the Citizen Protect feature and 
sign up for the free 30-day trial. 

(6) Delete and End Use: Turn of notifcations and delete friends 
from your Safety Network. Cancel the Citizen Protect sub-
scription. Delete account and remove the application from 
the phone. 

After recording our interactions with the app, we had a total 
of 18 videos with an average length of 3.35 minutes. We used an 
inductive approach [33] to identify deceptive design patterns since 

prior work has not yet examined deceptive design patterns in safety 
technologies. Using Mathur et al.’s defnition of deceptive design 
patterns [75] and a coding methodology adapted from Radesky et 
al. [87], three researchers independently watched the videos and 
identifed instances of monetization and reinforcement techniques 
which we believed modifed the underlying choice architecture 
for us as users. After removing duplicates, we had a total of 34 
usage experiences where we believed the design modifed the user’s 
choice architecture. It is important to note that we did not consider 
designer intent during this review– as Di Geronimo and colleagues 
note, “understanding designers’ intentions and ethical decisions is 
subjective and may lead to imprecision” [37, p.4]. Instead, we chose 
to assess what was presented in the user interface and whether or 
not those designs modifed the choice architecture for users [75]. 

3.3 Data Analysis 
Our data analysis process occurred in three stages: 1) analysis of 
the interview data; 2) analysis of the data from the interface review; 
and 3) integration of the two datasets. 

To identify themes in the frst twelve interview transcripts, four 
members of the research team, including the frst author, indepen-
dently coded the transcripts using Delve Tool [35]. The research 
team met for two weeks to develop the codebook – all disagree-
ments were resolved through discussion. The frst author grouped 
these codes into larger themes. Over the course of fve weeks, our 
research team met weekly to discuss, refne, and iterate on the codes 
as well as the emerging themes. After collecting our second round 
of interview data, our team members coded the transcripts using 
the existing codebook. During this second round, we generated one 
new code which led us to re-code older transcripts with this new 
code in mind. At the end of data analysis, we had 36 codes which 
were grouped into six overarching themes. 

To identify deceptive design patterns, the three members of the 
team who collected and identifed the usage experiences organized 
these usage experiences using afnity diagramming [52] in Miro 
Board [77]. Afnity diagramming is an inductive approach that al-
lows users to iteratively group data by theme. This process helped 
us identify six underlying deceptive design patterns which moti-
vated the usage experiences. We renamed these six patterns using 
existing nomenclature by consulting deceptive design pattern tax-
onomies from attention capture [79], e-commerce [74], and privacy 
[20] domains. The fnal set of six deceptive design patterns and ex-
amples of corresponding usage experiences are presented in Table 
2. 

The frst author integrated the two datasets by iteratively match-
ing on 1) feature and 2) concept. For example, interview data that 
discussed the Safety Network was integrated with data from the 
interface analysis related to the Safety Network, and interview data 
that discussed the concept of community was integrated with data 
from the interface analysis that was related to the community. After 
this matching process, two other members of the research team 
provided feedback on the integrated data. Collection and analysis 
of the two datasets occurred independently, and thus, not all decep-
tive design patterns were refected in the user interviews, and not 
all user experiences were infuenced by deceptive design patterns. 
We present our integrated data in the Results Section, sharing the 
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deceptive design patterns identifed by researchers as well as how 
those features did and did not infuence the user experience. 

4 RESULTS 
The Citizen interface creates an infated sense of danger while 
simultaneously positioning itself as a solution to that danger. We 
describe the interface components that create this efect and report 
on users’ experiences with these features. 

4.1 Manufacturing Anxiety 
The Citizen interface presents a stream of incidents that systemati-
cally include categories of events that do not pose a risk to the user. 
Participants consistently told us that they valued using Citizen but 
felt an increased sense of fear as a result of their engagement with 
the app. We document how the notifcation stream, lack of contex-
tual detail, and lack of community contributed to their increased 
sense that danger lurked around every corner. 

4.1.1 Interface Analysis: Indiscriminately Raising the Salience and 
Visibility of Safety Incidents. In reviewing the interface, we encoun-
tered fve types of incidents that were shared with users but did not 
present a threat to their safety. First, the app notifed users about 
incidents that were not proximate. For example, in one instance, 
the notifcation feed displayed an incident about a missing child 
from a neighboring state (see Figure 2e), and in another, it showed 
mass shootings from another part of the country. These incidents 
informed users about alarming incidents that were too far away to 
afect their personal safety but were presented alongside incidents 
that occurred nearby, expanding the set of alarming events that 
were shared with users. 

Second, we encountered incidents that were not a threat to pub-
lic safety and represented minimal or no risk to those who were 
not directly involved. For example, one incident alerted users of 
an “Occupied Stuck Elevator” (see Figure 2d). Third, we found that 
incidents persisted on the feed long after they were over. For ex-
ample, as shown in Figure 2f, users were shown information about 
a “Small Brush Fire” that had been extinguished nine hours prior. 
Videos shared on the Live Broadcast Tab appeared to persist for 24 
hours, even if the incident had been resolved. 

Fourth, the app encouraged users to add friends to their Safety 
Network (see Figure 3c), and upon doing so, people began receiving 
intermittent alerts about incidents that the app framed as relevant 
to their friends’ safety. For example, the frst author received notif-
cations that a friend was 0.5 miles away from a reported structure 
fre and, later, that the same friend was 1.1 miles away from a man 
reported to be armed with a gun and involved in a dispute (see Fig-
ure 3d). In a dense metropolitan city where nearly half of all adults 
live in a home with a gun [57], this may always be the case, but the 
alerts signaled to the user that there was reason to be concerned for 
the safety of a loved one, regardless of whether or not that loved 
one was actually in danger. 

Finally, we encountered incidents that did not provide enough 
information to determine whether or not the incident presented a 
safety threat. For example, one incident reported a “Man Threat-
ening Staf” without additional context, leaving the user unsure of 
how, if at all, the incident related to broader public safety concerns 
(see Figure 2d). Thus, the collective set of incidents documented 

events that might be reported as local news stories with few pre-
senting a plausible threat to the user’s safety. However, Citizen did 
not encourage users to consume content as local news; the app 
encouraged users to stay vigilant and maintain real-time aware-
ness of safety risks like "active shooters" by enabling alerts (see 
Figure 2a). Citizen required users to enable alerts in order to view 
their Notifcation Feed, manufacturing an artifcial dependency, 
what Mathur et al. call a forced action deceptive design pattern [74] 
(all deceptive design patterns are documented in Table 2). 

4.1.2 User Experience: Constant Notifications Manufacture Anxiety. 
All participants reported that Citizen increased their awareness 
of safety-related incidents in Atlanta. P10 described the app as an 
“electronic bubble of information” that heightens his awareness of 
his surroundings no matter where he goes. Citizen left participants 
feeling shocked at how many criminal incidents occur in the city, 
commenting on the number of car thefts (P8), fres (P11), and in-
stances of gun violence (P10). They expressed their dismay over 
the prevalence of danger saying things like, "there’s so much crime 
and you just don’t expect that" (P8), and they explained that this 
awareness developed through their use of Citizen, which had sur-
faced a backdrop of crime they had not previously realized existed. 
For example, P1 told us, "there’s a level of ignorance is bliss where, if 
you don’t know anything going on, you know everything seems safe 
and happy and then, when you add Citizen suddenly you’re aware 
that there’s danger around." 

Participants in our study viewed information from Citizen as 
reliable because of its unfltered nature. They trusted the reports 
because they came from police radio (P8, P12) and perceived inci-
dents to be devoid of the extra commentary (P1), "sensation" (P5), 
and political slant (P7) that they associated with local news and 
social media posts (P10, P8, P11, P7, P1, P5). 

However, the afordance that participants found most valuable 
was Citizen’s ability to provide hyper-local, real-time information. 
Participants P3, P10, and P4 all shared that they were alerted about 
incidents that they could see happening outside their house or 
gunshots that they could hear in their neighborhood, incidents they 
perceived as relevant to their safety but too minor to be reported 
on the news. P10 shared that these alerts helped him "know what to 
do" and which places to avoid at what time, and P13 liked that he 
can fnd out about crime "immediately". P5 put it succinctly, "I just 
want to know, like locally, just straight up what’s going on near me." 
As these examples illustrate, for our participants, the core use case 
for Citizen is to cultivate a real-time awareness of nearby events 
that might afect their safety. 

Although participants appreciated the increased awareness that 
came with using Citizen, they also said that the frequency of alerts 
was “stressful” (P9) and “anxiety-inducing” (P6). This is consistent 
with what users have shared on product reviews of the app [59]. 
Participants received fve to ffteen alerts per day, with the infux 
becoming “really crazy” at night (P8). The incidents that participants 
felt were the least helpful were ones that were “far, far away” (P3) or 
inconsequential to their personal safety. P11, for example, guessed 
that maybe “one out of 20 [incident notifcations] is actually useful” 
because “unless you’re within half a mile or a quarter-mile away 
from me, I really don’t care.” P3 and P12 felt similarly, voicing that it 
was “annoying” (P3) to receive so many “random notifcations about 
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(a) (b) (c) (d) (e) 

(f) (g) 

Figure 2: Users are encouraged to allow incident alerts from the Citizen App (a). Upon receiving an alert (b), users can tap 
it to view the story, view other nearby alerts on a map (c), or view a list of recent notifcations (d). While our research team 
mostly received local notifcations (e.g., within 5 miles), (e) shows a notifcation about an Amber Alert of a missing child from a 
diferent state. (f) displays a list of incidents that are "Further Away" and (g) shows a video on the Live Broadcast tab of a fre 
that had been resolved hours ago. 

things that are not happening within my vicinity” (P12). Participants 
reported that they often received notifcations about “fres” (P11) 
and “helicopters” (P9) that they did not care about, and P6 shared 
that Citizen alerts her about “a whole bunch of fuf, if you will, 
you know unnecessary calls to the police.” Participants expressed 
frustration with excessive alerts that depict “all this crime, but it’s 
actually not, and then it makes it not as useful, like the boy who cried 
wolf ” (P9). 

For some participants, the excessive notifcations manufactured 
what they perceived to be an unnecessary sense of fear. For exam-
ple, P2 explained that “there’s always a little action right around me 
because I’m by Edgewood, and there’s kind of a lot of crap going on in 
Edgewood, so [the constant stream of notifcations] just has me super 
paranoid.” Other participants shared that they expected crime in a 
big city but seeing so much of it was "scary" (P4), "anxiety-inducing" 
(P6), and "not for the faint of heart" (P8). P6 described this phenom-
enon by explaining that, because of Citizen, she hears about “every 
little teeny tiny thing, whether it’s true or not. . . instead of like hearing 

the things that actually matter, I see all of these diferent things that 
are probably not a concern. But then it’s like it’s overwhelming to see 
like, ‘wow, 15 diferent things have happened within a mile from me.’” 
P12 agreed, describing the app as "alarmist". 

Participants suggested ways that the app might scale back ir-
relevant notifcations and prioritize relevant ones, and as a result, 
inspire fear only when warranted. For example, P5 refected on the 
diference between violent and nonviolent crimes with respect to 
his safety, and P9 explained that Citizen needed to be more discern-
ing about the “diference in severity” between incidents. She wished 
there were “more ways to break down when you would get notifca-
tions and about what types. . . like I don’t want a notifcation about a 
trafc accident but, like, I would like to know if there’s a shooting right 
across the street, or if there was a break in near my complex within 
you know, a mile or two.” P11 suggested that Citizen implement a 
“geofence” so that he would only be alerted about notifcations that 
were proximate. Although users did not seem to be aware of the 
forced action deceptive design pattern, the requirement to enable 
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(a) (b) (c) (d) (e) 

Figure 3: During the onboarding process, users are invited to add optional emergency contacts. To do so, they are required to 
grant Citizen access to their phone’s contacts (a). Users are required to share their location in order to access the app’s incident 
map (b) and required to add friends from their contacts to use the Safety Network (c). Once they’ve added friends to the Safety 
Network, they can view their friends’ current location and battery life on the Safety Network tab (d). When one of their contacts 
joins Citizen, the user receives a notifcation prompting them to connect with their contact (e). 

alerts in order to view the Notifcation Feed disempowered users of, like, you know somebody like looking into a car, like, I question 
from choosing how and when they would like to view incident is like—was it a black person looking into their own car? [Or] was it 
information. actually somebody, like, checking car handles and trying to break into 

cars?” Similarly, P11 knows “a lot of ‘Karens’ 1 in the neighborhood” 
4.1.3 User Experience: Lack of Context and Qality-Control Inspires who are quick to call 911, thereby infating the Notifcation Feed 
Unwarranted Concern. Participants shared that the lack of contex- with biased incidents that may nevertheless inspire concern. tual information made it difcult to discern whether an incident 
was cause for concern and wanted Citizen to surface details that 4.1.4 User Experience: Lack of Community Limits Users’ Resilience 
would enable them to make this judgment more readily. P1, for to Fear. Participants in the study infrequently interacted with other 
example, said, users on Citizen. Twelve participants shared that they had never 

“It’s very important to be able to separate. . .what’s posted on Citizen. P1 talked about how her contributions to the 
real, what’s a threat, and what’s not, because at the app consisted of once adding a “sad emoji” reaction while P11 de-
end of the day, if you get into a fght with your boyfriend scribed Citizen as a platform where people did not “make lifelong 
inside your house and you call the police, I’m very sad friendships.” Participants cited the following deterrents for con-
for you and I hope that you’re okay, but, I don’t need necting with other users: personal preference in using the app for 
to see an alert on my app that there is a report of like, quick news alerts (P1), online anonymity (P4), and high amounts 
you know, ‘brawl in the street,’ and like, ‘someone of negative content which made it a difcult place to “hang out” 
with a knife chasing a woman’ because then I get wor- (P1). Participants said they encountered more community-building 
ried. . . and so I think that there’s a way of making it activities on other platforms, such as Nextdoor and Facebook. P1 
objective versus just the over-inundation of informa- talked about how she turns to Nextdoor and Facebook for “per-
tion that then causes you to not trust it or not wanting sonal color commentary” to augment the reports she sees on Citizen. 
to know.” She explained that this commentary enables her to have “a more 

complete picture” of what was happening in her neighborhood, and As P1’s quote illustrates, participants perceived lack of context made 
made it “a lot easier to live with that danger that you [she] know[s] it difcult to diferentiate between private incidents and threats to 
about from Citizen.” Refecting on the impact of the “personal color public safety, contributing to unnecessary fear. In other examples, 
commentary,” she shared: P11 described an incident where the Atlanta Police Department 

was conducting a drill, but Citizen incorrectly transcribed it as “It does make it less scary. . .when you add [start us-
a “full-on open assault, like, shooting between two diferent parties” ing] Citizen, suddenly you’re aware that there’s dan-
which led to alarm throughout the neighborhood (as witnessed by ger around you but you don’t know exactly who or 
P11 in the comments). These kinds of incidents prompted requests how or why that danger exists, you just know that 
for "quality-control" (P12) and "a little fact-checking" (P9). 

Participants also speculated that this lack of quality control, 1Karen refers to the 2020 “Karen” meme caricaturing white women who typically 
overreact and escalate situations including making threats to involve the police or fact-checking, and context led to consuming culturally and racially abusing grocery store workers for mask-wearing policies. The meme is often associated 

biased information. P9 refected on this concern saying, “The issues with white supremacy [81]. 
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Table 2: Deceptive Design Patterns Employed by Citizen 

Deceptive De-
sign Pattern 

Defnition Example Within Citizen Infuence on User Experience Domain 

Social Invest-
ment 

The use of social metrics to reward 
users for their engagement and in-
centivize continued use 

Sharing the number of nearby users 
who would presumably view, re-
act, and comment to user-uploaded 
videos 

N/A Attention Cap-
ture [79] 

Obstruction Making a certain action harder than 
it needs to be in order to dissuade 
users from taking that action 

A hidden "Skip" button needed to 
avoid premium upgrade 

N/A E-commerce 
[74] 

Misdirection The use of language, visuals, and 
emotions to guide users toward 
or away from making a particular 
choice 

A foating button to upgrade to Cit-
izen Protect overlaid on safety noti-
fcations and videos 

N/A E-commerce 
[74] 

Forced Action Requiring users to take certain tan-
gential actions to complete their 
tasks 

A requirement to enable alerts in 
order to view the Notifcation Feed 

Users enabled alerts and received 
information that was not always rel-
evant to their safety concerns 

Privacy [74] 

Publish Sharing personal data publicly An alert that notifes users that a 
contact has joined Citizen without 
informing that contact 

Users added contacts to their Safety 
Network and received alerts about 
contacts that were not always rele-
vant to their safety concerns 

Privacy [20] 

Obscure Making it challenging for users to 
learn how their personal data is col-
lected, stored, and/or processed 

The lack of transparency about 
what personal data is collected and 
how it is stored 

Users did not trust Citizen and felt 
reluctant to share information with 
the application 

Privacy [20] 

Note: Citizen employs known deceptive design patterns from attention capture, privacy, and e-commerce domains. 

it is, and then with Nextdoor you get a little more 
understanding of why this person is waving a gun on 
the corner and that if you drive through they’re not 
going to shoot out your window, like, they’re really 
pissed at their ex-husband.” 

As this story illustrates, participants saw the interpersonal com-
munication that occurs on other platforms as humanizing and po-
tentially mitigating fear of crime. One participant shared that the 
lack of online community on Citizen left few chances for users to 
“make sense of what are the motivations and the kinds of things that 
may be incentivizing that kind of behavior” leading users on Citizen 
to be more “apathetic” than “empathetic” in their comments (P5). 
While one participant said that he liked that the comments were 
uncensored (P11), others said they found the comments “gross” (P4, 
P5), “unkind” (P4), “violent” (P5), and “racist” (P11). 

4.2 Ofering a Solution to Users’ Heightened 
Safety Needs 

Despite the frustration and anxiety that users reported, they also 
felt it was important to keep using the app to better manage their 
own safety (P2, P9, P1, P14). The users we interviewed were not 
unaware of the negative impacts of using Citizen, but felt beholden 
to the application. Since downloading Citizen, P14 described having 
a constant urge to know “what’s really going on” including checking 
whether a place he is in is “secure.” P2 shared that she felt “beholden 

. 

to these sound alerts that instill panic. It’s like Pavlov’s dog: you hear 
the bell and you have a reaction; it’s visceral. . . I feel like a slave to 
it but it’s the only way I’m going to be able to control my safety as 
much as I can.” Others agreed—P9 voiced that she has gone back 
and forth on whether or not to delete the app because it induces 
anxiety, but decided not to get rid of it because it provided her with 
valuable information. 

Thus, we found that Citizen became both a source of and a 
solution to anxiety for our participants. Here, we examine the 
interface features that position Citizen as a solution and the steps— 
both with and without the app—users took to manage their safety. 

4.2.1 Interface Analysis: Encouraging the Use of Lucrative Features 
Which Promise Protection. Citizen ofers users three features for 
their protection, their loved ones’ protection, and their community’s 
protection: Citizen Protect, Safety Network, and Live Broadcast. 
These three features are also proftable, helping the company gain 
users’ money, data, and attention. 

Citizen Protect is Citizen’s premium feature which was launched 
in 2021. The feature ofers users the option to contact Citizen em-
ployees, known as Protect Agents, who can monitor the user’s 
surroundings, contact frst responders when situations escalate, 
alert users’ emergency contacts, and create new incidents on behalf 
of a user to alert nearby users of the app. Citizen Protect is promoted 
as a tool that brings people together to watch out for each other 
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(a) (b) (c) (d) (e) 

Figure 4: The Citizen Protect feature is frst advertised to users during the onboarding process (a) (b). In-app advertisements 
highlight the benefts of using Protect and spotlight ”success stories” such as fnding missing pets (c) or people (d). There is also 
a foating blue button to sign up for Citizen Protect that is constantly visible in the lower right corner of the screen (e). 

[27]. In-app advertisements give the example of a Protect Agent 
creating an incident to alert nearby users about a missing pet and 
the nearby users responding en masse (see Figure 4c). Researchers 
found this vision of mobilizing users reminiscent of Citizen’s prior 
avatar as the Vigilante app. Although the app is free, we found 
that Citizen aggressively advertises its premium features with the 
use of deceptive design patterns. For example, the Citizen Protect 
feature is advertised twice to new users during the sign-up process. 
In the latter instance, researchers noted the hidden “Skip” button 
which made it particularly challenging to bypass the advertisement, 
an example of a deceptive design pattern called obstruction [74]. 
The most egregious deceptive design pattern, however, is a foating 
button to sign up for Citizen Protect which is overlaid on each 
screen, constantly visible as users scroll through videos and notif-
cations, many of which do not present any threat to users’ safety 
but heighten fear nonetheless (see Figure 4e). We saw this as an 
example of a misdirection deceptive design pattern, a button which 
supports Citizen in translating heightened awareness and anxiety 
about safety into purchases. Users can purchase an individual or a 
family plan. 

Citizen also encourages users to monitor their friends and fam-
ily’s safety by adding contacts to their Safety Network. To take 
advantage of this feature, Citizen requires users to share their en-
tire contact list with the app (see Figure 3a). There is no option to 
add contacts individually, an example of a forced action deceptive 
design pattern [74] because it creates a false dependency. If users 
choose to share their contacts, Citizen will alert all contacts who are 
existing Citizen users that their friend has joined the app without 
informing the user. This alert encourages contacts to add the user 
to their Safety Network and share location data with the user (see 
Figure 3e). We saw this as an example of publish, a privacy decep-
tive design pattern, [20] where information about an individual is 
shared without their consent or knowledge. This deceptive design 
pattern has the potential to exponentially increase new users for 
Citizen. Researchers also discovered that the app collected data 

about the user without their knowledge, including data about the 
user’s heart rate and about their mobile device’s battery life. Battery 
life information was shared with friends on the Safety Network 
without consent. These are examples of privacy deceptive design 
patterns which obscure what data is being collected and how [20]. 

The app describes Live Broadcast as a feature that allows users 
to create and share videos in order to “spread awareness of safety 
incidents with your community in real-time.” Citizen nudges users 
with verbal cues and displays the number of nearby users (who 
would presumably see the live video) (see Figure 1c, Figure 2c). We 
see this as an example of a social investment deceptive design pattern 
because it encourages the use of the app through social metrics such 
as the potential number of reactions, comments, and views to user-
uploaded videos [79]. Researchers also documented one instance 
where users were prompted with the notifcation: “Go Live. 600 feet 
away. Hit-and-Run Collision. Tap to update your community” (see 
Figure 1e). The research team found this notifcation particularly 
challenging to reconcile with the app’s mission to support user 
safety [27]. User-generated broadcasts were used to capture and 
engage users’ attention. For example, one researcher received an 
alert that there was a “live video at the scene”, to encourage viewing 
a video of an overturned car after a collision. Each video was also 
overlaid with users’ comments, reactions, and a pulsating share 
button to encourage users to share the video via text or social media. 

4.2.2 User Experience: A Heightened Need for Safety Requires Ac-
tion. Sensitized to the risks around them, users engaged Citizen’s 
features for protection in two ways and responded individually, 
taking matters into their own hands, in many ways. 

While we did not speak to any participants who had used Citizen 
Protect or Live Broadcast and could not evaluate the infuence of 
the obstruction, misdirection, or social investment deceptive design 
patterns, we did speak to four participants who added friends to 
their Safety Networks (P1, P3, P4, P6). P6 mentioned that he has a 
very diverse group of friends, and given the racially-charged politi-
cal climate, he appreciated the ability to make sure they were safe. 
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P3 similarly appreciated being able to track her family members’ 
locations. P1 downloaded the Citizen app when her friend invited 
her to join her Safety Network due to the publish deceptive design 
pattern. While P1 valued the information she received from the 
app, she decided to turn on “Ghost Mode” because alerts about P1’s 
nearby incidents were causing her friend undue stress and anxiety. 

Taking advantage of the information on Citizen, we observed 
how some participants began engaging in detective work. A Citi-
zen post helped P14, an undergraduate student, create awareness 
about his missing friend. Other students on his campus also used 
the app, and P14 found that the comment section provided useful 
and comforting information when his friend went missing. Some 
participants viewed incidents on Citizen and cross-referenced that 
information on other platforms to get more context (P6, P4, P1, P9). 
P9, for example, was able to collect more information about a neigh-
bor’s missing car using Citizen and Facebook, while P4 was able 
to locate a Nextdoor neighbor’s missing mail by cross-referencing 
information from Citizen. 

Others did not feel as comfortable relying on Citizen because 
they worried about sharing location data with the app (P9, P12, 
P15, P11). P11 changed his settings so that he was only sharing his 
location when he was using the app because he assumed Citizen 
had to make money, and they must be doing something with his 
data that he was unaware of. P12 lives in an apartment complex 
where she knows there is gang activity. However, she admitted that 
she no longer feels comfortable calling 911 because she worries 
identifable information might be leaked onto Citizen. She said, “I 
can’t believe I question now calling 911..it made me think to have 
like who has access to 911 recordings now?” Although users did not 
seem to be aware of specifc deceptive design patterns, the lack of 
transparency about Citizen’s privacy policy due to design decisions 
such as the obscure deceptive design pattern disempowered users 
from taking actions that might protect their safety. 

In addition to relying on Citizen, many participants took matters 
into their own hands and began carrying tasers (P9), guns (P12), 
knives (P2), mace (P9, P2) and investing in new home security sys-
tems (P9, P12, P7). Others began avoiding certain sub-populations 
perceived as dangerous. A small group of participants shared that 
their use of the app led to an increased fear of individuals who are 
homeless (P1), mentally ill (P2), Black teenagers (P2), and “Black 
men” (P4). P12 felt that she sees so many crime-related incidents 
with such little context that her mind can’t help but draw conclu-
sions about who is committing these crimes. P1 refected that: 

"Before I downloaded Citizen when I would see home-
less people in the park I wouldn’t think anything of 
it, you know they’re there sleeping, this is a soft rela-
tively private place for you to lay your head tonight, 
and I would go on my way. Since downloading Citi-
zen, I will leave a little more space, and I will look in 
those bushes a little more like, ‘is there, someone that 
could potentially be right there waiting to pounce?’" 

For P11, Citizen brought to light the city’s “vagrancy problem” and 
the sense that more police activity and local leadership is needed. 

Almost every participant began avoiding certain areas of the city 
that they perceived as dangerous. Participants mentioned changing 
the routes they drove (P8), the routes they walked at night (P2, P6, 

P9, P11, P4), and the businesses they frequented (P9, P11). Based 
on the incidents that participants viewed on the app, they began to 
create mental models of “hot pockets” (P6) in the city to avoid. P8, 
for example, said that after seeing the same street names, again and 
again, she began avoiding those areas. Similarly, P11 described how 
he used Citizen to fgure out if he should “avoid that section of town” 
for the day. Furthermore, these mental models persisted beyond 
just the usage of the app. P4, for example, no longer attends the 
Castleberry art walk because she now associates that neighborhood 
with crime, and P2 said she no longer goes out for walks alone after 
six pm. For others, the data from the app has infuenced long-term 
decisions like where to buy a house (P7, P8) and whether it makes 
sense to move to another state altogether (P10, P2). The areas that 
participants mentioned as “hot pockets” of crime include Castleberry 
Hill, home to one of the highest concentrations of Black-owned 
land and businesses in the country, and Mechanicsville, where the 
vibrant and predominantly Black community of the 1950s has since 
diminished largely due to misguided urban renewal [1, 5]. 

5 DISCUSSION 

5.1 The Power of Deceptive Infrastructure 
In 2021, HCI researchers Westin and Chiasson introduced the con-
cept of dark digital infrastructure [108]. They observed that exam-
ining individual features in isolation neglects the ways in which 
these features interact with each other and with larger social and 
psychological factors [89, 108]. A narrow focus on individual fea-
tures limits researchers’ ability to fully understand the impacts 
of these designs. To account for this oversight, Westin and Chias-
son use “dark infrastructure” to refer to the larger sociotechnical 
machinery—built on deceptive design patterns—that undermines 
user agency at scale [108]. In our review of the Citizen app, we 
similarly observed that a feature-level analysis did not capture the 
full extent to which Citizen’s interface can modify users’ choice 
architecture. Here, we consider how the deceptive design patterns 
we identifed in Citizen might intersect with cognitive biases and 
sociocultural contexts to produce dark infrastructure. We refer to 
dark infrastructure as “deceptive infrastructure” to avoid confating 
the racialized term “dark” with problematic behavior. 

5.1.1 Deceptive Design Paterns and Cognitive Biases. In 2014, Face-
book notoriously conducted an experiment to understand how 
users’ emotional states are infuenced by the emotional valence 
of the content on their feeds [61]. While this study was highly 
controversial, it is not the only example of technology manipulat-
ing users’ emotional states at scale [107, 108]. Our results describe 
how Citizen modifes users’ choice architecture by sharing infor-
mation that does not present a threat to users’ safety, but heightens 
anxiety and fear nonetheless. While individual deceptive design 
patterns (like requiring users to enable notifcations) may seem 
relatively innocuous, we found that over time they created high 
emotional costs for participants in our study who described their 
experience as “scary,” “anxiety-inducing,” “stressful,” “frustrating,” 
and “paranoia”-inducing. 

Attentional bias is a type of cognitive bias where people dispro-
portionately attend to emotionally evocative information due to 
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Figure 5: We propose an expansion to the Mathur et al. taxonomy of harm [75]. Light blue items are taken from the existing 
taxonomy; dark blue items are our proposed additions. All icons are taken from Flaticon [49]. 

the evolutionary importance of early and fast processing of threat-
related information [60]. Given the potential for deceptive design 
patterns to exploit users’ cognitive biases [74, 105], we hypothe-
size that attentional bias may explain why safety incidents evoked 
strong emotional responses even when they did not present a threat 
to user safety. Attentional bias suggests a lowered threshold for 
modifying users’ choice architecture with safety information, and 
a highly-cited meta-review of attentional bias found that increased 
exposure to negatively valenced content has a causal, bidirectional, 
and mutually reinforcing relationship with anxiety [104]. The inter-
actions between individual deceptive design patterns and cognitive 
biases may thus create a deceptive infrastructure that leaves users 
vulnerable to manipulation and creates emotional costs that persist 
even after users log of [96]. 

5.1.2 Deceptive Design Paterns and Sociocultural Contexts. We 
identify the potential for deceptive design patterns to interact with 
the cultural and social contexts within which they exist to sys-
tematically reproduce negative stereotypes and reinforce cultural 
biases. Interviewees reported instances of racism in the comments 
section of the app and shared that the fear of crime left them feeling 
increasingly distrustful and suspicious of strangers, particularly 
Black men and unhoused individuals. This is not surprising given 
that decades of research has established that the fear of crime is 
not expressed neutrally, and in the United States, is likely to be 
directed in ways that refect existing biases against Black people 
[40]. The fear of crime is closely associated with a narrative of Black 
criminality [40, 106], leading to, for example, the policing, profl-
ing, and surveillance of Black, Brown, and low-income populations 
[12, 45, 63, 70, 82]. 

Citizen is one of many technologies that interact with their cul-
tural and social contexts in ways that disproportionately impact 

vulnerable and historically marginalized populations. Technologies 
used by millions of users to discover new restaurants (Yelp) or buy 
and sell homes (Zillow) proft of of users’ engagement even as that 
engagement contributes to the reproduction of racial biases and 
gentrifcation [29, 114]. Researchers have documented the incon-
sistent enforcement of online racism on Reddit due to an interest 
in protecting user engagement on the platform [109] and children 
from lower socioeconomic backgrounds have been found to play 
apps with more deceptive designs [87]. These examples all point 
to the potential for deceptive design patterns to interact with so-
ciocultural contexts to reproduce implicit biases and stereotypes 
that systematically harm vulnerable and historically marginalized 
populations. 

5.1.3 Expanding the Taxonomy of Harm. In a 2021 meta-review of 
the literature, Mathur et al. identifed individual and collective wel-
fare as overarching normative concerns that underlie the discussion 
on deceptive design patterns [75]. They ofer a taxonomy of harms 
organized under these two categories with the hope of providing 
researchers with a common language to explain why deceptive 
design patterns are of import and concern [75]. Their review of the 
literature fnds that deceptive design patterns have the potential 
to harm individual welfare through fnancial loss, invasion of pri-
vacy, and cognitive burdens. They also have the potential to harm 
collective welfare through decreased competition, reduced price 
transparency, distrust in the market, and unanticipated societal 
consequences (see Figure 5). 

In light of our results, we propose the need to expand this tax-
onomy to include emotional load as harm to individual welfare. 
Emotional load is defned as the emotional cost borne by users 
due to a technology’s deceptive infrastructure. We see the need for 
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researchers to begin systematically documenting this harm; leverag-
ing empirically validated measures from psychology to identify and 
measure complex emotions such as fear can support researchers in 
this endeavor. As an example, Westin and Chiasson use an empir-
ically validated scale to measure users’ “fear of missing out” and 
the role that deceptive infrastructure plays in producing this fear 
[108]. 

Unlike individual welfare which has been a core focus for decep-
tive design pattern research, collective welfare has received little 
attention [75]. This is an oversight given the ways that technologies 
can interact with social and cultural contexts to reproduce harm 
for whole sub-populations. We propose an expansion of Mathur 
et al.’s taxonomy to include social injustice as harm to collective 
welfare. Social injustice refers to the inequitable distribution of 
harms and benefts in society [39]. This is distinct from harm due to 
unanticipated societal consequences, which are harms that designers 
are unable to predict. Mathur et al. give the example of Cambridge 
Analytica’s use of personal data from Facebook to initiate a disin-
formation campaign to infuence the 2016 U.S. presidential election 
[75] as an unanticipated societal consequence. In contrast, social 
injustice can be identifed and documented in design using frame-
works such as those proposed by Costanza-Chock [30] and Dom-
browski et al. [39]. As an example, Corbett engages a social justice 
framework proposed by Dombrowski et al. to identify the ways 
that commercially available technologies can reproduce and resist 
gentrifcation [29]. By expanding the taxonomy of harm to include 
social injustice, we hope to draw attention to the ways that de-
ceptive infrastructure can contribute to harm to some populations 
while benefting others. 

The Federal Trade Commission (FTC) is an independent govern-
ment agency whose mission is to promote competition and protect 
consumers from unfair or deceptive practices [102]. It has a long 
history of investigating and regulating seller behavior which “un-
reasonably creates or takes advantage of an obstacle to the free 
exercise of consumer decision-making” [11]. In such cases, the FTC 
evaluates whether the seller’s behavior “causes or is likely to cause 
substantial injury to consumers which is not reasonably avoidable 
by consumers themselves and not outweighed by countervailing 
benefts to consumers or to competition” [2]. Not only does the 
FTC have the authority to regulate such behavior, but it can also 
provide remedies for "signifcant injuries," such as fnancial losses 
[86]. In recent years, the FTC has requested feedback on proposals 
to regulate how companies collect and store user data [3] and how 
they hide fees [4], for example. By expanding the taxonomy of 
harm, we hope to raise these issues as critical for researchers to 
document and for the FTC to start investigating. 

5.2 Dismantling the Deceptive Infrastructure of 
Safety 

With a heightened awareness of how deceptive design patterns in-
teract with human biases and sociocultural contexts, designers can 
better account for the potential harm caused by the technologies 
they create. In this section, we ofer recommendations that demon-
strate how an awareness of deceptive infrastructure can be trans-
lated into concrete design suggestions. These suggestions would 

not have been possible if we had focused narrowly on feature-level 
patterns. 

(1) Empowering Users to Selectively Engage With Safety Infor-
mation. Because users disproportionately attend to safety 
information even if it does not present a threat to their safety 
[115], it is critical that design empowers users to selectively 
engage. Participants voiced a need to flter the information 
they received. They suggested features like a geofence as well 
as the ability to discriminate between violent and nonvio-
lent incidents. Safety applications could additionally provide 
users the option to flter for ongoing incidents or ones oc-
curring in public rather than in private spaces. Furthermore, 
implementing processes to verify reported incidents and 
sharing that process transparently can help users assess the 
potential threat an incident poses. 

(2) Contextualizing Danger Over Place and Time. Presenting an 
authoritative and singular representation of place that is 
governed entirely by crime can make it easy for users to feel 
scared and default to unexamined assumptions about a place 
and the people who live there [62]. Providing users with 
feeds that refect not just crime, but a diversity of events 
can help users maintain perspective. For example, alongside 
stories that highlight criminal incidents, platforms could 
also share community events, highlight instances of collabo-
ration, or celebrate individual members of the community. 
This type of diversity can support users in developing a 
more nuanced understanding of place and people. Further-
more, longitudinal data can help contextualize individual 
incidents. For example, property crime in Atlanta has de-
creased steadily and dramatically between 2009 and 2021, 
and violent crime has decreased signifcantly since 2009, 
with a slight uptick between 2018 and 2021 that nevertheless 
remains lower than any year 2017 or earlier [53]. Design 
which communicates these longitudinal trends can support 
users in contextualizing safety incidents within a longer time 
frame. 

(3) Actively Dismantling Cultural Stereotypes. Decades of re-
search on implicit biases and cultural stereotypes have docu-
mented the ways that Blackness is associated with criminal-
ity in US culture [34, 40, 106]. Black people are more likely 
to be characterized by White people as violent and perceived 
as more likely to engage in criminal activity than White peo-
ple [101]. As evidenced by Facebook [90, 91], Reddit [109], 
Nextdoor [63, 70], and WhatsApp [78], safety technologies 
that do not actively engage with these stereotypes risk re-
producing them. Design, however, can play an active role in 
dismantling cultural stereotypes through the use of evidence-
based strategies, such as by promoting counter narratives 
and embedding opportunities for media literacy training 
[88]. Prior research by Jessa Dickinson and colleagues, for 
example, have designed safety technology for street outreach 
workers to support the dissemination of counter-narratives 
[38]. 

(4) Channeling Fear Productively. Engaging with safety infor-
mation is likely to inspire fear [104], but that fear can be 
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channeled in ways that strengthen the community. Col-
lective efcacy is a measure of a community’s level of so-
cial cohesion and how efectively that social cohesion can 
be mobilized towards a common goal [43, 94, 95]. Collec-
tive efcacy is a robust predictor of lower rates of violence 
[95] and increasing collective efcacy is a well-established 
strategy when designing for community crime prevention 
[42, 43, 58, 69]. Supporting collective efcacy both online 
and ofine can empower users to channel their fear in pro-
ductive ways. For example, designers can ofer features to 
organize support for victims after a safety incident or fea-
tures that encourage users to connect with local nonprofts. 
These evidence-based strategies both increase collective ef-
fcacy and empower individuals to channel fear towards 
eforts that strengthen a community [43, 93, 100]. Without 
such channels, users default to individual responses which 
ultimately create suspicion and distrust [28] and decrease 
feelings of safety [98]. 

5.3 Limitations 
There are a few limitations of this study. First, 12 of the 15 user 
interviews were done almost a year prior to the interface analysis of 
the application. While the main functionalities of the app remained 
the same, the frst author who used Citizen for the duration of the 
study did note some incongruence. For example, by the time we 
conducted the interface analysis, Citizen appeared to be advertising 
Citizen Protect more aggressively and using nudges to encourage 
users to Live Broadcast. We hypothesize that the reason we were 
not able to interview users who had broadcasted or used Citizen 
Protect is that these were not popular features at the time the 
interviews were conducted, due to their limited advertising. This 
data would have further illuminated the ways that deceptive design 
patterns can create purchase pressure. Future work could contribute 
meaningfully by taking a longitudinal approach to understanding 
how the infuence of deceptive design patterns evolves over time. 

A second limitation is the lack of precision in understanding 
users’ emotional states. Participants used words like stress, worry, 
insecurity, anxiety, fear, and paranoia interchangeably, limiting our 
ability to specify the exact nature of the user experience. For this 
reason, we suggest future work draw on methods from psychol-
ogy to precisely defne the infuence technologies have on users’ 
emotional states. 

Third, our fndings are unique to Atlanta users in 2020 and 2021. 
Users from diferent cities at diferent time periods may have very 
diferent experiences with the application. Since companies often 
conduct A/B testing which provides some users with views that 
difer from views presented to other users, even the participants we 
spoke to may have had diferent views of the application. For this 
reason, we suggest that future investigations of deceptive design 
patterns using case methods clearly communicate the bounds of 
the case and refrain from generalizing beyond those bounds. 

Fourth, consistent with prior literature on deceptive design pat-
terns [37, 74, 87], the research team conducted an interface analysis 
of the Citizen app. However, this approach likely limited the num-
ber of patterns that we were able to identify since the review was 
restricted by the experience of three users. Further, because the 

user interviews were conducted prior to the interface analysis, we 
may have attended more to features that were discussed by users, 
including incident alerts and feeds. Future work can account for 
these limitations by supplementing researcher reviews with users’ 
posts and comments directly from the application. This may be 
especially useful to identify deceptive design patterns in domains 
that are understudied. 

Finally, as with other interview-based research, our data is self-
reported. Participants could have misremembered, selectively shared 
information, or may have interpreted past experiences and emo-
tions diferently than how they were originally experienced. Par-
ticipants may have been especially hesitant to share the negative 
infuences of Citizen on their emotional states or behavior due to 
the heightened vulnerability that such responses demand. 

6 CONCLUSION 
Our goal in this paper was to investigate how deceptive design 
patterns manifest in safety technologies and how they infuence 
the user experience. We conducted a case study of the Citizen app, 
a commercially-available location-based crime alert technology. By 
triangulating interview data with an interface review of the app, 
we fnd that feature-level deceptive design patterns interact with 
sociocultural factors and cognitive biases to create unique harms to 
both individual and collective welfare. This work contributes to an 
emerging discussion about deceptive infrastructure. We propose 
an expansion to Mathur et al.’s existing taxonomy of harm to in-
clude emotional load and social injustice and ofer suggestions for 
designers interested in dismantling the deceptive infrastructure of 
safety technologies. 
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