Funds of Knowledge used by Adolescents of Color in Scaffolded Sensemaking around Algorithmic Fairness
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ABSTRACT
With the ubiquity of computing technologies, adolescents are increasingly affected by algorithmic biases. While previous work provides insights into adolescents’ perceptions of algorithmic bias, few provide guidance on how to engage adolescents in discourse on algorithmic bias that prioritizes both their agency and safety. To address this, we developed and conducted group discussions and design activities based on three scenarios of algorithmic bias with 15 adolescents of color (ages 15-17) in a summer academic program in the United States targeted at students from families with low-income backgrounds or who would be the first in their family to pursue post-secondary education. When sensemaking, all participants considered factors beyond the scenarios, using their situated knowledge to contextualize perceptions of unfairness. They also considered sources of bias and impacts of unfairness at different levels of individuals, communities, and society. However, when designing solutions, they tended to design for hypothetical “average users” instead of considering nuances of user populations. We offer insights for algorithmic fairness learning experiences that support situated reasoning in adolescents.
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1 INTRODUCTION
While computing provides immense benefits, it can also amplify oppression [4, 48, 52]. Prior work has explored youth and adolescents’ perceptions of algorithmic bias, largely in the context of artificial intelligence (AI). Researchers observed that children often overly trust AI agents, limiting their ability to critically analyze AI technologies [20, 30, 41, 60, 64, 71]. Others discovered that with some instruction, children were capable of identifying unfair treatment from AI [22]. In contrast, Lee et al. [38] found that adolescents had both positive and negative intuitions around biased algorithms, no longer overwhelmingly positive like in younger children. These distinctions between children and adolescents mirror distinctions in conceptions of fairness with age and development. Adolescents often examine contextual factors at various scales when evaluating fairness as opposed to children, who frequently equate fairness with equal distribution [5, 14]. This growth suggests increased capacity for critical examination of algorithmic bias in adolescence.

Much prior work on algorithmic bias has specifically focused on AI and agents, but far more than just AI impacts youth and adolescents. There is emerging work on youth and adolescents’ conceptions of algorithmic bias beyond AI, with Coenraad et al. discovering that youth were aware of explicit negative effects of technology more broadly, not only AI, without direct instruction [11]. However, previous work provides limited guidance on how youth and adolescents may participate in discourse around algorithmic fairness in a way that allows them to draw from their existing knowledge and experiences but also safeguards their well-being in discussing potentially difficult topics. Understanding how we might engage adolescents in learning experiences around algorithmic fairness that balances both agency and safety will support the growing movement to educate them in the social impacts and ethics of AI [1, 65, 66] and computing more generally [24, 25, 32, 56, 68, 76].

In this investigation, we take a funds of knowledge stance on education. The funds of knowledge approach asserts that learners already have sophisticated skills and knowledge based on their lived experiences, social circumstances, and privileges [27, 45, 47], and that learners from marginalized backgrounds can have different

\[\text{With our participants, we chose to use the term "fairness", instead of "bias" because prior work [22, 38] showed that "bias" may not be in youth and adolescents' vocabulary and they have limited comprehension of the word itself. We use "fairness" when specifically discussing our participants, but use the terms interchangeably elsewhere in the paper.}\]
knowledge, though their experiences are often delegitimized in academic systems. Under this perspective, a key aspect of improving adolescent education on algorithmic fairness is understanding what these skills and knowledge are, so that learners from marginalized backgrounds may be equitably incorporated in the growing movement for socially responsible computing education.

To address these gaps, we explored two research questions. When engaging in scaffolded sensemaking:

1. What funds of knowledge might adolescents of color use to make sense of algorithmic fairness?
2. How might the identities and backgrounds of adolescents of color shape their sensemaking of algorithmic fairness?

To understand adolescents’ existing skills and knowledge, we also draw from sensemaking theory, which posits that individuals process information from various sources to achieve understanding, rather than achieving an arbitrarily sufficient “amount” of knowledge [17]. Drawing from the slow reveal graphs instructional routine from math and data science classroom practice [35], we developed group sensemaking discussions and activities based on three scenarios of algorithmic fairness as design probes [44], employing these discussions as both instruments for discovery and blueprints for future classroom practice. We conducted these discussions and activities with 15 low-income and first-generation adolescents (ages 15-17) with diverse ethnic and linguistic backgrounds at a summer program in the United States. Since our current understanding of adolescents’ existing funds of knowledge around algorithmic biases is nascent, this study is formative: our goal is to characterize our study population’s experiences and understand the funds of knowledge that might guide their sensemaking processes, not to compare populations, contribute generalizable insights, or make causal claims.

This study makes two key contributions. First, we contribute to better understandings around the funds of knowledge that adolescents may bring into learning experiences on algorithmic bias. This study focused on adolescents of different ages, ethnic, linguistic, and socioeconomic backgrounds from prior work [11, 22, 38], whose perspectives are understudied yet critical to equitable education. Second, we contribute a blueprint for scaffolding discussions around algorithmic bias with adolescents that prioritizes both their agency in incorporating their existing skills and knowledge, as well as safety in engaging in a possibly challenging topic. This study provides insights that can inform the efforts of computing educators, curriculum designers, and other stakeholders working to advance critical computing education.

2 BACKGROUND

2.1 Youth & Adolescents’ Perceptions of Fairness

Research from psychology and sociology indicates that adolescents have sophisticated conceptions of fairness, though definitions of fairness change with age and development. Abilities to reason around fairness grow from mainly revolving around equal distribution or treatment (in young children) to considering different contextual factors and learning that equality does not necessarily mean fairness (in older children and adolescents) [5]. These abilities also shift over time from being more self-oriented to learning to perspective-take and consider impacts for others at expanding scales [14]. Adolescents are capable of resolving conflicts around fairness within familial and friend relationships [8, 40, 70]. Adolescents also exhibit nuanced understandings of fairness in group settings, such as coordinating moral and group concerns, recognizing how group dynamics contribute to unfairness, and considering the status of disadvantaged groups [55]. Scholars have also explored how adolescents negotiate unfairness at a societal level. Adolescents are keenly attuned to their own unfair social circumstances [2], group-level exclusion, inequality of opportunity, and unfairness in society more broadly [3, 9, 46]. Further, they reflect this awareness in their moral and non-moral (e.g. personal choice) reasoning and their judgments of others’ emotions [2, 9]. Adolescence presents a promising developmental stage at which individuals can effectively reason about the intricate and highly contextual nature of algorithmic fairness.

2.2 Youth & Adolescents’ Perceptions of Algorithmic Fairness

This study also builds upon prior work investigating perceptions of algorithmic bias. Most prior work investigates adults within a range of scales and contexts. For instance, in a study about algorithms making social division decisions (e.g. dividing chores among roommates), Lee et al. found that participants perceived algorithmic decisions as less fair because they did not account for multiple concepts of fairness [57]. As for bias at a larger scale, Woodruff et al. explored how participants from marginalized race or class backgrounds in the United States felt about algorithmic fairness, finding that it elicited negative feelings about racial injustice and economic inequality [74]. In contrast, a similar study in India found that AI evoked an unquestioning aspiration in their participants due to the lack of an ecosystem to interrogate high-stakes AI [58].

For youth and adolescents specifically, Long et al.’s literature synthesis [41] identified several studies suggesting that children often overestimate agent intelligence [21] and consequently overly trust agents [20, 30, 64, 71]. This attribution of socio-emotional characteristics to AI agents can inhibit critical examination of AI [41]. This was reinforced by a more recent study by Skinner et al. [60], who found that children equated kindness with fairness, using kind communication with people to justify fairness. However, Druga et al. discovered that after showing them videos of algorithmic bias examples, children were able to connect those examples to their daily lives, identifying situations of unfair treatment from AI based on race/ethnicity, age, and gender [22].

In contrast, the literature on adolescents (around ages 14-18) is relatively sparse. Early work from Lee et al. [38] found that teenagers had varied intuitions regarding biases in data-trained technologies, ranging from human biases manifesting in technology to technology expressing preferences for some content over others. They also wrestled with the costs, such as limiting access to resources, and benefits, such as a better user experience, of different algorithms. These differences between children and teenagers suggest a growing, yet under-explored, potential for critical examination with development.
Nothing, most prior work only examined perceptions of AI, but algorithms beyond AI also influence adolescents’ lives. Some researchers have recently started investigating conceptions of algorithmic bias beyond AI in youth. Coenraad et al. discovered that without direct instruction, youth demonstrated an awareness of visible negative impacts of technology more broadly, not only AI, and were able to provide examples of this bias within their lives [11]. While this prior work provides insights into youth and adolescents’ initial conceptions of technological biases more generally, our understanding of adolescents’ reasoning around such biases is still nascent. Therefore, our study is formative in that we aim to richly characterize adolescents’ reasoning around algorithmic bias and their potential contributing factors, providing foundational understandings for future work to build upon, instead of making generalizable or inferential claims about the population. Further, this study presents a blueprint for incorporating adolescents’ existing knowledge and backgrounds in learning experiences around algorithmic bias in the growing movement for critical computing education [32, 76].

2.3 Funds of Knowledge & Sensemaking Theory
In our study, we draw from funds of knowledge and sensemaking theories to support adolescents in bringing their conceptions of fairness into computing. The funds of knowledge approach posits that learners, especially from marginalized backgrounds, already have various skills, knowledge, and competencies from their lives and their communities [27, 47]. This approach asserts that these assets are frequently invisible or delegitimized because of asymmetrical power relationships in education, and educators should identify and incorporate these skills when designing learning experiences. Recently, this approach has been applied in STEM education, improving educational practices and student learning outcomes [16, 63]. Previous research showed that employing funds of knowledge can enable adolescent learners to align their everyday skills and bodies of knowledge with engineering practices [72] and to draw from diverse community resources and from multilingual literacy practices to attain forms of economic, cultural, and social capital in science [73]. In addition to their existing ideas about fairness, we propose that adolescents will be able to leverage their funds of knowledge in reasoning about algorithmic fairness. A key objective of this study is to better characterize the funds of knowledge that adolescents of marginalized ethnic, linguistic, and socioeconomic backgrounds already have with respect to algorithmic fairness. As this knowledge is often undervalued within educational systems, it is crucial that we identify and leverage this knowledge to further socially responsible computing education.

Complementary to funds of knowledge is sensemaking theory, which postulates that knowledge is dynamic rather than static [17]. It proposes that individuals actively process information from various sources to achieve understanding, rather than achieving an arbitrary pinnacle of knowledge. Through sensemaking, individuals can progressively develop new understandings by participating in complex activities where they may not always have prior knowledge, as opposed to simply receiving information through direct instruction. In computing, sensemaking practices allow youth and adolescents, regardless of background, to play an active role in learning various concepts, such as programming [51, 69], AI [18, 19], data literacy [54], and online safety [75]. As our goal is to provide opportunities for adolescents to draw from their funds of knowledge, we ground our methods in sensemaking theory to make space for different paths of achieving understanding. Sensemaking activities may offer an approach to leverage adolescents’ funds of knowledge in algorithmic bias learning experiences in formal classroom settings.

3 SLOW REVEALING ALGORITHMIC (UN)FAIRNESS
Consistent with the funds of knowledge approach, we wanted to allow our students to use their existing skills and knowledge, which are often devalued in academic environments [72]. Congruent with this stance, sensemaking theory emphasizes the processing of information from various sources to achieve understanding. Since there is limited work on the funds of knowledge of adolescents of color with respect to algorithmic fairness, we developed sensemaking discussions as design probes. Design probes are an approach from human-computer interaction (HCI) research for learning about how people interact with and conceptualize technology in the world, what makes design probes unique is that they are specifically contextual. Design probes have three key characteristics [44]. First, probes are based on user participation, typically comprised of a collection of assignments through which users can document their experiences, thoughts, and ideas. Second, probes focus on users’ individual contexts to characterize human phenomena and users. Lastly, probes are exploratory in nature, meaning that they delve into new opportunities, rather than solve problems that are already known. This final characteristic distinguishes design probes from the more commonly used design-based method in computing education research, design-based research, where researchers iteratively refine an intervention to solve a known learning problem [43].

3.1 Design of Sensemaking Discussions
We designed our sensemaking discussions to fulfill the design probe characteristics as follows. First, our discussions supported user participation by allowing students to express their reasoning through worksheets and design activities. Second, they focused on users’ contexts because these discussions took place in the authentic learning context of a classroom. Lastly, our discussions are exploratory because there is not much work on the funds of knowledge of students with these ages, ethnic, linguistic, and socioeconomic backgrounds in regard to algorithmic bias. However, our design probe differed from traditional design probes in that we only minimally supported reflection from an important user group, namely the instructors (first, third, and fourth authors). Future work could investigate the experiences of instructors using these discussions in different contexts.

In addition to serving as an instrument for exploration, we developed these sensemaking discussions as a possible blueprint for how instructors may scaffold students in drawing upon their funds of knowledge in their classroom. In our design, we drew from sensemaking practices in math and data science education, in particular
slow reveal graphs [35]. Slow reveal graphs are instructional routines that uses scaffolded visuals and discourse to make sense of data. These routines start with a graph with minimal information, prompting students to develop hypotheses about the graph. At each incremental reveal of more information on the graph, students are scaffolded in making sense of the information and refining their interpretations. In our discussions, we adapt this routine for different layers of algorithmic bias, encouraging students to form their own interpretations at each revealed layer.

Table 1 shows the three sensemaking discussions that students engaged in. Each discussion centered on a specific scenario designed to highlight different aspects of algorithmic unfairness. Each scenario started with seed text describing the situation. This was followed by the incremental reveal of different layers of algorithmic decision-making, similar to slow reveal graphs — whether a computer was used in decision-making, what algorithm was, what data was used, and what the composition of the team behind the algorithm was (Table 1).

To facilitate students’ sensemaking and provide artifacts for us to analyze, each sensemaking discussion involved (1) a warm-up question before introducing the scenario, (2) a worksheet with reflection questions for each layer revealed, and (3) a semi-structured big paper design activity where students brainstorm ideas on big paper to support the unconstrained generation of ideas [12, 26].

Throughout the discussions, we made intentional choices to prioritize the safety and agency of students, accounting for our students’ backgrounds and the power imbalance between the researchers/instructors and students. Therefore, we did not directly ask students about their harmful experiences with technology, since that might cause distress or force participants to disclose experiences they wished to keep private. Instead, we selected scenarios that might resonate with them based on prior literature. If they brought up their own experiences, we wanted them to do so on their terms. We also made deliberate terminology choices to minimize reliance on prior computing knowledge. As with “fairness” (see footnote in Section 1), we used the term “rules” to describe the algorithm and contextualized the data used in each scenario (e.g. voice recordings in the Smart Speaker scenario), rather than simply using the term “data”.

3.1.1 Scenario Design. We created three scenarios of algorithmic decision-making that surfaced potential fairness issues to seed sensemaking discussions. These scenarios were selected precisely because they do not have straightforward conceptions of fairness and thus, would encourage debate among students.

(1) The Search Engine (‘Search’) scenario was based on biases in representation from search results [48, 62].
(2) The Smart Speaker (‘Speaker’) scenario was based on the failure of many voice recognition systems to recognize other languages or accents [36].
(3) The School (‘School’) scenario was adapted from the scenario used in [23] to understand youth’s perceptions of social resource inequality to reflect algorithmic redlining [57].

We presented scenarios in this order to highlight an increasing scope of harm. In the Search Scenario, only a single individual is harmed. In the Speaker scenario, while only a single individual is harmed, the harm results in group exclusion. In the School scenario, a community is harmed. We also designed the scenarios to have varying technical focuses, with the Search scenario involving only software components, the Speaker scenario including hardware and software components, and the School scenario involving a covert, non-obvious technical component.

Table 2 gives a detailed overview of the School scenario. The Search and Speaker scenarios followed a similar structure, with some key differences. First, both scenarios had an apparent technical component that did not require uncovering. Second, they had different high-level abstractions of the algorithm, with the Search Engine following a naive search algorithm accounting for keyword presence in images’ metadata and the Smart Speaker being activated by a specific phrase. Third, the Search scenario had no training data as it was not a machine learning-based algorithm, while the Speaker scenario had training data of voices from English-speaking countries. Lastly, the various teams in the Search scenario differed based on gender, while in the Speaker scenario, they differed based on English or non-English country of origin.

3.1.2 Warm-up Questions. At the beginning of each sensemaking discussion, students discussed a warm-up question together. These questions asked students to share their own experiences and were intended to help them get comfortable reflecting and voicing their perspectives. Table 2 shows the question used in the School scenario.

3.1.3 Worksheets. After warm-ups, students completed worksheets designed to scaffold the sensemaking process. For each layer (e.g. algorithm, data) that was revealed, we prompted students with accompanying questions that were focused on either: (1) understanding or (2) evaluating the decisions in each scenario to encourage divergent or convergent thinking, respectively (Table 2). Following each question, students wrote down their responses individually on the worksheet before discussing them as a group.

3.1.4 Design Activities. Once the worksheet was complete, students then brainstormed ideas about the fairness of the algorithm and the data as a group. Consistent with the big paper method [26], they wrote their ideas either directly on a big piece of paper or on sticky notes, which were then placed on the big paper (Figure 1). For the design activities, we prompted students to imagine that they were the boss and in charge of designing the algorithm and if applicable, the data used in each scenario. We chose this framing because in early trials of these discussions, pilot participants sometimes fixated on the level of agency they had to effect change in each scenario, getting preoccupied with whom they would answer to instead of the task at hand. Throughout the activity, we prompted students to consider the fairness of the different layers of decision-making they designed (see Table 2 for specific prompts).

4 METHODS

Building on prior literature and existing classroom practice, our study sought to scaffold adolescent sensemaking to better understand their reasoning around algorithmic bias, with participants of different ages, ethnic, linguistic and socioeconomic backgrounds from previous work.
Scenario | Seed Text | Situation | Computer | Algorithm | Data | Team
--- | --- | --- | --- | --- | --- | ---
Search ('Search') | Ahmad is making a presentation for what he wants to major in college: nursing. When he searches online for images of nurses, he can barely find images of man nurses. Almost all the images are of women. | ✓ | ✓ | ✓ | ✓ |
Smart Speaker ('Speaker') | Alex and her friends are playing with her family’s new smart speaker, Blurtly. She notices Blurtly responds to all her friends except Maximo, who just moved to the US from Mexico. | ✓ | ✓ | ✓ | ✓ |
School ('School') | There are two schools, School A and School B, in the same city. There are the same number of kids who go to both schools. Here are some of the kids who go to School A (show a group of White children) and here are some of the kids who go to School B (show a group of Black children). In School A, every classroom has six boxes of school supplies, such as books, calculators, art supplies, and notebooks, to use when kids are learning. In School B, every classroom has one box of school supplies. | ✓ | ✓ | ✓ | ✓ | ✓ |

Table 1: Seed Text & Layers Discussed in Each Scenario.

Figure 1: Example from a Big Paper Design Activity

4.1 Study Context
As the goal of this study was to contribute a formative understanding of adolescents’ sensemaking of algorithmic fairness for socially responsible computing education design, it was important that our study occurred in an authentic learning environment [33]. We conducted this study during a 6-week summer program (June-August 2022) at a northwest United States university aimed at students ages 14-18 from local under-resourced schools who were low-income and/or the first in their family to pursue a post-secondary education (i.e. first-generation). Though students received official school credit for classes they took in the summer program, it differed from the academic school year in several ways. First, teachers at local schools nominated students to join the program. Second, the program provided students lunch allowances and a stipend to offset the opportunity cost of a summer job. Lastly, it was designed to build rapport among students through study groups and field trips.

The first author was the lead instructor of a computing-based elective class in the program, while the third and fourth authors...
<table>
<thead>
<tr>
<th>Stage</th>
<th>Phase</th>
<th>School: Questions &amp; Revealed Layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warm-Up</td>
<td>–</td>
<td>Ask: Where do you go to school? When you walk into your school, what do you see? When you walk into your classroom, what do you see?</td>
</tr>
</tbody>
</table>

### Worksheet

#### Situation
- Understanding: *Reveal seed text (Table 1)*
  - Ask: Why do you think School A has more supplies than School B?

#### Computer
- Evaluation: *Reveal: A computer decided how much supplies each school should get.*
  - Ask:
  - a. What do you think of a computer making that decision?
  - b. Why do you think a computer decided to give School A more supplies than School B?
- Understanding:
  - *Reveal: School A is in neighborhood A and School B is in neighborhood B. The computer made its decision using this rule:*
    - “For every $100 the neighborhood gives to the school, every classroom gets an extra box of school supplies.”
    - Ask:
    - a. What do you think of the rules the computer used? [If participants don’t mention fairness] How fair do you think the rules are? Why?
    - b. How do the rules impact different people?
    - c. What are the pros and cons of using a computer to make that decision?

#### Algorithm
- Evaluation: *Reveal: The computer used data about how much neighborhoods gave in the past to decide that each neighborhood should give $100 for each box of school supplies.*
  - Ask:
  - a. What do you think of the data that the computer used?
  - b. How fair is it that the computer used past data? Why?

#### Data
- Evaluation: *Reveal: The team who designed the rules and data the computer used was made up of all White people.*
  - Ask:
  - a. What do you think of this team? [If participants do not mention fairness for questions a, b, and c] How fair do you think this team is? Why?
  - b. What if the team was made up of all Black people? What do you think of this team?
  - c. What if the team was made up of people from different races? What do you think of this team?
  - d. Which team is the most fair? Why? [If participants bring up other factors] If you don’t think any of the teams are the most fair, what would be the most fair team? Why?

#### Team
- *Reveal: The team who designed the rules and data the computer used was made up of all White people.*

### Design Activity
- Brainstorming: Imagine you’re the boss & you’re in charge of the rules. What rules would you use to decide how much supplies each school should get?
- Brainstorming: Who will be applying the rules? Will it be a computer? A person? A team? Both?
- Brainstorming: How do you make sure the rules are fair? [Follow-up questions if needed:]
- Brainstorming: What kind of team would be the most fair in designing these rules?
- Brainstorming: How would you and your team design the rules fairly?
- Brainstorming: How would you and your team test the rules fairly?

Table 2: School Sensemaking Discussion Questions in full. *Italics* denote actions performed by facilitators.

were co-instructors. Since the study was conducted as part of instruction, our university institutional review board granted this study exemption. We managed informed assent by allowing students to opt out or assent to different levels of participation after describing the nature of the research.

### 4.2 Participant Demographics

Out of the 20 students in the computing class, 15 assented to their classwork being analyzed for research through a form on the first day of instruction. The form also included free-response questions for research participants to self-disclose their gender identity, ethnic identity, languages spoken at home, disabilities, and other aspects of their identity they would like the instructors to know. Participants who assented were also asked to choose their pseudonym; if they did not provide a pseudonym, we use their initial (Table 3). All participants had personal smartphones and school-administered laptops at home because of pandemic remote learning. However, we did not ask for any more information about their prior education experiences with AI, data, or computing more broadly. Prior work has linked learners’ perceptions of having less prior computing education experience with their peers with a lower sense of belonging and confidence, especially for learners who identify as women or underrepresented minorities [42, 59]. As almost all our participants had either or both of those identities, asking them about their
prior computing experiences may have negatively influenced their participation in both the study and the class.

4.3 Study Timeline
In the weeks preceding the class, the lead instructor and co-instructors (first, third, and fourth authors) trained to facilitate sensemaking discussions by creating detailed protocols and piloting with other undergraduate and graduate researchers. This resulted in several iterative refinements to the protocols and scenarios until all authors felt confident in their ability to lead a discussion.

To acclimate participants to the sensemaking discussion structure, Days 1 and 2 of the class included practice activities. On Day 1, participants did big paper design activities to collaboratively decide upon class expectations. On Day 2, they completed a worksheet reflecting on their own experiences with computing that had a similar structure to our sensemaking worksheets. Facilitating these activities also provided the instructors additional practice.

On Days 3-6 of the class, the first and third author facilitated a series of sensemaking discussions with two groups of 7 participants. The fourth author facilitated a group in which only one student asserted, so the third group’s design activity data was discarded. Participant discussed Search and Speaker scenarios on Days 3 and 4 respectively for 60 minutes each, followed by the School Scenario on Day 5 for 60 minutes and Day 6 for 30 minutes (Table 1). Once data collection was over after Day 6, we debriefed with participants on the discussions in subsequent classes, allowing for additional instruction and clarification of any misconceptions about computing or potentially harmful stereotypes that arose during discussions.

4.4 Data Collection & Analysis
For each sensemaking discussion, we collected worksheets from 15 participants, except for the Speaker scenario where one participant lost their worksheet (giving us 14 worksheets for that discussion). This provided us 44 total worksheets to analyze. We also collected a big paper board from two groups (seven participants each) for each discussion’s design activity, for a total of six design boards.

To analyze the worksheets, we took an inductive thematic analysis approach using participants’ responses as our data source. We did not capture agreement metrics such as inter-rater reliability throughout this process. Instead, we chose to resolve uncertainties through discussion and consensus-building, consistent with the position of Hammer and Berland [28] on qualitative coding that uses codes as an organizational aid for thematic claims about the data.

The first four authors collaboratively developed our codebook (Table 4) over three rounds of inductive coding, allowing the worksheet data to guide our analysis [61] and discussing major themes that arose as we became more familiar with the data. Our codebook stabilized into three “facets” representing different aspects of our participants’ sensemaking: the salient factors participants used while reasoning about fairness, the evaluations they made, and the alternatives they brainstormed about. Each of these facets in turn encompassed several codes representing low-level patterns present in participants’ responses. Once the codebook was stable, the third and fourth authors then coded the scenario worksheets, adopting the practice of taking participants’ responses “literally” to minimize inference. After coding batches of 5-7 worksheets independently, the third and fourth authors resolved disagreements and built consensus for each batch of worksheets. The descriptions for both the evaluations and alternatives (Table 4) required the most discussion because they required coders to summarize them without information loss.

We then used a subset of our codebook to analyze the design boards. The first author coded the ideas written on each board, with the second author verifying their codes and resolving uncertainties through consensus. During analysis, we found that the “salient factors” and the “brainstorming alternatives” facets were the only ones that applied to design boards. We also added a “subject” to the “brainstorming alternatives” facet for design board analysis, since the focus of the board activities was brainstorming and we found that more granularity was needed.

Finally, the first and second authors conducted a post-hoc analysis of codes to synthesize higher-level themes. We started with the three levels of human factors from Brown et al.’s work on undergraduate ethics education in AI, where they classified the different considerations of human factors in AI solution design, namely (1) no human factors used, (2) human factors used, but limited to those given in the example, and (3) human factors used beyond those explicitly included in the example [7]. We drew from Brown et al. because similar to us, they studied an ethics activity with multiple conceptions of fairness within an authentic classroom environment. While we drew from Brown et al.’s framework for human factors in our analysis, we did not draw from their technical factors as their framework was designed for advanced undergraduates in computing, which would not be suitable for our adolescent participants with limited computing experience. As the participants considered many factors that were not explicitly included in the scenario, the first and second authors further analyzed the factors that supported participants’ sensemaking, iterating over different ways of representing them to best illustrate the relationships between them. After 3 rounds of iteration lasting approximately 2 hours each, we decided that the metaphor of a camera would best organize the relationship between the factors, which we will further elaborate on in the Results section.

4.5 Author Positionality
Positionality statements allow for transparency in how the identities of the authors relate to the research topic and the identities of the participants [31, 39, 53]. Each of the following statements was written by the respective author to describe experiences and perspectives that impacted their engagement with this project.

The first author saw her own experiences reflected in many of the participants. Like most of the participants, she is an immigrant, grew up with economic difficulties, and was the first in her family to pursue a post-secondary education in the US. She also shared a racial identity with half the participants. In her decade in the field, this was the first computing classroom she had been in that comprised entirely of students of color. She felt immense responsibility as not only the lead instructor, but also the only instructor of color. These facets of her identity and her lived experiences with systemic marginalization in computing and society led to her research interests in critical computing literacies for youth and adolescents. She
was the driver of this research project in understanding adolescents’ perspectives.

The second author was brought onto the project for their expertise in inductive qualitative methods. With several years of experience studying the overlap of HCl, design methods, and computing education, they supported the first, third, and fourth authors in initial analyses and worked closely with the first author to synthesize broader themes. They are motivated by their own lived experiences growing up in a low-income, predominantly White, rural area that lacked access to computing education, and later experiences navigating systemic marginalization within the computing field based on these and other identity facets. They approach this work from a design justice perspective, with the conviction that enabling systematically marginalized folks to better understand the technologies around them is a critical first step toward liberation.

The third author is an undergraduate studying cognitive science and computer science with an interest in how algorithms impact different groups of people. She has had previous teaching experience in classrooms composed of mostly students of color and believes in the importance of creating positive experiences for all students in computing. Her experiences with gender discrimination in computer science motivated her to partake in this research project to create more inclusive spaces and technologies within computing.

Like the participants, the fourth author was educated in a public urban school district. That said, most of the classrooms she was educated in were majority White, due to the districts’ tracking practices. This, along with her experiences of gender discrimination in STEM spaces, motivates her to work to improve access to computing education. The fourth author also shared some experiences with participants who are children of immigrants, since one of her parents immigrated to the US as an adult. She comes to the work with the goal of helping adolescents develop positive relationships with computing.

The fifth author comes to this work with an interest in critical literacies about computing, a lifetime of working with youth and adolescents in education contexts, and a curiosity about how they...
invoke moral and ethical ideas to reason about non-human decision making in society. Her interests in this space largely stem from her own marginalization in computing and society, and lived experiences with the unfair and oppressive ways that algorithms and data have shaped her rights and opportunities. She also approached the work as a facilitator and advisor, supporting the other authors in exploring adolescents’ perspectives.

## 5 RESULTS

Through our analysis, we identified many different salient factors in our participants’ sensemaking of algorithmic fairness. To relay our results, we organize the following section using the metaphor of a camera, specifically lenses and filters (Figure 2). Upholding Hammer & Berland’s stance that the purpose of qualitative analysis is to generate claims about themes present within situated data [28], the role of this metaphor is not to propose a framework or generalizable model for sensemaking, but instead to make explicit the connections between the factors and to structure the presentation of the following results. Future work may explore the suitability of this metaphor for adolescents’ sensemaking of algorithmic fairness in different contexts, though that was not the goal of this investigation.

In the metaphor that emerged from the data, we focus on the lenses and filters of a camera. Lenses allow photographers to change the scale and resolution of a shot, while filters allow photographers to change the kinds of light in a shot. Photographers can attach different filters to a lens to capture the same view but with different lights, making the final image appear different. In this metaphor, our participants are photographers, capturing algorithmic (un)fairness in different scales and lights to make sense of them. Each participant has their own camera and their own set of lenses and filters, which can grow over time. We identified two different *lenses* participants used to make sense of (un)fairness at different scales and resolutions: (1) a human lens, which ranged from individual to societal factors, and (2) a technical lens, which ranged from individual technology creators to broader technical factors. In addition to adjusting the scale and resolution with their chosen lens, we found that participants used different characteristics, such as gender and class, as *filters* to change what was most salient to their sensemaking for each scenario.

We describe the lenses followed by the filters because just like photographers who decide which lens to use before attaching filters, participants first have to decide what they are sensemaking about (lenses) before deciding which characteristics are most salient (filters). We present data in two ways: (1) worksheet response quotes attributable to a single participant and (2) ideas from each scenario’s design boards only attributable to groups. Individuals’ quotes will be *italicized*, while group ideas will use monospace font to distinguish them from each other. We also report participant counts out of 15 total participants (14 for Speaker scenario), though we caution against inferring anything past observed frequency from these provided numbers.

### 5.1 Human Lens: Different Scales of Human Groups

Under the human lens, we found that factors were relevant in increasing group sizes: individual, community, and society.

#### 5.1.1 Individual

This level encompasses factors attributed to individuals, usually the participants themselves. Participants used stereotypes they espoused themselves (Search: 4/15), lived experiences (Search: 3/14), and principles (Search: 12/15; Speaker: 10/14; School: 14/15). When discerning why most of the images for nurses were women in the Search scenario, T stated the stereotype of women as caregivers:

> "Women are better than men at taking care of people."

Others drew from their own lived experiences, such as J in the Speaker scenario:

> "My mom gets upset so she just switches to typing than using speech."

Participants also used their principles, or their views of right and wrong. When evaluating an all-men team for the Search scenario, R asserted:

> "If it comes from men, the information will not be complete and diverse."

While participants often utilized their own backgrounds to ground their understanding and evaluation of unfairness when filling out worksheets, that same grounding did not always translate to the brainstorming during the design activities. When deciding on individuals to test their algorithms with in the Speaker scenario, participants wrote “average consumers or everyday consumers” and “people off streets”. The vagueness of these responses given during brainstorming stood in stark contrast with the situated reasoning participants displayed when they were understanding or evaluating. It was not clear who these individuals were, if participants viewed themselves as the “average consumers” or if they were referring to other individuals.

#### 5.1.2 Community

The “community” level of the human lens includes factors that participants discussed about a collective group of people. This level only emerged in the School scenario, where community was made especially salient, but all 15 participants engaged in community-level reasoning throughout the whole School discussion.

Participants wrestled with the connections between a community’s geographic location and wealth, both of which were explicitly referenced in the School scenario. For example, Dairy hypothesized:

> "School A area is a rich place where I assume doctor, engineer or business people but area two is where low income people lives."

Not only did they engage with a community’s characteristics as explicitly stated, some participants also conceptualized *who* was in a community, a factor that they introduced to the discussion. When brainstorming alternatives to the algorithm in the School scenario, some participants wanted to include various community members, with ideas like “teachers, staff, neighborhood should be involved”. However, similar to the individual level, a tendency towards ambiguity emerged in the brainstorming phase that was not present in the understanding or evaluation phases. For instance,
one idea was to "have people fill out suggestion for rules anonymously and have the community look over it," but did not specify who the suggesters or community members might be.

5.1.3 Society. This level covers factors participants ascribed to structural issues. Participants reasoned about societal issues through history (Search: 8/15), societal stereotypes (Search: 9/15), power distribution (School: 7/15), and systemic marginalization (Search: 4/15; Speaker: 2/14; School: 8/15).

When understanding the reasons for the disproportionate representation of women nurses in the Search scenario, some participants attributed it to history, such as A:

"They probably made woman work as nurses historically as they wanted men to go to war."

Other participants blamed societal stereotypes of nurses. In this case, participants did not espouse the stereotypes themselves and instead, identified the problematic ideas as "stereotypes", such as Kevin:

"Our society associates nurses as women and not men."

Participants were particularly attuned to the uneven distribution of power in the School scenario. In evaluating the algorithm used to distribute supplies, Zoro lamented the lack of agency the students had:

"Some families [...] can barely provide for themselves. It’s just unfair for the kids because they have no control."

Participants identified systemic marginalization across all three scenarios. In the Search scenario, Kevin criticized the algorithm:

"When searching up nurses you might see majority White women and less of women or people of color. I think the rules create a dominant narrative."

While participants were adept at integrating societal issues in their understanding and evaluation of unfairness, they had more difficulty incorporating this knowledge in brainstorming alternatives. Most ideas of how to account for broader society were ill-defined, such as "ask everyone about the rules" (Search); "see if the public agrees" (Speaker); and "Come up with a final solution including every point of view" (School). These vague mentions of "everyone", "public", and "every point of view" used during brainstorming starkly contrast with detailed descriptions participants developed when understanding or evaluating aspects of fairness.

5.2 Technical Lens: Different Resolutions of Technology-Related Factors

Participants employed the technical lens to make sense of technology-related factors resulting in algorithmic unfairness at different resolutions. This theme was not as well-characterized or often used as the human lens, which was expected given that we did not require prior computing knowledge of our participants.

5.2.1 Technology Creators. We use the term “technology creators” to cover programmers, designers, engineers, and other creators because participants did not meaningfully distinguish between these roles. Participants accounted for the qualifications (Search: 5/15; School: 4/15) and biases of the creators (Search: 6/15; Speaker: ...
5/14; School: 8/15), as well as the power dynamics within teams of creators (Search: 4/15).

Participants had varied ideas for what made creators “qualified” for the job, ranging from pure technical skill to shared backgrounds with users. When evaluating a team from non-English speaking countries in the Speaker scenario, Becky emphasized the importance of local, cultural knowledge in creators:

“It’s still important to have someone from English speaking countries for them to put slang and add others things only people from those countries would know.”

Participants also attributed unfairness in the scenarios to biases held by the creators. When it was unveiled that a computer was responsible for supply allocation in the School scenario, R placed the blame solely on the creator:

“It only follows what the programmer does and maybe the programmer is an unfair person.”

Lastly, participants accounted for the power dynamics within a group of creators, specifically in the Search scenario. Stewart cited gendered workplace issues when evaluating an all-men team:

“It’s unfair because females can also do the work they are doing it’s just they don’t get noticed as much.”

In this response, Stewart used socialized gender norms in his sensemaking process.

While not as thorough as the human lens, this was the more detailed of the two levels as the most “human” part of the technical lens, suggesting its potential as a gateway for adolescents to further exploring technology-related factors when sensemaking around algorithmic fairness.

5.2.2 Other Technical Factors. This level covers factors attributed to the computer or other aspects of technology, such as accuracy and efficiency. Participants engaged with this level sparingly, which was unsurprising given their limited computing backgrounds. However, an interesting tension emerged when participants did use it—a tension between simplicity of representation for the computer versus the complexity of humanity, which emerged in the Search scenario (2/15). In her evaluation of the all-men team, Miranda wrote:

“The rules for the computer are just the most accessible and straightforward designing. But in general, it may benefit from diversity.”

A design board idea echoed the same sentiment: “Letting everyone give their opinions and seeing which ones can be added into the rules without complicating anything.” These responses revealed a desire to incorporate various human considerations conflicting with the limitations of technology, though also an uncertainty about how best to do so.

5.3 Filters: Characteristics Considered in Sensemaking

Revisiting our camera metaphor, once participants selected a human or technical lens as the basis for their sensemaking process, they then selected a filter that made different aspects of unfairness more salient. Participants often used characteristics from both the prompts and their own conceptions to make sense of algorithmic unfairness in the scenarios. Participants rarely considered characteristics in isolation, so highlighting a quote or idea for one characteristic does not mean that there were not other characteristics in them. We start with characteristics only used in one scenario and close with the two characteristics that cut across multiple scenarios: economic status/class, and race/ethnicity.

5.3.1 Gender. All 15 participants used gender to make sense of unfairness in the Search scenario, where it was explicit in the prompt. For example, Miranda considered gender when evaluating the team, but expressed skepticism of the motives for gender diversity:

“If the group was more diverse when it came to gender that’s good. I don’t think it will change their work ethics, especially if this is just a tech company and not PR type of work.”

Participants accounted for gender when making sense of the scenario, but typically examined it with other contextual factors and rarely on its own.

5.3.2 Country of Origin, Language, & Accent. When making sense of the Speaker scenario, many participants accounted for two explicitly mentioned characteristics, country of origin (11/14) and language (13/14), and a closely-related though not explicit characteristic, accent (14/14). When critiquing the voices from English-speaking countries used to train Blurtty, Jake cited the context of its audience:

“There are people living in America that come from many different countries. So appealing to those people also is a must since the device is located here in America.”

All of the participants had immigrant backgrounds like Jake and nearly all of them spoke a language other than English at home. They may have experienced similar situations where voice recognition software did not recognize different languages and accents, which could have factored into their sensemaking.

5.3.3 Ability & Age. Some participants accounted for ability (2/14) and age (2/14), which were not mentioned in the Speaker scenario prompt. When evaluating the impact the algorithm and the training data would have on different people, Bob hypothesized:

“It’ll affect people with an accent or people who have lisps.”

Similarly, Sophia reflected on users on both ends of the age range:

“It might be used to the voice of an English speaker adult and that can exclude younger children, elders.”

Ability and age were neither explicitly mentioned nor had a strong link to the characteristics explicit in the scenario, suggesting participants might have leveraged their own knowledge and experiences to bring this characteristic into the discussion.

5.3.4 Academic Performance. Many participants (9/15) introduced academic performance as a characteristic in the School scenario. When making sense of the unequal distribution of supplies, Z conceptualized academic performance in terms of not only numerical test scores, but also student behavior:

“School A might have better statistics in terms of test scores, behaviors, and private funding.”

Academic performance was especially salient, which may be associated with the nature of the schools participants attended or this study’s formal classroom context.
5.3.5 Economic Status & Class. Unlike the previous characteristics, participants used economic status and class to make sense of unfairness in two scenarios, the Search (2/15) and School scenarios (15/15), only the latter of which referenced it explicitly.

In the Search scenario, when it was revealed that the Search Engine algorithm was designed by an all-men team, Sophia considered class alongside gender in assessing the team:

“*When these rules were established computers were still fairly new and only the top ‘bracket’ of people had access to computers. Women were also probably not common in that workforce around that time.*”

Participants also factored in economic status and class when critiquing the decisions in the School scenario, such as J:

“It’s great to have different backgrounds but we need people from different classes.”

Overall, economic status and class seemed to play an important role in sensemaking, with participants considering it without being prompted and often overlaying it on top of other characteristics.

5.3.6 Race/Ethnicity. Race/ethnicity was the only characteristic that participants used across all three sensemaking discussions (Search: 4/15; Speaker: 1/14; School: 13/15), although it was only explicitly mentioned in the prompt of the School scenario.

When evaluating a team comprised of women and non-binary people in the Search scenario, some participants concluded that gender diversity alone would not be a panacea, such as Batman:

“This alleviates some problems because (depending on their race and income) they probably haven’t experienced privilege when it comes to gender.”

Similarly in the Speaker scenario, when evaluating a team consisting of people from English-speaking countries, Z weighed racial representation in addition to country representation:

“It won’t represent different races and countries & they won’t be able to make Blurdy more user friendly.”

Race/ethnicity was particularly relevant to participants’ sensemaking, with many bringing it into discussions without explicit prompting and often accounting for it in conjunction with other characteristics.

6 DISCUSSION

6.1 RQ1: When engaging in scaffolded sensemaking, what funds of knowledge might adolescents of color use to make sense of algorithmic fairness?

We found that all participants used factors not explicitly mentioned to make sense of algorithmic (un)fairness in the scenarios. These factors fell under three themes: (1) a human lens, which aligns with ecological systems theory that frames an individual with respect to their communities and larger society [6], (2) a technical lens, and (3) characteristics as filters. Participants used the two different lenses to modify the subject of their sensemaking, adjusting the scale of groups with the human lens and the resolution or level of detail with the technical lens. They then used different characteristics as filters to adapt what appeared most relevant to their sensemaking.

The human lens seemed to be used more often in sensemaking compared to the technical lens, which may have been due to participants’ lack of formalized computing instruction prior to the course. However, they drew upon their own funds of knowledge from lived experience to consider many different human-centric aspects of fairness. Understanding our participants’ different yet often devalued existing knowledge and skills is crucial to meaningfully including them in socially responsible computing education. These funds of knowledge could serve as anchor points for introducing more technical concepts in learning experiences. Our findings reinforce prior work that showed that a funds of knowledge approach allows learners with little formal training to bring in their skills and lived experiences when making sense of problems [63].

These results stand in contrast with the findings in Coenraad et al.’s study [11], where, without instruction, youth were only aware of visible technological biases, and only after they were instructed on common technological biases could they expand their conceptualizations to include less visible biases. This distinction is likely due to the different age ranges of our participants (8-13 years in [11] vs 15-17 years in ours), reinforcing prior work on fairness conceptions [5, 14]. This suggests a potential for various learning trajectories, or routes from existing knowledge to a more sophisticated and detailed understanding [10], for algorithmic fairness learning experiences. It may also be attributed to the different ethnic, linguistic, and socioeconomic backgrounds of our participants, or the structure of our activities, where we made space for scaffolded yet open-ended sensemaking about algorithmic fairness.

These results also stand in contrast with Brown et al.’s study [7], where most advanced undergraduate students only used the factors explicitly stated in the prompt in an AI ethics assignment. This difference may be attributed to the differing technical backgrounds of our participants and different task framings. The tasks in our study largely involved problem framing and brainstorming around algorithmic fairness, while the task in [7] was to program a solution to a specified problem. That programming framing may have encouraged learners to focus on low-level coding details before solidifying the high-level structure of their designs. Oleson et al. identified a similar pattern when investigating design learning difficulties in post-secondary HCI courses, noting that the behavior may arise from how prior computing courses train students to problem-solve ([49], “RUSH” difficulty). This presents an interesting conundrum for efforts to educate learners in the social impacts and ethics of computing, especially if there is a programming component — How might learning experiences around algorithmic fairness be designed to continuously leverage learners’ funds of knowledge, especially when there are existing computing educational practices that can prevent them from doing so?

Lastly, upholding the position of Hammer and Berland [28] that the role of qualitative coding is to understand themes within situated data, the camera metaphor used to structure our themes in this paper is currently only applicable to our data. Its role was to highlight the relationship between the factors and to organize the presentation of results, not necessarily to contribute a framework or generalizable model for sensemaking of algorithmic fairness. While we cannot contribute broad implications for algorithmic fairness sensemaking based on only these findings, this study provided rich
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6.3 Limitations & Future Work

Although our data provided valuable insights, some elements of our study design limited the internal and external validity of our interpretations. Given the sensitive nature of the discussion topics, the positionality of the facilitators (first, third, & fourth authors) may have influenced how comfortable or open participants would be when articulating their sensemaking process. The first author shared many identities with the participants, but was also the lead instructor and more than a decade older than the participants; she may have been perceived as an authority figure. The third and fourth authors did not share as many identities, but as undergraduate researchers, may have been perceived as more approachable. Additionally, participants were nominated by their teachers to be part of this summer program and were considered to be the most “meritorious” among their peers. Participants also selected this class among five elective classes and may have had prior interest in computing that could have raised their awareness of issues around algorithmic bias. Participants were also from an area with a large technology industry, possibly raising their awareness. We also used a specific approach, sensemaking, to engage participants with limited prior knowledge within a specific context. Due to the sensitive nature of our intervention, we cannot make any claims about its efficacy compared with other approaches (nor was it the goal of this study to do so). We also only highlighted certain aspects of algorithmic fairness for discussion; there are certainly others, such as scalability, that merit future work. While our participants only reflected their own ideas and experiences, the diversity in their ethnic, linguistic, and socioeconomic backgrounds helped shed light on how adolescents of similar marginalized backgrounds might make sense of algorithmic fairness. Future work could study different populations, approaches, contexts, or other aspects of algorithmic fairness.

Despite the limitations, our results provide important insights for algorithmic fairness learning experiences, especially for this age group (ages 15-17) which has comparatively thinner literature than for children. First, when given the space to leverage their situated knowledge, adolescents were not only aware of algorithmic fairness, but also adept at sensemaking about it. Educational efforts addressing algorithmic fairness may benefit from the incorporation of adolescents’ funds of knowledge, allowing them to bridge their existing knowledge into a new domain. While our study demonstrates one way to integrate funds of knowledge through scaffolded sensemaking, future work could investigate other techniques to do so. Further, learners’ funds of knowledge change with age, experience, and social circumstances [6, 45]. We conducted this study with participants who were likely to have experienced issues of fairness, but it is also crucial to replicate this study with participants whose identities align with dominant groups in computing (e.g. White, male, affluent, able-bodied), because unfortunately, such participants are more likely to wield power in the creation of computing systems, either directly as designers and engineers or indirectly as voters or policymakers. Understanding how learners’ funds of knowledge change based on development and experience will help inform the design of learning trajectories, which are especially crucial in the growing movement for socially responsible computing education. Second, learning experiences on algorithmic fairness should consider highlighting and deconstructing the pervasive notion of the “average user” [13]. One example of an educational effort to deconstruct this notion is the CIDER assumption elicitation technique [50], which has been shown to be effective for post-secondary students. Future work could explore how this notion could be deconstructed with youth and adolescent learners.

In line with recent trends toward more critical computing education [32, 76], our findings provide a foundation for future work...
that aims to help adolescents critically consider both technology’s benefits and harms. This study also contributes insights for the efforts of computing educators, curriculum designers, and other stakeholders to further socially responsible computing education. Learning opportunities that meaningfully incorporate learners’ situated knowledge can better empower adolescents to leverage their unique skills and competencies as tools for liberation.
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