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Abstract

Using the Cornish Fisher expansion is a relatively easy and parsimonious way of dealing with non-normality in asset price or return distributions, in such fields as insurance asset liability management or portfolio optimization with assets such as derivatives. It also allows to implement portfolio optimization with a risk measure more sophisticated than variance, such as Value-at-Risk or Conditional Value-at-Risk.

The use of Cornish Fisher expansion should avoid two pitfalls: (i) exiting the domain of validity of the formula; (ii) confusing the skewness and kurtosis parameters of the formula with the actual skewness and kurtosis of the distribution.

This paper provides guidelines for a proper use of the Cornish Fisher expansion.
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1 – Introduction

Non normality is a fact of life as far as the distributions of asset prices or returns are concerned. The presence of skewness and kurtosis affects the perception and measure of risk and the framework of risk-return optimisation.

The Cornish Fisher expansion (CF) is a by-product of considerations on the “Moments and Cumulants in the Specification of Distributions”, by E. A. Cornish and R.A. Fisher (1937), revived to provide an easy and parsimonious way to take into consideration higher moments in the distribution of assets prices and returns, in such fields as asset liability management when liabilities are non normal (insurance claims for example), or portfolio optimization with a measure of risk more sophisticated than Variance, such as value at risk (VaR) or conditional value at risk (CVaR, or Expected Shortfall).

The Cornish Fisher expansion is not the only method to generate non Gaussian random variables: possible substitutes are the Edgeworth expansion, the Gram-Charlier expansion (Leon, Mencia and Sentana, 2009), processes with jumps, etc.

The Cornish Fisher expansion in particular provides a simple relation between the skewness and kurtosis parameters and the value at risk and conditional value at risk, and thus facilitates the implementation of mean-VaR or mean-CVaR optimizations, as well as risk measurement and risk control of portfolios (Cao, Harris and Jian, 2010; Fabozzi, Rachev and Stoyanov, 2012).

The use of CF should however avoid two pitfalls: (i) exiting the domain of validity of the formula; (ii) confusing the skewness and kurtosis parameters of the formula with the actual skewness and kurtosis of the distribution.

The first point has been documented and ways to remedy the possible narrowsness of the domain of validity have been proposed (Chernozhukov, Fernandez-Val and Galichon, 2007). However, expressed in actual skewness and kurtosis, the area of the domain seems to give sufficient room for manoeuvre in most circumstances. The second point, the distinction between skewness and kurtosis parameters and actual values does not seem to have received sufficient attention, as the gap may be quite huge even for observable skewness and kurtosis.
2 – The Cornish Fisher expansion methodology

The Cornish Fisher expansion (CF) is a way to transform a standard Gaussian random variable \( z \) into a non Gaussian \( Z \) random variable.

\[
z \approx N(0,1) \quad E(z) = 0 \quad E(z^2) = 1 \quad E(z^3) = 0 \quad E(z^4) = 3
\]

\[
Z = z + \left(z^2 - 1\right) \frac{S}{6} + \left(z^3 - 3z\right) \frac{K}{24} - \left(2z^3 - 5z\right) \frac{S^2}{36}
\]

It may be convenient to rewrite the CF expansion as such:

\[
k = \frac{K}{24} \quad s = \frac{S}{6}
\]

\[
Z = z + \left(z^2 - 1\right) s + \left(z^3 - 3z\right) k - \left(2z^3 - 5z\right) s^2
\]

\[
Z = z^3 \left(k - 2s^2\right) + z^2 s + z \left(1 - 3k + 5s^2\right) - s = a_0 + a_1 z + a_2 z^2 + a_3 z^3
\]

\[
a_0 = -s \quad a_1 = 1 - 3k + 5s^2 \quad a_2 = s \quad a_3 = k - 2s^2
\]

\( K \) is a kurtosis parameter, or rather an excess kurtosis parameter (in excess of 3, which corresponds to a Gaussian distribution). \( S \) is a skewness parameter. However, as will be apparent below, the actual kurtosis and skewness of the transformed distribution differ, significantly as soon as \( K \) and \( S \) can no longer be considered as infinitesimal, from those parameters.

3 – Domain of validity of the transformation

The transformation has to be bijective. Otherwise, the order in the quantiles of the distribution would not be conserved. That requires that:

\[
\frac{dZ}{dz} > 0 \quad \forall z
\]

\[
\frac{dZ}{dz} = 3z^2 \left(k - 2s^2\right) + 2zs + 1 - 3k + 5s^2
\]

This is a second degree polynomial, who is positive for high values and therefore is positive for any value if it has no root (or just one), i.e. if its discriminant is negative.
\[
\Delta' = s^2 - 3(k - 2s^2)(1 - 3k + 5s^2) \leq 0 \\
\Delta'' = s^2 - 3k + 6s^2 + 9k^2 - 18ks^2 - 15ks^2 + 30s^4 \leq 0 \\
9k^2 - (3 + 33s^2)k + 30s^4 + 7s^2 \leq 0
\]

This implies that \( k \) sit between its two roots, if they exist. For that, the polynomial in \( k \) should have a positive discriminant.

\[
\Delta = (3 + 33s^2)^2 - 36(30s^4 + 7s^2) \geq 0 \\
(1 + 11s^2)^2 - 4(30s^4 + 7s^2) \geq 0 \\
1 + 22s^2 + 121s^4 - 120s^4 - 28s^2 \geq 0 \\
s^4 - 6s^2 + 1 \geq 0 \\
u^2 - 6u + 1 \geq 0 \quad u = s^2
\]

\( u \) should sit below or above the roots.

\[
u' = 3 - \sqrt{9 - 1} = 3 - \sqrt{8} \\
u'' = 3 + \sqrt{8}
\]

\(|s| \leq \sqrt{3 - \sqrt{8}} = \sqrt{2} - 1 \quad \text{or} \quad |s| \geq \sqrt{3 + \sqrt{8}} = \sqrt{2} + 1 \\
|s| \leq 6(\sqrt{2} - 1) \cong 2.485 \quad \text{or} \quad |s| \geq 6(\sqrt{2} + 1) \cong 14.485
\]

It is naturally the first area, with the skewness parameter below 2.485 in absolute terms, which is useful.

\[
9k^2 - (3 + 33s^2)k + 30s^4 + 7s^2 \leq 0 \\
k' = \frac{3 + 33s^2 - \sqrt{9s^4 - 54s^2 + 9}}{18} = \frac{1 + 11s^2 - \sqrt{s^4 - 6s^2 + 1}}{6} \\
k'' = \frac{1 + 11s^2 + \sqrt{s^4 - 6s^2 + 1}}{6}
\]

It is obvious that the excess kurtosis parameter will always be positive. For a skewness parameter equal to 0, the excess kurtosis parameter should sit between 0 and 8. When the skewness parameter increases in absolute terms, the range of possible values for the excess kurtosis parameter moves upwards.

Note that the frontiers are symmetrical in the skewness parameter.
4 – The actual moments

Computing the moments of the distribution resulting from the CF transformation is both simple in theory and awful in practice (see Appendix 1). The result is:

\[ M_1 = 0 \]

\[ M_2 = 1 + \frac{1}{96} S^2 + \frac{25}{1296} S^4 - \frac{1}{36} K S^2 \]

\[ M_3 = S - \frac{76}{216} S^3 + \frac{85}{1296} S^5 + \frac{1}{4} K S - \frac{13}{144} K S^3 + \frac{1}{32} K^2 S \]

\[ M_4 = 3 + K + \frac{7}{16} K^2 + \frac{3}{32} K^3 + \frac{31}{3072} K^4 - \frac{7}{216} S^4 - \frac{25}{486} S^6 + \frac{21665}{559872} S^8 \]

\[ \frac{-7}{12} K S^2 + \frac{113}{452} K S^4 - \frac{5155}{46656} K S^6 - \frac{7}{24} K^2 S^2 + \frac{2455}{20736} K^2 S^4 - \frac{65}{1152} K^3 S^2 \]

This leads to the actual values of skewness and (excess) kurtosis:
The dependency of skewness and kurtosis upon skewness and kurtosis parameters is not straightforward, and in general cannot be assessed but numerically.

Let’s just remark that:

1) When the skewness and kurtosis parameters are “small”, the actual skewness and kurtosis coincide.

\[ \hat{S} \approx S \quad \hat{K} \approx K \]

2) For a skewness parameter equal to zero, skewness is equal to zero and kurtosis is:

\[ \hat{K} = \frac{432}{1152} \left[ 3 + K + \frac{7}{16} K^2 + \frac{3}{32} K^3 + \frac{31}{3072} K^4 \right] \frac{1}{\left[ 1 + \frac{1}{96} K^2 \right]^2} - 3 \]

5 – Controlling for skewness and kurtosis

The actual skewness and kurtosis both depend, in a complicated manner, on both the skewness and kurtosis parameters. To properly use the CF expansion to adapt a distribution to a required skewness and kurtosis (whether or not based on historical values), one should reverse those relations.
\[ \hat{K} = f(K,S) \quad \hat{S} = g(K,S) \]
\[ K = \varphi(\hat{K},\hat{S}) \quad S = \psi(\hat{K},\hat{S}) \]

This does not seem possible analytically, and it not even obvious to prove that the dependency is bijective. Though arduous, the problem may be solved numerically, and a table has been computed (see Appendix 2).

One actually finds monotonous dependencies (in the range of excess kurtosis up to 30, which is sufficiently broad for practical applications), as plotted below.

**Chart 2**
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The border problem is easier to solve and one may obtain a relationship between actual skewness and actual kurtosis corresponding to the borders of the domain of validity of the parameters. Below is a plot of this relationship (just the right-hand side, as there is symmetry in skewness).

Chart 3

![Chart showing relationship between skewness and kurtosis](image)

6 – The link with VaR and CVaR

The CF transformation provides an easy way to express value-at-risk and conditional value-at-risk risk measures as a function of the skewness and kurtosis parameters. Given targeted values for (actual) skewness and kurtosis, one should therefore compute parameters $K$ and $S$ and use them as input in the following formulae.

For a Gaussian distribution, value-at-risk (centred and reduced) at confidence level $1-\alpha$ is:
\[ VaR_{1-\alpha} = \nu_\alpha = -z_\alpha = N^{-1}(\alpha) \]

\[ CVaR_{1-\alpha} = -\frac{1}{\alpha} \int_{-\infty}^{z_\alpha} \frac{1}{\sqrt{2\pi}} \, dz + \frac{1}{\alpha} \sqrt{2\pi} \left( -\frac{z^2}{2} \right) = -\frac{1}{\alpha} \sqrt{2\pi} \left[ e^{-\frac{z^2}{2}} \right]_{-\infty}^{z_\alpha} = \frac{1}{\alpha} \sqrt{2\pi} e^{-\frac{z^2}{2}} = y_\alpha \]

For instance, for \( 1 - \alpha = 1\% \), VaR is 2.326 and CVaR 2.665.

For the transformed distribution:

\[ VaR_{1-\alpha} = V_\alpha = -Z_\alpha = -a_0 - a_1 z_\alpha - a_2 z_\alpha^2 - a_3 z_\alpha^3 = s(1 - \nu_\alpha^2) + (1 - 3k + 5s^2)\nu_\alpha + (k - 2s^2)\nu_\alpha^3 \]

\[ = \nu_\alpha + (1 - \nu_\alpha^2) \frac{S}{6} + (5\nu_\alpha - 2\nu_\alpha^3) \frac{S^2}{36} + (\nu_\alpha^3 - 3\nu_\alpha) \frac{K}{24} \]

That is a simple expression involving the skewness and kurtosis parameters and the VaR value at the same threshold for a Gaussian distribution.
$\text{CVaR}_{1-\alpha} = Y_a = -\frac{1}{\alpha} \int_{-\infty}^{z_a} \frac{1}{\sqrt{2\pi}} \left( a_0 + a_1 z + a_2 z^2 + a_3 z^3 \right) e^{-\frac{z^2}{2}} dz = a_0 A_0 + a_1 A_1 + a_2 A_2 + a_3 A_3$

$A_0 = -\frac{1}{\alpha} \int_{-\infty}^{z_a} \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} dz = -\frac{1}{\alpha} N(z_a) = -1$

$A_1 = -\frac{1}{\alpha} \int_{-\infty}^{z_a} \frac{1}{\sqrt{2\pi}} z e^{-\frac{z^2}{2}} dz = \frac{1}{\alpha} \int_{-\infty}^{z_a} \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} d\left( -\frac{z^2}{2} \right) = \frac{1}{\alpha \sqrt{2\pi}} e^{-\frac{z_a^2}{2}} = y_a$

$A_2 = -\frac{1}{\alpha} \int_{-\infty}^{z_a} \frac{1}{\sqrt{2\pi}} z^2 e^{-\frac{z^2}{2}} dz = \frac{1}{\alpha} \int_{-\infty}^{z_a} \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} d\left( -\frac{z^2}{2} \right) = \frac{1}{\alpha \sqrt{2\pi}} \left[ ze^{-\frac{z^2}{2}} \right]_{-\infty}^{z_a} - \frac{1}{\alpha} \int_{-\infty}^{z_a} \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} 2z dz$

$= \frac{1}{\alpha \sqrt{2\pi}} z_a e^{-\frac{z_a^2}{2}} - 1 = z_a A_1 - 1 = -v_a y_a - 1$

$A_3 = -\frac{1}{\alpha} \int_{-\infty}^{z_a} \frac{1}{\sqrt{2\pi}} z^3 e^{-\frac{z^2}{2}} dz = \frac{1}{\alpha} \int_{-\infty}^{z_a} \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} d\left( -\frac{z^2}{2} \right) = \frac{1}{\alpha \sqrt{2\pi}} \left[ z^2 e^{-\frac{z^2}{2}} \right]_{-\infty}^{z_a} - \frac{1}{\alpha} \int_{-\infty}^{z_a} \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} z^2 dz$

$= \frac{1}{\alpha \sqrt{2\pi}} z_a^2 e^{-\frac{z_a^2}{2}} + 2A_1 = \frac{1}{\alpha \sqrt{2\pi}} (z_a^2 + 2) e^{-\frac{z_a^2}{2}} = (z_a^2 + 2) A_1 = y_a (v_a^2 + 2)$

$\text{CVaR}_{1-\alpha} = Y_a = -\frac{1}{\alpha} \int_{-\infty}^{z_a} \frac{1}{\sqrt{2\pi}} \left( a_0 + a_1 z + a_2 z^2 + a_3 z^3 \right) e^{-\frac{z^2}{2}} dz = a_0 A_0 + a_1 A_1 + a_2 A_2 + a_3 A_3$

$Y_a = s(1 - v_a y_a - 1) + (1 - 3k + 5s^2)y_a + (k - 2s^2)y_a (v_a^2 + 2)$

$Y_a = y_a - sv_a y_a + s^2(5y_a - 4y_a - 2y_a^2) + k(-3y_a + 2y_a + y_a v_a^2)$

$Y_a = y_a - sv_a y_a + s^2(y_a - 2y_a v_a^2) + k(-y_a + y_a v_a^2)$

$\text{CVaR}_{1-\alpha} = Y_a = y_a - \frac{S}{6} v_a y_a + \frac{S^2}{36}(y_a - 2y_a v_a^2) + \frac{K}{24}(-y_a + y_a v_a^2)$

That expression involves the skewness and kurtosis parameters, and the VaR and CVaR values at the same threshold for a Gaussian distribution.

We can rewrite:

$\text{CVaR}_{1-\alpha} = Y_a = y_a \left[ 1 - v_a \frac{S}{6} + (1 - 2v_a^2) \frac{S^2}{36} + (-1 + v_a^2) \frac{K}{24} \right] = y_a \left[ 1 + m_a S + p_a S^2 + q_a K \right]$

The expression within brackets is a multiplier of the Gaussian distribution risk measure taking into account the skewness and kurtosis of the distribution (through the parameters).

Here are finally the corresponding parameters for usual thresholds.
<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$m_\alpha$</th>
<th>$\rho_\alpha$</th>
<th>$q\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,1%</td>
<td>-0,5150</td>
<td>-0,5028</td>
<td>0,3562</td>
</tr>
<tr>
<td>0,5%</td>
<td>-0,4293</td>
<td>-0,3408</td>
<td>0,2348</td>
</tr>
<tr>
<td>1,0%</td>
<td>-0,3877</td>
<td>-0,2729</td>
<td>0,1838</td>
</tr>
<tr>
<td>5,0%</td>
<td>-0,2741</td>
<td>-0,1225</td>
<td>0,0711</td>
</tr>
<tr>
<td>10,0%</td>
<td>-0,2136</td>
<td>-0,0635</td>
<td>0,0268</td>
</tr>
</tbody>
</table>

Remember that those coefficients apply to the skewness and kurtosis parameters and not to the actual skewness and kurtosis.
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Appendix 1

Computation of the 1st, 2nd, 3rd and 4th moments

Let’s first note that:

\[
E(z) = E(z^3) = E(z^5) = E(z^7) = E(z^9) = E(z^{11}) = 0
\]

\[
E(z^2) = 1 \quad E(z^4) = 3 \quad E(z^6) = 15 \quad E(z^8) = 105 \quad E(z^{10}) = 945 \quad E(z^{12}) = 10395
\]

**First moment**

\[
Z = a_0 + a_1 z + a_2 z^2 + a_3 z^3
\]

\[
a_0 = -s \quad a_1 = 1 - 3k + 5s^2 \quad a_2 = s \quad a_3 = k - 2s^2
\]

\[
M1 = E(Z) = a_0 + a_2 = -s + s = 0
\]

**Second moment**

\[
Z^2 = b_0 + b_1 z + b_2 z^2 + b_3 z^3 + b_4 z^4 + b_5 z^5 + b_6 z^6
\]

\[
b_0 = a_0^2 = s^2
\]

\[
b_1 = 2a_0a_1 = -2s + 6ks - 10s^3
\]

\[
b_2 = 2a_0a_2 + a_1^2 = -2s^2 + (1 - 3k + 5s^2)^2 = -2s^2 + 25s^4 + 9k^2 + 1 + 10s^2 - 6k - 30ks^2
\]

\[
= -1 - 6k + 8s^2 + 9k^2 - 30ks^2 + 25s^4
\]

\[
b_3 = 2a_0a_3 + 2a_1a_2 = -2s(k - 2s^2) + 2s - 6ks + 10s^3 = 2s - 8ks + 14s^3
\]

\[
b_4 = 2a_1a_3 + a_2^2 = s^2 + 2k - 4s^2 - 6k^2 + 12ks^2 + 20s^4 = 2k - 3s^2 - 6k^2 + 22ks^2 - 20s^4
\]

\[
b_5 = 2a_2a_3 = 2ks - 4s^3
\]

\[
b_6 = a_3^2 = k^2 + 4s^4 - 4ks^2
\]

\[
M2 = E(Z^2) = b_0 + b_2 + 3b_4 + 15b_6 = s^2 + 1 - 6k + 8s^2 + 9k^2 - 30ks^2 + 25s^4 + 6k - 9s^2 - 18k^2 + 66ks^2 - 60s^4
\]

\[
+15k^2 + 60s^4 - 60ks^2 = 1 + 6k^2 - 24ks^2 + 25s^4
\]

\[
M2 = 1 + \frac{1}{96}K^2 + \frac{25}{1296}S^4 - \frac{1}{36}KS^2
\]

**Third moment**
Fourth moment

First note that:

\[ Z^4 = d_0 + d_1 z + d_2 z^2 + d_3 z^3 + d_4 z^4 + d_5 z^5 + d_6 z^6 + d_7 z^7 + d_8 z^8 + d_9 z^9 + d_{10} z^{10} + d_{11} z^{11} + d_{12} z^{12} \]

\[ Z^3 = Z^2 Z \]

\[ d_0 = b_0^2 \]
\[ d_2 = b_2^2 + 2b_0 b_2 \]
\[ d_4 = b_4^2 + 2b_0 b_4 + 2b_2 b_3 \]
\[ d_6 = b_6^2 + 2b_0 b_6 + 2b_2 b_5 + 2b_4 b_4 \]
\[ d_8 = b_8^2 + 2b_0 b_8 + 2b_2 b_7 + 2b_4 b_5 \]
\[ d_{10} = b_{10}^2 + 2b_0 b_{10} + 2b_2 b_9 + 2b_4 b_7 + 2b_6 b_5 \]
\[ d_{12} = b_{12}^2 \]

\[ Z = \frac{4}{4} \sqrt{K} - \frac{176}{216} S^3 + \frac{1}{32} \sqrt{K} S^2 - \frac{13}{144} K S^3 + \frac{85}{1296} S^5 \]
\begin{align*}
b_0^2 &= (s^2)^2 = s^4 \\
d_0 &= s^4 \\
b_1^2 &= (-2s + 6ks - 10s^3)^2 = 4s^2 + 36k^2s^2 + 100s^6 - 24ks^2 + 40s^4 - 120ks^4 \\
&= 4s^2 + 40s^4 + 100s^6 - 24ks^2 - 120ks^4 + 36k^2s^2 \\
b_0b_2 &= s^2(1 - 6k + 8s^2 + 9k^2 - 30ks^2 + 25s^4) = s^2 - 6ks^2 + 8s^4 + 9k^2s^2 - 30ks^4 + 25s^6 \\
&= s^2 + 8s^4 + 25s^6 - 6ks^2 - 30ks^4 + 9k^2s^2 \\
d_2 &= b_1^2 + 2b_0b_2 = 6s^2 + 56s^4 + 150s^6 - 36ks^2 - 180ks^4 + 54k^2s^2 \\
b_2^2 &= (1 - 6k + 8s^2 + 9k^2 - 30ks^2 + 25s^4)^2 = 1 + 36k^2 + 64s^4 + 81k^4 + 900k^2s^2 + 625s^8 \\
&- 12k + 16s^2 + 18k^2 - 60ks^2 + 50s^4 - 96ks^2 - 108k^3 + 360k^2s^2 - 300ks^4 + 144k^3s^2 - 480ks^4 \\
&+ 400s^6 - 540k^3s^2 + 450k^2s^4 - 1500ks^6 \\
&= 1 - 12k + 54k^2 - 108k^3 + 81k^4 + 16s^2 + 114s^4 + 400s^6 + 625s^8 - 156ks^2 - 780ks^4 - 1500ks^6 \\
&+ 504k^2s^2 + 1350k^2s^4 - 540k^3s^2 \\
b_0b_4 &= s^2(2k - 3s^2 - 6k^2 + 22ks^2 - 20s^4) = 2ks^2 - 3s^4 - 6k^2s^2 + 22ks^4 - 20s^6 \\
&= -3s^2 - 20s^6 + 2ks^2 + 22ks^4 - 6k^2s^2 \\
b_2b_4 &= (-2s + 6ks - 10s^3)(2s - 8ks + 14s^3) = -4s^2 + 16ks^2 - 28s^4 + 12ks^2 - 48k^2s^2 + 84ks^4 - 20s^4 \\
&+ 80ks^4 - 140s^6 = -4s^2 - 48s^4 - 140s^6 + 28ks^2 + 164ks^4 - 48k^2s^2 \\
d_4 &= b_2^2 + 2b_0b_4 + 2b_2b_3 = 1 - 12k + 54k^2 - 108k^3 + 81k^4 + (16 - 8)s^2 + (114 - 6 - 96)s^4 \\
&+ (400 - 40 - 280)s^6 + 625s^8 + (156 + 4 + 56)ks^2 + (780 + 44 + 328)ks^4 + 1500ks^6 \\
&+ (504 - 12 - 96)k^2s^2 + 1350k^2s^4 - 540k^3s^2 \\
d_4 &= 1 - 12k + 54k^2 - 108k^3 + 81k^4 + 8s^2 + 12s^4 + 80s^6 + 625s^8 - 96ks^2 - 408ks^4 - 1500ks^6 \\
&+ 396k^2s^2 + 1350k^2s^4 - 540k^3s^2
\[
b_2^2 = (2s - 8ks + 14s^3)^2 = 4s^2 + 64k^2 s^2 + 196s^6 - 32ks^2 + 56s^4 - 224ks^4
\]
\[
= 4s^2 + 56s^4 + 196s^6 - 32ks^2 - 224ks^4 + 64k^2 s^2
\]
\[
b_2 b_6 = s^2(k^2 + 4s^4 - 4ks^2) = 4s^2 - 4ks^2 + k^2 s^2
\]
\[
b_2 b_5 = (-2s + 6ks - 10s^3)(2ks - 4s^3) = -4ks^2 + 8s^4 + 12k^2 s^2 - 24ks^4 - 20ks^4 + 40s^6
\]
\[
= 8s^4 + 40s^6 - 4ks^2 - 44ks^4 + 12k^2 s^2
\]
\[
b_2 b_4 = (1 - 6k + 8s^2 + 9k^2 - 30ks^2 + 25s^4)(2k - 3s^2 - 6k^2 - 22ks^2 - 20s^4)
\]
\[
= 2k - 3s^2 - 6k^2 + 22ks^2 - 20s^4 - 12k^2 + 18ks^2 + 36k^3 - 132k^2 s^2 + 120ks^4
\]
\[
+ 16ks^2 - 24s^4 - 48k^2 s^2 + 176ks^6 - 160s^6 + 18k^3 - 27k^2 s^2 - 54k^4 + 198k^3 s^2 - 180k^2 s^4
\]
\[
- 60k^2 s^2 + 90ks^4 + 180k^3 s^2 - 660k^2 s^4 + 600ks^6 + 50ks^4 - 75s^6 - 150k^2 s^4 + 550ks^6 - 500s^8
\]
\[
= 2k - 18k^2 - 54k^3 - 54k^5 - 3s^2 - 44s^4 - 235s^6 - 500s^8 + 56ks^6 + 436ks^6 + 1150ks^6 - 267k^2 s^2
\]
\[
- 990k^2 s^4 + 378k^3 s^2
\]
\[
d_6 = 4k - 36k^2 + 108k^3 - 108k^4 - 6s^2 - 88s^4 - 470s^6 - 1000s^8 + 112ks^2 + 872ks^4 + 2300ks^6
\]
\[
- 534k^2 s^2 - 1980k^2 s^4 + 756k^3 s^2 + 16s^4 + 80s^6 - 8ks^2 - 88ks^4 + 24k^2 s^2 + 8s^6 - 8ks^4 + 2k^2 s^2 +
\]
\[
+ 4s^2 + 56s^4 + 196s^6 - 32ks^2 - 224ks^4 + 64k^2 s^2
\]
\[
= 4k - 36k^2 + 108k^3 - 108k^4 - 6s^2 + 4s^2 - 88s^4 + 16s^4 + 56s^4 - 470s^6 + 80s^6 + 8s^6 + 196s^6 - 1000s^8
\]
\[
+ 112ks^2 - 8ks^2 - 32ks^2 + 872ks^4 - 88ks^4 - 8ks^4 - 224ks^4 + 2300ks^6 - 534k^2 s^2 + 24k^2 s^2 + 2k^2 s^2 +
\]
\[
+ 64k^2 s^2 - 1980k^2 s^4 + 756k^3 s^2
\]
\[
= 4k - 36k^2 + 108k^3 - 108k^4 - 2s^2 - 16s^4 - 186s^6 - 1000s^8 + 72ks^2 + 552ks^4 + 2300ks^6 - 444k^2 s^2
\]
\[
- 1980k^2 s^4 + 756k^3 s^2
\]

\[
b_2^2 = (2k - 3s^2 - 6k^2 + 22ks^2 - 20s^4)^2 = 4k^2 + 9s^2 + 36k^2 s^2 + 48k^2 s^2 + 400s^8 - 12ks^2 - 24k^3 + 88k^2 s^2
\]
\[
- 80ks^4 + 36k^2 s^2 - 132ks^4 + 120s^6 - 264k^2 s^2 - 880ks^6 + 240k^2 s^4
\]
\[
= 4k^2 - 24k^3 + 36k^4 + 9s^2 + 120s^6 + 400s^8 - 12ks^2 - 212ks^4 - 880ks^6 + 124k^2 s^2 + 724k^2 s^4 - 264k^3 s^2
\]
\[
b_2 b_6 = (k^2 + 4s^4 - 4ks^2)(1 - 6k + 8s^2 + 9k^2 - 30ks^2 + 25s^4) = k^2 - 6k^3 + 8k^2 s^2 + 9k^4 - 30k^3 s^2 + 25k^2 s^4
\]
\[
+ 4s^4 - 24ks^4 + 32s^6 + 36k^2 s^4 - 120ks^6 + 100s^8 - 4ks^2 + 24k^2 s^2 - 32ks^4 - 36k^3 s^2 + 120k^2 s^4 - 100ks^6
\]
\[
= k^2 - 6k^3 + 9k^4 + 4s^4 + 32s^6 + 100s^8 - 4ks^2 - 56ks^4 - 220ks^6 + 32k^2 s^2 + 181k^2 s^4 - 66k^3 s^2
\]
\[
b_2 b_5 = (2k - 4s^3)(2s - 8ks + 14s^3) = 4ks^2 - 16k^2 s^2 + 28ks^4 - 8s^4 + 32ks^4 - 56s^6
\]
\[
= -8s^4 + 56s^4 + 4ks^2 + 60ks^6 - 16k^2 s^2
\]
\[
d_6 = 4k^2 - 24k^3 + 36k^4 + 9s^4 + 120s^6 + 400s^8 - 12ks^2 - 212ks^4 - 880ks^6 + 124k^2 s^2 + 724k^2 s^4 - 264k^3 s^2
\]
\[
+ 2s^2 - 12k^3 + 18k^4 + 8s^4 + 64k^6 + 200s^8 - 8ks^2 - 112ks^4 - 440ks^6 + 64k^2 s^2 + 362k^2 s^4 - 132k^3 s^2
\]
\[
- 16s^4 - 112s^6 + 8ks^2 + 120ks^4 - 32k^2 s^2
\]
\[
= 6k^2 - 36k^3 + 54k^4 + s^4 + 72s^6 + 600s^8 - 12ks^2 - 204ks^4 - 1320ks^6 + 156k^2 s^2 + 1086k^2 s^4 - 396k^3 s^2
\]
\[ b_2 = (2ks - 4s^3)^2 = 4k^2s^2 + 16s^6 - 16ks^4 = 16s^6 - 16ks^4 + 4k^2s^2 \]
\[ b_4 b_6 = (k^2 + 4s^4 - 4ks^2)(2k - 3s^2 - 6k^2 + 22ks^2 - 20s^4) = 2k^3 - 3k^2s^2 - 6k^4 + 22k^3s^2 - 20k^2s^4 + 8ks^4 - 12s^6 - 24k^2s^4 + 88ks^6 - 80s^8 - 8k^2s^2 + 12ks^4 + 24k^3s^2 - 88k^2s^4 + 80ks^6 = 2k^3 - 6k^4 - 12s^6 - 80s^8 + 20ks^4 + 168ks^6 - 11k^2s^2 - 132k^2s^4 + 46k^3s^2 \]
\[ d_{10} = 4k^3 - 12k^4 - 8s^6 - 160s^8 + 24ks^4 + 336ks^6 - 18k^2s^2 - 264k^2s^4 + 92k^3s^2 \]
\[ d_{12} = b_6^2 = (k^2 + 4s^4 - 4ks^2)^2 = k^4 + 16s^8 + 16k^2s^4 + 8k^2s^4 - 8k^3s^2 - 32ks^6 \]
\[ M_4 = d_0 + d_2 + 3d_4 + 15d_6 + 105d_8 + 945d_{10} + 10325d_{12} \]
\[ M_4 = 3 + 24k + 252k^2 + 1296k^3 + 3348k^4 + 10240k^5 + 25600k^6 + 64995s^8 + 504ks^2 + 8136ks^4 - 123720k^6 - 6048k^2s^2 + 88380k^2s^4 - 28080k^3s^2 \]
\[ M_4 = 3 + K + \frac{7}{16}K^2 + \frac{3}{32}K^3 + \frac{31}{3072}K^4 - \frac{7}{216}K^4 - \frac{25}{486}S^6 + \frac{21665}{559872}S^8 \]
\[ - \frac{7}{12}KS^2 + \frac{113}{452}KS^4 - \frac{5155}{46656}K^2S^2 + \frac{7}{24}K^2S^2 + \frac{2455}{20736}K^2S^4 - \frac{65}{1152}K^3S^2 \]
### Appendix 2

**Skewness and kurtosis parameters as a function of actual skewness and kurtosis**

<table>
<thead>
<tr>
<th>Actual Kurtosis $\hat{\kappa}$</th>
<th>Actual skewness $\hat{\kappa}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$K = 0.000$</td>
</tr>
<tr>
<td>S 0.000</td>
<td>$S = 0.000$</td>
</tr>
<tr>
<td>0.5</td>
<td>$K = 0.426$</td>
</tr>
<tr>
<td>S 0.428</td>
<td>$S = 0.432$</td>
</tr>
<tr>
<td>0.439</td>
<td>$S = 0.452$</td>
</tr>
<tr>
<td>0.470</td>
<td>$S = 0.000$</td>
</tr>
<tr>
<td>1</td>
<td>$K = 0.734$</td>
</tr>
<tr>
<td>S 0.737</td>
<td>$S = 0.733$</td>
</tr>
<tr>
<td>0.778</td>
<td>$S = 0.810$</td>
</tr>
<tr>
<td>0.841</td>
<td>$S = 0.886$</td>
</tr>
<tr>
<td>1.5</td>
<td>$K = 1.026$</td>
</tr>
<tr>
<td>S 1.028</td>
<td>$S = 1.035$</td>
</tr>
<tr>
<td>1.046</td>
<td>$S = 1.063$</td>
</tr>
<tr>
<td>1.086</td>
<td>$S = 1.107$</td>
</tr>
<tr>
<td>1.117</td>
<td>$S = 1.159$</td>
</tr>
<tr>
<td>1.218</td>
<td>$S = 0.000$</td>
</tr>
<tr>
<td>2</td>
<td>$K = 1.259$</td>
</tr>
<tr>
<td>S 1.262</td>
<td>$S = 1.269$</td>
</tr>
<tr>
<td>1.281</td>
<td>$S = 1.298$</td>
</tr>
<tr>
<td>1.321</td>
<td>$S = 1.352$</td>
</tr>
<tr>
<td>1.392</td>
<td>$S = 1.446$</td>
</tr>
<tr>
<td>1.517</td>
<td>$S = 1.618$</td>
</tr>
<tr>
<td>2.5</td>
<td>$K = 1.466$</td>
</tr>
<tr>
<td>S 1.469</td>
<td>$S = 1.476$</td>
</tr>
<tr>
<td>1.488</td>
<td>$S = 1.505$</td>
</tr>
<tr>
<td>1.529</td>
<td>$S = 1.559$</td>
</tr>
<tr>
<td>1.598</td>
<td>$S = 1.648$</td>
</tr>
<tr>
<td>1.712</td>
<td>$S = 1.796$</td>
</tr>
<tr>
<td>3</td>
<td>$K = 1.653$</td>
</tr>
<tr>
<td>S 1.655</td>
<td>$S = 1.662$</td>
</tr>
<tr>
<td>1.674</td>
<td>$S = 1.692$</td>
</tr>
<tr>
<td>1.715</td>
<td>$S = 1.745$</td>
</tr>
<tr>
<td>1.783</td>
<td>$S = 1.830$</td>
</tr>
<tr>
<td>1.888</td>
<td>$S = 1.964$</td>
</tr>
<tr>
<td>2.194</td>
<td>$S = 0.000$</td>
</tr>
<tr>
<td>4</td>
<td>$K = 1.982$</td>
</tr>
<tr>
<td>S 1.984</td>
<td>$S = 1.991$</td>
</tr>
<tr>
<td>2.003</td>
<td>$S = 2.020$</td>
</tr>
<tr>
<td>2.043</td>
<td>$S = 2.071$</td>
</tr>
<tr>
<td>2.107</td>
<td>$S = 2.150$</td>
</tr>
<tr>
<td>2.203</td>
<td>$S = 2.268$</td>
</tr>
<tr>
<td>2.446</td>
<td>$S = 0.000$</td>
</tr>
<tr>
<td>4.5</td>
<td>$K = 2.129$</td>
</tr>
<tr>
<td>S 2.132</td>
<td>$S = 2.139$</td>
</tr>
<tr>
<td>2.150</td>
<td>$S = 2.167$</td>
</tr>
<tr>
<td>2.190</td>
<td>$S = 2.218$</td>
</tr>
<tr>
<td>2.252</td>
<td>$S = 2.295$</td>
</tr>
<tr>
<td>2.345</td>
<td>$S = 2.406$</td>
</tr>
<tr>
<td>2.569</td>
<td>$S = 0.000$</td>
</tr>
<tr>
<td>6</td>
<td>$K = 2.525$</td>
</tr>
<tr>
<td>S 2.528</td>
<td>$S = 2.534$</td>
</tr>
<tr>
<td>2.546</td>
<td>$S = 2.562$</td>
</tr>
<tr>
<td>2.583</td>
<td>$S = 2.610$</td>
</tr>
<tr>
<td>2.642</td>
<td>$S = 2.680$</td>
</tr>
<tr>
<td>2.727</td>
<td>$S = 2.780$</td>
</tr>
<tr>
<td>2.916</td>
<td>$S = 3.109$</td>
</tr>
<tr>
<td>7</td>
<td>$K = 2.760$</td>
</tr>
<tr>
<td>S 2.762</td>
<td>$S = 2.769$</td>
</tr>
<tr>
<td>2.780</td>
<td>$S = 2.796$</td>
</tr>
<tr>
<td>2.817</td>
<td>$S = 2.842$</td>
</tr>
<tr>
<td>2.873</td>
<td>$S = 2.910$</td>
</tr>
<tr>
<td>2.953</td>
<td>$S = 3.003$</td>
</tr>
<tr>
<td>3.130</td>
<td>$S = 3.300$</td>
</tr>
<tr>
<td>8</td>
<td>$K = 2.978$</td>
</tr>
<tr>
<td>S 2.980</td>
<td>$S = 2.986$</td>
</tr>
<tr>
<td>2.997</td>
<td>$S = 3.013$</td>
</tr>
<tr>
<td>3.033</td>
<td>$S = 3.058$</td>
</tr>
<tr>
<td>3.087</td>
<td>$S = 3.123$</td>
</tr>
<tr>
<td>3.164</td>
<td>$S = 3.212$</td>
</tr>
<tr>
<td>3.330</td>
<td>$S = 3.486$</td>
</tr>
<tr>
<td>3.696</td>
<td>$S = 0.000$</td>
</tr>
<tr>
<td>9</td>
<td>$K = 3.182$</td>
</tr>
<tr>
<td>S 3.184</td>
<td>$S = 3.190$</td>
</tr>
<tr>
<td>3.201</td>
<td>$S = 3.216$</td>
</tr>
<tr>
<td>3.235</td>
<td>$S = 3.259$</td>
</tr>
<tr>
<td>3.288</td>
<td>$S = 3.323$</td>
</tr>
<tr>
<td>3.362</td>
<td>$S = 3.408$</td>
</tr>
<tr>
<td>3.502</td>
<td>$S = 3.655$</td>
</tr>
<tr>
<td>3.585</td>
<td>$S = 0.000$</td>
</tr>
<tr>
<td>10</td>
<td>$K = 3.374$</td>
</tr>
<tr>
<td>S 3.376</td>
<td>$S = 3.383$</td>
</tr>
<tr>
<td>3.393</td>
<td>$S = 3.408$</td>
</tr>
<tr>
<td>3.427</td>
<td>$S = 3.450$</td>
</tr>
<tr>
<td>3.478</td>
<td>$S = 3.511$</td>
</tr>
<tr>
<td>3.550</td>
<td>$S = 3.593$</td>
</tr>
<tr>
<td>3.701</td>
<td>$S = 3.837$</td>
</tr>
<tr>
<td>4.012</td>
<td>$S = 0.000$</td>
</tr>
<tr>
<td>11</td>
<td>$K = 4.225$</td>
</tr>
<tr>
<td>S 4.226</td>
<td>$S = 4.233$</td>
</tr>
<tr>
<td>4.241</td>
<td>$S = 4.255$</td>
</tr>
<tr>
<td>4.272</td>
<td>$S = 4.297$</td>
</tr>
<tr>
<td>4.318</td>
<td>$S = 4.341$</td>
</tr>
<tr>
<td>4.419</td>
<td>$S = 4.510$</td>
</tr>
<tr>
<td>4.622</td>
<td>$S = 4.759$</td>
</tr>
<tr>
<td>4.926</td>
<td>$S = 5.131$</td>
</tr>
<tr>
<td>15</td>
<td>$K = 4.962$</td>
</tr>
<tr>
<td>S 4.964</td>
<td>$S = 4.970$</td>
</tr>
<tr>
<td>4.978</td>
<td>$S = 4.991$</td>
</tr>
<tr>
<td>5.007</td>
<td>$S = 5.026$</td>
</tr>
<tr>
<td>5.050</td>
<td>$S = 5.077$</td>
</tr>
<tr>
<td>5.107</td>
<td>$S = 5.143$</td>
</tr>
<tr>
<td>5.225</td>
<td>$S = 5.326$</td>
</tr>
<tr>
<td>5.446</td>
<td>$S = 5.588$</td>
</tr>
<tr>
<td>5.756</td>
<td>$S = 5.954$</td>
</tr>
<tr>
<td>20</td>
<td>$K = 5.643$</td>
</tr>
<tr>
<td>S 5.645</td>
<td>$S = 5.650$</td>
</tr>
<tr>
<td>5.658</td>
<td>$S = 5.670$</td>
</tr>
<tr>
<td>5.685</td>
<td>$S = 5.704$</td>
</tr>
<tr>
<td>5.726</td>
<td>$S = 5.752$</td>
</tr>
<tr>
<td>5.814</td>
<td>$S = 5.892$</td>
</tr>
<tr>
<td>6.095</td>
<td>$S = 6.224$</td>
</tr>
<tr>
<td>6.374</td>
<td>$S = 6.548$</td>
</tr>
<tr>
<td>6.548</td>
<td>$S = 0.000$</td>
</tr>
<tr>
<td>30</td>
<td>$K = 6.295$</td>
</tr>
<tr>
<td>S 6.297</td>
<td>$S = 6.302$</td>
</tr>
<tr>
<td>6.310</td>
<td>$S = 6.321$</td>
</tr>
<tr>
<td>6.336</td>
<td>$S = 6.354$</td>
</tr>
<tr>
<td>6.375</td>
<td>$S = 6.400$</td>
</tr>
<tr>
<td>6.428</td>
<td>$S = 6.460$</td>
</tr>
<tr>
<td>6.534</td>
<td>$S = 6.623$</td>
</tr>
<tr>
<td>6.728</td>
<td>$S = 6.849$</td>
</tr>
<tr>
<td>7.148</td>
<td>$S = 0.000$</td>
</tr>
</tbody>
</table>

$K$ : Kurtosis parameter (as appears in the CF transformation)

$S$ : Skewness parameter

$\hat{K}$ : Actual kurtosis

$\hat{S}$ : Actual skewness