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Figure 1: We collected reading behaviors and sensor data under situational impairments caused by walking while reading. 
During our experiment sessions, participants switched between sitting and walking as they read on a mobile device. We 
evaluated how custom and automated adjustments to text format may improve reading performance while users read and walk. 

Abstract 
The pervasive use of mobile devices for information consumption 
makes reading on-the-go an unavoidable daily occurrence, whereby 
walking creates a natural situational impairment for reading. In this 
work, we quantify the impact of walking on reading performance 
and compare automatic system adaptations with user customiza-
tions for mitigating these impacts. We collected user interactions 
and mobile sensor data of reading while walking in a controlled 
lab study with 45 participants. We found that automatic font size 
adjustment by viewing distance mitigated the performance degra-
dation from walking, yielding faster reading speed and increased 
comfort. Furthermore, exposure to the automatic adaptation func-
tionality infuences user customization behavior and preferences for 
reading while walking. We discuss implications and provide design 
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suggestions for personalizing interfaces when reading on-the-go, in-
cluding blending system recommendation with user customization, 
ofering multiple points of customization through appropriately-
timed prompts, and refning recommendations based on observed 
preferences. 

CCS Concepts 
• Human-centered computing → Empirical studies in ubiq-
uitous and mobile computing. 
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1 Introduction 
From checking the calendar while catching buses to online shop-
ping in the subway, we read on our mobile phones in diverse and 
complex circumstances. Among all these situations that can afect 
our abilities to read, namely “situational impairments” [35, 60, 75], 
walking is an especially common one. Walking can signifcantly 
afect our abilities to use mobile devices [35]—specifcally, it can 
compromise our visual ability to view the text [30, 42], fne mo-
tor ability to navigate documents through touch-based gestures 
[25, 45], and cognitive ability to comprehend the content [59]. 

With the increasing dependence on mobile devices for infor-
mation consumption and communication in daily life, mobility 
becomes a common and often unavoidable context for reading. 
Prior research suggests that users will continue to read under vari-
ous conditions [46, 58, 70], highlighting a persistent need to make 
reading more efcient and accessible in motion. In the past, a vari-
ety of systems have been created to mitigate the efect of walking 
and other situational impairments, and to facilitate technology use 
under these impairments [25, 35, 36, 45, 60]. However, the majority 
of past interventions focus on creating system-initiated, automatic 
adaptations to detected walking, providing the same adaptation 
for every user. In the meantime, a handful of prior research sug-
gest the need for diverse, personalized adaptations of text settings, 
since users often have diverging needs and preferences [11–13, 71]. 
However, user-initiated customization can be especially challeng-
ing when reading on-the-go, since one’s physical and cognitive 
abilities can be compromised. With such a confict of needs for 
reading on-the-go, little work has been done to specifcally com-
pare system automation with user customization within the context 
of situational impairments. 

In this work, we conducted a controlled lab study to quantify 
the efect of walking on mobile reading. We also compared system 
automatic and user customized adaptations for reading while walk-
ing, through the lens of adapting a single text setting—the font size. 
Specifcally, this work aims to answer two research questions: 

• RQ1: How does walking afect one’s mobile reading perfor-
mance and experience? 

• RQ2: Is system automatic or user customized adaptation 
better for improving mobile reading experiences on-the-go? 

To answer these questions, we frst developed a mobile reading 
application that detects walking using smartphone built-in sensors 
and provides diferent forms of adaptations upon detected walking. 
The app automatically calculates a system recommendation of font 
size based on a user’s viewing distance from the screen, or prompts 
the user to customize font size through a slider in a pop-up drawer 
window when walking is detected. The reading app also integrates 
with a few visual cues drawing from prior work [37, 42, 49], to help 
a user easily resume reading after the font size changes. 

We collected a dataset of mobile reading behaviors while walking, 
through in-person lab study sessions with 45 participants. While 
participants read, our app recorded sensor and interaction data, such 
as the current posture (walking/sitting), text setting changes, and 
reading performance measures such as speed and comprehension. 

In our analyses, we used four metrics to quantitatively measure 
the reading experience: speed, comprehension, task load, and pref-
erence. We found that walking signifcantly slowed down reading, 

but increasing font sizes mitigated its impact. Despite the diference 
in reading speed, we found no diferences in reading comprehension 
with or without the adaptations. Additionally, we found that both 
automatic and customized adaptations to font size reduced task load. 
Even though automatic adaptations led to improved reading per-
formance while customized adaptations were more challenging to 
specify while walking, users nevertheless preferred customization 
for the agency and predictability aforded. On top of the general 
trend, we still found large variations in individual preferences—for 
example, some users preferred automatic adaptations as they were 
simple and easy to use, while others preferred customization due 
to the preservation of agency and context of reading. Furthermore, 
we found that exposure to the automatic adaptation infuenced user 
customization behavior and preferences for font sizes. 

Based on these fndings, we discuss design implications for adap-
tations to improve mobile readability on-the-go—blending auto-
matic suggestions with user customization to help users identify ef-
fective interventions; providing options for customization through-
out the process when user preferences diverge; choosing appropri-
ate timings to prompt for user customization; and observing such 
customization behavior to improve future recommendations. 

The major contributions of this work are: 
• A mobile reading app that detects walking and provides 
automatic and customized adaptations; 

• A data set of mobile reading behaviors while walking col-
lected in a lab study with 45 participants ; 

• A quantitative characterization of the efects of walking on 
the mobile reading experience; 

• A comparison of automatic and customized reading adapta-
tions on-the-go, and design implications for future mobile 
reading adaptations to walking. 

2 Related Work 

2.1 Walking and Situational Impairments 
As discussed by Wobbrock et al. in Ability-Based Design (ABD) 
[76, 77], abilities are not simply properties of users in isolation, but 
should be considered as situated within users’ contexts, activities, or 
environments. Prior work has assessed and addressed various forms 
of “situational impairments” [35, 60, 75], such as distraction [42], 
water drops on screens [69], temperature efects [48, 55], intoxica-
tion [43], stress [56, 64]. Walking is one of the most common forms 
of situational impairments, and prior work investigated the efects 
of walking on technology use and proposed adaptations to mitigate 
such impairments. For example, Sears et al. [60] identifed walk-
ing as a factor that could negatively afect text entry performance; 
Kane et al. [35] proposed adaptive mobile user interfaces for using 
mobile devices while walking; WalkType by Goel et al. [25] adapts 
user touch locations on soft keyboards based on sensor data when 
walking is detected; Cluster Touch by Mott et al. [45] addresses 
walking-related touch inaccuracies by modeling user touches; Khan 
et al. [36] developed eye-reduced document skimming to facilitate 
non-visual document reading under situational impairments. 

2.2 Mobile Readability 
Prior research has found that font, particularly font size, can sig-
nifcantly afect readability [3–8, 10, 51–53, 74], yet there is no 
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one-size-fts-all font [12, 13, 71]. Due to the outstanding efect of 
font sizes on readability, we chose this setting as a lens to investigate 
adaptations of reading interfaces. While there is a need for person-
alization of text settings, prior work has also found recommending 
text settings challenging, particularly due to the need of balancing 
multiple objectives and meeting diverse user preferences [11, 12]. 
On top of general fndings on readability, mobile reading is unique 
in its limited screen size to display text, while prior work found that 
larger text size did not yield better performance on mobile reading 
due to “the increased demand for scrolling” [59]. 

Under situational impairments, one’s ability to read on mobile 
devices can be largely compromised. Specifcally, walking can com-
promise one’s visual ability to view the text content [30, 46], fne 
motor ability to navigate documents through touch-based gestures 
[25], and cognitive ability to comprehend the content while navigat-
ing the physical environment [50, 59]. Together, the compromised 
visual, motor, and cognitive abilities can signifcantly impact the 
reading experience. Particularly, users can experience greater im-
pairment while using smaller devices like mobile phones compared 
to desktop devices [57, 78]. Conradi [18] investigated reading single 
words while walking and found that display time, walking speed, 
and number of letters all afected reading; Mustonen et al. [46] 
examined mobile text legibility while walking and found that visual 
performance degrades with increasing walking speed; Vadas et al. 
[70] compared audio with hand-held displays for reading on-the-
go, highlighting the improved reading speed and comprehension 
through non-visual UI; to a similar end, Schartmuller et al. [58] 
investigated text comprehension with heads-up versus auditory 
displays in automated vehicles, and found signifcant reduction in 
task load with reduced visual interactions. On top of prior work, 
this work extends the understanding of how walking infuences 
the mobile reading experience, and further investigates the efects 
of diferent runtime UI adaptations on mitigating such infuences. 

2.3 Adaptive, Adaptable, and Mixed-Initiative 
User Interfaces 

Among all diferent forms of interface adaptations, there has been 
a longstanding discussion around system-initiated adaptivity and 
user-initiated adaptability. In the early discussions, there was a 
strong “tension” between interface agents and direct manipulation 
[1, 39, 41, 62, 63]. Horvitz [32] later proposed the concept of “mixed-
initiative user interfaces”, suggesting that collaboration of human 
direct manipulation with intelligent agents should be favored, in-
stead of treating them as non-compatible. A handful of prior work 
also theoretically discussed “adaptive” versus “adaptable” inter-
faces [65, 66] and investigated diference between them—system-
initiated adaptations are shown to be efcient in many prior work 
[21, 23, 25, 26], yet its unpredictability of actions [23], possibility 
for errors [32] and potential misalignment with user intention [68] 
can be undesirable; on the other hand, while user-initiated adapt-
ability is generally preferred due to the sense of control and higher 
perceived performance [19], there might be “awareness” issues [19– 
22, 67] as users may not know how to tailor the full set of features 
to their needs. Despite general comparison of the two forms of 
adaptations in literature, no prior work has compared them within 
the context of situational impairments, a unique setting in which 

a user’s physical and cognitive abilities are already compromised. 
While a handful of inventions designed to address situational im-
pairments have taken the system adaptive approach [25, 35, 42, 45], 
little has been done to investigate how user customization can 
address such impairments. 

This work is inspired by Findlater and McGrenere’s [19] compar-
ison of static, adaptive, and adaptable split menus. Similarly, this 
work quantifes the impact of walking on mobile reading, and com-
pares the efectiveness of automatic (“adaptive”) and customized 
(“adaptable”) adaptations to walking. While this work considers 
the two approaches in separation, our fndings point to design im-
plications for mixed-initiative interventions to improve the mobile 
reading experience while walking. 

3 Reading Interface Design 
We developed a mobile reading application in iOS to run the ex-
periments and collect user reading data. The reading app leverages 
standard mobile native libraries for walking detection and incorpo-
rates UI intervention design suggestions for reading while walking 
from a preliminary study [37]. 

Walking Detection. The app wraps the Apple Core Motion [34] 
library to detect walking, and applies a three-second smoothing fl-
ter to avoid undesirable interface changes due to frequent switching 
between stationary and walking modes. 

Reading Ruler for Reading Resumption. Preliminary study 
results on mobile reading adaptations while walking [37] suggest 
that users can easily lose track of reading after interface adapta-
tions. To help users quickly resume reading, we designed a visual 
intervention similar to Digital Reading Rulers [49] to let users cali-
brate an area on the screen they usually read (Figure 2a) through 
tapping input. We leverage a similar visual cue as SwitchBack [42] 
to highlight the text a user was reading before any adaptations, and 
help bring the text back into focus after the adaptation (Figure 2b). 

Calculating Font Size for Automatic System Adaptation. 
Our calculation of the system-recommended font size for automatic 
adaptations is based on prior research into average user reading 
behavior patterns and recommendations for comfortable reading 
font sizes [2, 61]. We defne � as the system-recommended font 
size in iOS point size, �� as the average reading font size of users 
reported in prior work (in inches), ������ℎ� as x-height ratio of 
the system font size, ��� as the visual acuity ratio of reading font 
size for comfortable reading, based on recommendations of Sheedy 
and Shaw-McMinn [61], ��� as the device pixel per inch (PPI) 
specifcation, ���� as the ratio of standard point size measurement 
by iOS point size, ����� as the user’s detected reading distance 
while walking obtained using the Apple ARKit [33] through the 
front camera stream, ���� as the average user reading distance 
reported in prior work [2]: 

�� × ��� ��� ����� 
� = × × (1)

������ℎ� ���� ���� 

The calculated system-recommended font size is approximately 
28.8 pt in iOS on a recent iPhone Pro series model when a user is 
reading at the 32.2 cm average reading distance. 
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Figure 2: Example screens of the reading app. The top-left corner shows the real-time reading distance and lighting intensity 
captured. The top-right corner indicates the current posture of the user, gray meaning stationary, red meaning walking. (a) A 
reading ruler in the middle of the screen highlighting a user’s regular reading area, which can be dismissed with a double-tap; 
(b) Automatic adaptations applied when walking is detected, with the original text in the reading ruler area highlighted and 
preserved at the same location on the screen; (c) User can also customize font sizes using a slider in the bottom drawer. The 
reading ruler helps retain the original reading area while the drawer is toggled. 

Interface Design for User Customization. Preliminary study 
results on mobile reading on-the-go [37] also suggest that UI inter-
ventions should reduce occlusion of text and favor gestural control 
over target acquisition like button taps. Based on this fnding, we 
use a pop-up drawer window containing a slider at the bottom of 
the screen to reduce text occlusion (Figure 2c), and a user can tap 
anywhere on the screen to dismiss the window. 

In both interventions, font size adaptations are only triggered 
when a user starts or stops walking. The font size then remains 
unchanged until the next posture transition is detected. Throughout 
each reading session, our app records: 

• Sensor data on the user activity, including whether the 
user is detected to be walking or stationary, raw motion 
events detected before smoothing, raw accelerometer and 
gyroscope data, as well as viewing distance and lighting 
intensity based on the ARKit face tracking and lighting esti-
mate data [33] (not all of which was used for this work); 

• User behavior, including scrolling events while reading and 
the font sizes selected; 

• Questionnaire responses for comprehension questions 
and subjective ratings. 

4 Study Methods 
4.1 Terminology 
We frst clarify the terms used in the rest of this paper. Specifcally, 
we focus on comparing three types of mobile reading interfaces 
while walking: 

• Automatic: The interface adapts to walking through system-
determined font size changes (known as “adaptive” inter-
faces). 

• Customized: The interface adapts to walking through user-
specifed font size changes (known as “adaptable” interfaces). 

• Static: The interface does not change during use. 

4.2 Interface Conditions 
We compared four diferent mobile interfaces for reading while 
walking: Automatic, Customized, Static-Small, Static-Big. The two 
static conditions serve as our baselines for this comparison. 

Automatic. This interface applies the iOS default body text 
font size (14 pt) at the beginning. When a user starts walking, it 
automatically calculates and changes the font size to a system-
recommended font size (Eq. 1). When a user stops walking, it auto-
matically changes the font size back to default. 
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Figure 3: Participant walking path during a study session. Participants start seated at the corner seat, then walk around the 
space along a rectangular path. No obstacle is present on the walking path, yet participants need to pay attention to nearby 
furniture while turning. To ensure enough walking data is collected, participants are instructed to walk for additional laps if 
they reach the starting position before fnishing reading half of the passage. They always return to the same seat and fnish 
reading seated.1 

Customized. This interface applies the iOS default body text 
font size (14 pt) at the beginning. When a user starts walking, it 
displays a slider at the bottom of the screen for the user to specify 
desired font size for walking (Figure 2c). When a user stops walking, 
it displays the slider again for the user to update the font size. 

Static-Small. This interface applies the iOS default body text 
font size (14 pt) and provides no adaptations. 

Static-Big. This interface applies a system-recommended font 
size (same as in the automatic condition, Eq. 1) throughout the 
reading and provides no adaptations. 

We include two baseline conditions in our comparison: static-
small represents the “default” reading interface with system-default 
font sizes, while static-big uses the same system-recommended 
walking font size regardless of the user’s posture. 

4.3 Participants 
We recruited 45 participants from Adobe through internal Slack 
posting. Participants were on average 30.7 years old (��=6.6), self-
reported identifying as 22 women and 23 men. We include the 
participant demographics in our supplementary materials. 

4.4 Apparatus 
The mobile reading app we developed for the experiments is an 
iOS app running on an iPhone 11 Pro Max with iOS version 16.4. 
The reading passages are from a pool of 14 diferent carefully lev-
eled Grade 8 passages from the Readability Consortium resources 
library.2 Each passage contains 4 paragraphs and 600 words. We 
also used accompanying comprehension questions from the same 

1As study sessions ran in three parallel locations, the experiment spaces share similar 
layouts yet specifc positions and numbers of tables and chairs vary.
2https://thereadabilityconsortium.org/resources. 

library, consisting of one main idea question and four detail ques-
tions for each paragraph. All questions are multiple-choice with 
one correct answer and three confounding options. 

4.5 Procedure 
We defne a reading session as the complete process of a user read-
ing one complete 600-word passage. Participants all started their 
reading session while seated. After they read a few sentences, they 
could stand up and start walking around the experiment space at 
their normal walking pace while using mobile devices, while read-
ing the passage, and then sit down to fnish the rest of the passage. 
We asked participants to only start walking after they begin to 
scroll over the passage, to obtain an accurate measurement of their 
reading speed. After each article, they were directed to answer a set 
of subjective rating questions and comprehension questions in the 
app. After completing four reading sessions corresponding to the 
four study conditions, they were asked to rank their preferences 
over the four interfaces and to share the rationale behind their pref-
erences, desired adaptations for reading on-the-go, features they 
would like beyond existing interventions, and additional comments 
on the experience if they had any. Before and after the reading 
sessions, participants were also asked to specify their preferred 
font sizes for reading while sitting and while walking (except P01 
to P09, P11, and P19, for whom only preferred font sizes during the 
sessions were recorded). 

Participants were presented with all four interfaces (except P01 to 
P07, who only experienced the frst three interface conditions). We 
randomized the order of automatic and customized conditions, while 
we kept the static-small condition always the frst as the baseline, 
and the static-big condition always the last as the it relies on the 
system-recommended font size calculated during the automatic 
condition. During each reading session, the passage was randomly 

https://thereadabilityconsortium.org/resources
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Figure 4: (a) Example plot of scrolling data collected in a single reading session. The � and � axes are the timestamp and indices 
of reading characters in the text content. The plotted lines indicate the start and end of the visible range of characters displayed 
on the screen, as well as the range of characters currently inside the reading ruler area. Sudden spikes of the ranges could 
be due to system auto-scroll to reposition text after adjustments or random user scrolling behavior, and were cleaned up in 
further calculation through outlier removal. (b) Demonstration of the visible range and reading range on an example screen. 

drawn from the pool of passages, and diferent participants read 
diferent passages for each condition. 

4.6 Dataset 
We collected a dataset containing 173 reading sessions from the 
45 participants. We include a summary of anonymized user demo-
graphic information and questionnaire responses regarding their 
usage of mobile phones for reading under diferent situational im-
pairments in our data set. We also include time of day, location 
of study, and qualitative descriptions of environment lighting and 
sources of distraction like environment noise as observed by the 
experimenter for each session. The dataset is publicly available.3 

4.7 Design and Analysis 
4.7.1 Measurement. We measure the mobile reading experience 
using four metrics [6, 11, 12, 17, 38, 44, 53, 71]: (1) speed, (2) compre-
hension, (3) task load, and (4) preference. The frst two characterize 
the performance of reading, while the last two characterize user 
subjective perception of the experience. 

We measure the reading speed based on scrolling behavior and 
record the results in words per minute (WPM) (Figure 4). Specif-
cally, we measure the number of characters a user read while sta-
tionary and walking, divided by the total reading time a user spent 
while sitting (stationary) and walking, respectively. For each read-
ing session, we segment the time intervals for sitting and walking 
(specifcally, we ignore the transition time between the detection of 
activities to the font size changes being applied), and accumulate 

the number of characters a user reads during that interval, after 
applying an outlier removal of scrolling events. We then convert 
this calculated speed from characters per second (CPS) to words 
per minute (WPM).4 In our analyses, we removed outlier data with 
reading speeds below 50 WPM or above 650 WPM, similar to prior 
work [15, 16, 49, 71–73]. After outlier removal, there are 300 valid 
segments (86.7%) from the reading sessions in the data. 

We measure the reading comprehension using the compre-
hension questions associated with the passages as discussed in 
Section 4.4, and measure the correctness of the main idea question 
and four specifc questions. 

We measure the reading task load using rating questions based 
on the NASA-TLX [27, 28] questionnaire—physical demand, mental 
demand, temporal demand, performance, efort, and frustration, 
each on a Likert scale from 1 to 7. Lower rating values indicate lower 
physical/mental/temporal demand, better perceived performance, 
lower efort, and less frustration. 

We measure user preferences using two metrics: preference 
of the type of adaptation (the four experiment conditions), and 
the preferred reading font sizes. We measure user preference over 
the four conditions through user preference rankings, encoded as 
six binary values (whether a user prefers condition A over B). We 
encode preference as binary values, as the rank is not necessarily 
linearly correlated with user preference. We exclude user data with-
out preferred font sizes before or after the sessions being recorded 
while comparing diferent phases. We take the user-customized font 
sizes while reading and walking as their preferred font sizes. 

4The conversion is done by multiplying the reading speed in CPS by 60 seconds/minute, 
and then dividing it by an estimate of 5 characters/word. 3https://github.com/judykong97/ReadingOnTheGo. 

https://github.com/judykong97/ReadingOnTheGo
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Figure 5: (a) Histogram of system-recommended vs. user-customized font sizes applied during walking in the automatic and 
customized conditions. Participants tended to choose font sizes closer to the small default size, while the system recommended 
larger font sizes; (b) Interaction plot showing mean and standard deviation of reading speed while user was stationary and 
walking for each of the four interface conditions. The automatic, customized, and static-small interfaces all showed reading 
speed degradation while walking compared to stationary, but such degradation didn’t appear for the static-big interface. 

4.7.2 Analysis Method. We ran a linear mixed model (LMM) [24, 
40] to compare the reading speed while sitting and walking under 
the four interface conditions. We modeled the interaction between 
interface and posture (sitting or walking) as fxed efects, and subject 
and article as random efects. We checked for normality through ex-
amination of residuals and found the data normally distributed. Post 
hoc pairwise comparisons were corrected with Holm’s sequential 
Bonferroni procedure [31] following a signifcant omnibus test. 

We ran a generalized linear mixed model (GLMM) [9] to compare 
the binomial correctness of the main idea question and each of the 
four specifc comprehension questions, respectively. We used inter-
face as the fxed efect, and subject and article as random efects. We 
then ran mixed ordinal logistic regression models [29] to compare 
the perceived task load ratings. We modeled interface as the fxed 
efect, and subject and article as random efects. We also used mixed 
ordinal logistic regression to analyze the preference rankings of 
interfaces, modeling interface as the fxed efect and subject as a 
random efect. Post hoc pairwise comparisons were corrected with 
Holm’s sequential Bonferroni procedure [31] following signifcant 
omnibus tests. 

Finally, we ran an LMM [24, 40] to compare user preferred font 
sizes at diferent times of the adaptations, using phase (before, dur-
ing, and after) as the fxed efect and subject as a random efect. 
We checked for normality through examination of residuals and 
found the data normally distributed. Post hoc pairwise comparisons 
were corrected with Holm’s sequential Bonferroni procedure [31] 
following a signifcant omnibus test. 

The LMMs and GLMMs were implemented in R’s lme4 pack-
age and the ordinal logistic regression models were implemented 
in R’s ordinal package. All post hoc pairwise comparisons were 
implemented in R’s emmeans package. 

5 Results 
5.1 Summary of Data 
Reading sessions lasted 208.0 seconds (SD=62.6) on average. Users 
spent an average of 71.4 seconds (SD=21.9) reading while walking, 
and 130.9 seconds (SD=58.5) reading while stationary. The overall 
average reading speeds while walking and stationary were 218.8 
WPM (SD=94.8) and 286.1 WPM (SD=118.4), respectively. During 
the sessions, the average font size recommended by the system across 
users while walking was 29.7 pt (SD=5.4), and the average font size 
customized by users while walking was 17.4 pt (SD=3.1). 

5.2 Speed 
We report means and standard deviations of walking and stationary 
reading speeds under the four conditions in Figure 5 and Table 1. 
Overall, we found signifcant main efects of interface condition 
(�3,221 = 5.71, � < .01) and posture (�1,238 = 47.63, � < .01), and 
a signifcant interaction efect between interface condition and 
posture (�3,238 = 5.46, � < .01). 

Table 1: Means and standard deviations of walking and sta-
tionary reading speeds under the four conditions. 

Reading Speed 
Walking (WPM) 

Reading Speed 
Stationary (WPM) 

M SD M SD 
Automatic 245.9 100.4 319.7 138.1 
Customized 204.4 70.2 271.0 87.6 
Static-Small 186.9 104.1 303.2 132.6 
Static-Big 236.8 91.1 241.8 90.0 
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Table 2: Mean and standard deviation values of the task load ratings for the four conditions. 

Physical 
Demand 

Mental 
Demand 

Temporal 
Demand 

Performance Efort Frustration 

M SD M SD M SD M SD M SD M SD 
Automatic 3.1 1.2 3.1 1.2 3.3 1.3 3.8 1.5 3.5 1.5 3.4 1.4 
Customized 3.2 1.1 3.8 1.3 3.4 1.3 3.8 1.3 4.0 1.5 3.2 1.4 
Static-Small 3.5 1.5 4.3 1.3 4.1 1.3 4.2 1.3 4.6 1.3 3.7 1.4 
Static-Big 2.6 1.2 3.0 1.4 2.9 1.3 3.2 1.2 2.9 1.4 2.6 1.4 

Table 3: z-statistics for all signifcant diferences between the conditions for the task load ratings. Signifcance indicators: 
*� < .05, **� < .01, ***� < .001. 

Physical 
Demand 

Mental 
Demand 

Temporal 
Demand 

Performance Efort Frustration 

Automatic-Customized – – – – -2.03 * – 
Automatic-StaticBig 2.71 * 2.69 * – – 2.34 * 2.90 * 
Automatic-StaticSmall – -2.73 * -4.56 *** – -4.44 *** – 
Customized-StaticBig 3.16 ** 3.40 ** – – 4.10 *** 2.53 * 
Customized-StaticSmall – – -4.07 *** – -2.74 * – 
StaticBig-StaticSmall -3.84 *** -4.96 *** -5.47 *** -4.06 *** -6.00 *** -4.02 *** 

Walking leads to slower reading speed, but not for larger 
fonts. We found that there is signifcant reading speed degradation 
while walking compared to stationary for the static-small (�238 = 
6.12, � < .01), automatic (�238 = 4.13, � < .01), and customized 
(�238 = 3.55, � = .01) interfaces. In contrast, the static-big interface 
did not show such reading speed degradation (�238 = 0.25, � = .81). 

Bigger font sizes improve reading speed while walking. Com-
paring the reading speed while walking across the four interface 
conditions, we found that bigger font sizes automatically calculated 
from user viewing distance either signifcantly (in the automatic 
interface, �251 = 3.35, � < .01) or marginally (in the static-big in-
terface, �250 = 2.54, � = 0.06) improved reading speed on the walk 
compared to smaller font sizes (in the static-small interface). 

Increasing font sizes yield larger gains in reading speed for 
walking compared to stationary. Comparing the reading speed 
under larger font sizes (in the static-big interface) versus smaller 
font sizes (in the static-small interface), we found that increasing 
the font size while walking resulted in a 21.1% average reading 
speed improvement (�250 = 2.54, � = .01); in contrast, increasing 
the font size while stationary even made reading a little slower, 
resulting in a 20.3% average degradation (�250 = −3.02, � < .01). 

5.3 Comprehension 
Comprehension is unafected by walking adaptations. Over-

all, the average correctness rates of the main idea comprehen-
sion question were 60.0% (�� = 49.5), 57.8% (�� = 49.9), 53.3% 
(�� = 50.5), 60.5% (�� = 49.5), respectively for the automatic, 
customized, static-small, and static-big conditions. We found no 
signifcant main efect of interface on the main idea correctness 
(�3

2 = 0.58, � = .90). We also found no signifcant main efect of 
interface on the correctness of the four detailed comprehension 

questions corresponding to the frst (�2 = 1.09, � = .78), sec-
ond (�2 = 2.83, � = .42), third (�2 = 3

3 
.76, � = .29), and fourth 

(�2 = 3
3 
.67, � = .30) paragraph. 

3 

3 

5.4 Task Load 
Font size adaptations during walking reduce perceived read-

ing task load. We report the means and standard deviations of 
all six task load ratings for each of the four interface conditions in 
Table 2. We found a signifcant main efect of interface on all six 
task load ratings—physical demand (�3

2 = 16.70, � < .01), mental de-
mand (�3

2 = 27.03, � < .01), temporal demand (�3
2 = 37.91, � < .01), 

performance (�3
2 = 17.20, � < .01), efort (�3

2 = 43.88, � < .01), 
frustration (�3

2 = 18.57, � < .01). 
All signifcant and marginal post hoc pair-wise comparison re-

sults were reported in Table 3. The static-big interface was rated 
to have lower physical and mental demand, require lower efort, 
and cause less frustration compared to all other interfaces. Both 
the automatic and customized interfaces were rated to have lower 
temporal demand and require lower efort compared to the static-
small interface. Additionally, the automatic interface was rated to 
require lower efort than the customized interface, and have lower 
mental demand compared to the static-small interface. 

5.5 Preference 
Customized and static-big interfaces are overall more pre-

ferred than automatic and static-small interfaces. We found 
that participants preferred the customized and static-big interfaces 
over the automatic and static-small interfaces. Specifcally, par-
ticipants preferred the customized interface over the automatic 
(� = 3.36, � < .01) and static-small (� = −4.85, � < .01) inter-
faces, and preferred the static-big interface over the automatic 
(� = 3.10, � < .01) and static-small (� = −4.49, � < .01) interfaces. 
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Figure 6: Preferences for reading font sizes while walking, specifed by participants before, during, and afer reading sessions. 
Participants were asked to specify their preferred font size for walking at the beginning of the session, i.e., before they were 
presented with the system-recommended font sizes; participants were then prompted by the app to specify their preferred 
font sizes in-the-moment, i.e., during the customized condition when they started walking; fnally, at the end of each session, 
participants were again asked to specify their preferred font size for walking afer they were done with all the reading sessions 
and had been presented with both system-recommended font size adaptations and their customized font sizes. 

There is no diference in preferences between automatic and static-
small (� = −1.52, � = .26), or between customized and static-big 
(� = −0.04, � = .97). 

Divergence of preferences over adaptations and font sizes 
still exist despite the overall trend. While there is a general 
trend favoring customized over automatic adaptations, individual 
preferences vary and there is no one design for all. The average 
user-specifed font size during customization while walking was 
17.4 pt (SD=3.1); compare this to the default (static-small) font size 
of 14 pt. Seven participants ranked the automatic condition most 
preferred among all four options, as it was “helpful” (P18) and “con-
venient” (P20); 18 participants ranked the customized condition 
most preferred, often as they could “have the option to choose” 
(P30) and thus “be in control” (P45). In regard to preferences over 
font sizes, one participant mentioned that they particularly pre-
ferred smaller font sizes as they “provide more context” (P13) and 
there was fewer scrolling “back and forth” (P13). Three participants 
particularly preferred larger font sizes as they were “easier to read” 
(P20) or because they had visual conditions resulting in difculty 
when reading small text. 

Users preferred font sizes increase afer they are presented 
with larger font sizes during reading. Comparing font size pref-
erences across diferent phases, preferred font size for walking 
specifed by participants was on average 16.8 pt (SD=2.9) before the 
reading session, 17.5 pt (SD=2.6) during the reading session, and 
22.5 pt (SD=5.6) after the reading session. There is a signifcant main 
efect of phase on the preferred font size (�2,66 = 40.65, � < .01). 

Post hoc pairwise comparisons suggest that user preferred font 
sizes after the reading increased compared to what they set before 

(�66 = 8.23, � < .01) and during (�66 = 7.30, � < .01) the reading, 
respectively by 33.9% and 29.0%. Six participants explicitly men-
tioned that their preferred font size “got bigger” (P18) or that they 
found “bigger font sizes actually worked better” (P27) after they 
were presented with the system recommendations, even mention-
ing that they “should have read at this font before” (P20) as it was 
“so comfortable” (P20). 

5.6 Additional Customization Options 
Participants Requested 

Aside from having varying attitudes towards the interventions, par-
ticipants also shared additional customization options they desired 
(Table 4). These options cover how the app responds to change of 
posture, whether the app directly applies or recommends font sizes, 
text and interface settings, and format of control. 

6 Discussion 

6.1 Findings 
In this section, we summarize a few main takeaways from our 
analysis results around mobile reading while walking. 

Automatic font size adjustment by viewing distance can 
mitigate reading performance degradation while walking. 
When reading using the same default small font size, there was a 
signifcant reading speed degradation when a user was walking, 
while this efect was mitigated with the larger font size calculated 
by the automatic interface. Our results provide new insight into the 
efectiveness of font size increments on reading speed—previously, 
Schildbach and Rukzio [59] found that larger text sizes did not yield 
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Table 4: Additional customization options requested by participants. 

Category Customization Option (Count) 

No prompts at all (2), persistent customization prompts (3), How the app responds option to enable or disable prompts (1), to change of posture automatic disappearance of prompts after timeout (1) 

Whether the app directly applies Automatically apply a font size then allow the user to further adjust (6), 
or recommends font sizes recommend a font size and let the user confrm (4) 

Text and background color (9) such as dark mode, 
Text settings line and character spacing (4), font family (1), 

text formatting (1) such as bold and italic 

Reading ruler appearance and position (6), adaptive screen brightness (4), Interface settings display of sensor stats (1), success message after reading (1) 

Font size manipulations (9) such as tapping, zooming in/out, buttons, arrows, 
Format of control reading ruler manipulations (5) such as tapping and dragging, 

reading navigation (3) such as page fipping 

faster mobile reading speeds because of the additional scrolling 
required on phone screens; notably, we arrived at a diferent con-
clusion, possibly due to the additional burden of reading with small 
fonts under a situational impairment, i.e., while walking. 

Beter reading speed and comfort are not necessarily asso-
ciated with preference over adaptations. In our analyses, we 
found that reading with the automatic adaptations were rated to 
require less efort than the customized one. Additionally, the auto-
matic adaptations also yielded higher reading speed while walking. 
However, participants overall still preferred the customized adapta-
tions which required more time and efort to read, suggesting that 
their preference may be heavily infuenced by other factors, such 
as the sense of agency. The degree of interruption they felt could 
also infuence their preference—despite our attempted mitigations 
to assist with reading resumption (implemented using a reading 
ruler experience), the static-big condition using the same font size 
for walking was overall more preferred by participants. This points 
to future work in designing more seamless transitions. 

User customization choices of font sizes is influenced by 
awareness and exposure to recommendations. When we com-
pared users’ preferred font sizes for walking before, during, and after 
the reading sessions, we found that users’ preferred font sizes (1) 
became larger after the reading sessions, and (2) changed after they 
were presented with the often larger system-recommended sizes. 
We hypothesize users were either unaware of the benefts of larger 
fonts, or simply felt unmotivated to switch to unfamiliar reading 
settings. This is corroborated by participants’ refections that they 
“became more conscious” (P32) of the efects of font sizes on reading 
and found that larger fonts actually worked better, admitting they 
“underestimate[d] the size [they] wanted” (P12), sometimes even 
refecting on the fact that they “hated big font sizes” (P42) at the 
beginning of the study. Additionally, customizing text settings ad 
hoc during situational impairments can be challenging, and partici-
pants sometimes felt overwhelmed with making such adjustments 
when reading while walking, as there were already “so many things 
going on” (P43), further suggesting the need for recommendations 
beyond purely manual and user-initiated adaptations. 

In prior research, end user customization and controllability are 
often demanded and preferred, yet customization options often 
remain unused in practice [14, 19, 54]. The lack of “awareness” pre-
vails in adaptable systems [19–22, 67]—users are often unaware of 
what they can customize and the tangible benefts such adaptations 
can have. Our fnding aligns with prior work and further suggests 
the need for reading adaptation recommendations, which can help 
address this “awareness” gap with customization. 

6.2 Design Implications 
Nowadays, few human-computer interfaces are purely automatic 
or customized, as most are mixed-initiative. In this work, we strictly 
separate the conditions to understand the efect of each, yet our fnd-
ings point to better design of mixed-initiative interfaces combining 
system automatic and user customized adaptations to situational 
impairments such as walking. 

Blending system recommendation with user customization. 
Although participants more frequently preferred the customized 
approach, perhaps due to the preserved sense of agency, automatic 
font size adjustments yielded better reading speed and comfort, 
and can further infuence user customization behavior and aware-
ness of adaptable settings. Future reading adaptations should blend 
these two approaches, yet aim for smoother transitions during the 
interface adaptations for minimum interruption. 

Multiple points of customization during the adaptation 
process to situational impairments. Based on the additional 
customization options participants requested (Section 5.6), we iden-
tify fve areas of customization to consider for reading adaptations 
while walking: 

• Customizing whether or not to respond to walking or ini-
tiate any adaptation; 

• Customizing whether or not to recommend a font size at 
the beginning of user customization; 

• Customizing whether or not to directly apply system-
recommended font size for walking; 
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• Customizing the text settings and interface settings for 
reading while walking; 

• Customizing the format of control to manipulate text and 
interface settings (e.g. sliders, buttons, pinch and zoom, other 
gestural control). 

While we discuss these fve areas of customization within our 
specifc context of reading while walking, they can potentially be 
generalized to other situational impairments in the future. 

Choosing when to prompt for customization, presenting 
users with recommendations, and learning user preferences 
over time to refne recommendations. In our study, even the same 
user action of adjusting font sizes with a slider can vary over time. 
This refects the dynamic nature of user preferences, e.g., when 
exposed to alternative font sizes, which might help users move 
towards settings that work best for them. Thus, we recommend 
carefully choosing when to prompt for customization, presenting 
users with recommendations before ofering options for customiza-
tion, and observing user customization behavior over time to adapt 
to changing preferences, thus iteratively improving recommenda-
tions to be more personalized over time. 

6.3 Concerns and Ethics of Reading while 
Walking 

Admittedly, reading while walking can be dangerous [47]. For bet-
ter safety, everyone should simply stop looking at the phone and 
attend to the surrounding environment while walking. However, 
in reality, people will always read on-the-go, whether they must 
or decide to, for example, check notes while running to a meeting, 
or refer to the agenda while navigating an event venue. Similar to 
prior work that investigated reading while walking [46, 70] or in 
vehicles [58], our goal is to make this experience safer and more 
comfortable. Meanwhile, future applications should consider de-
tecting and handling cases where reading becomes highly risky, for 
example, when users are at a busy crossroad. 

In this work, we use walking as an instantiation of a “situational 
impairment” [35, 60, 75]—one that allows us to easily control ex-
periment conditions. Our fndings can potentially be meaningful 
for other situational impairments that cause similar degradation in 
abilities but are harder to investigate, for example, reading while 
on a bus or sitting in the passenger seat—in which case, reading 
would be much safer. 

6.4 Limitations and Future Work 
In our study, we only investigated adaptations of one single text 
setting, the font size, and assumed walking dynamics to be simi-
lar between participants. Future work can investigate other text 
setting adaptations and incorporate diferent walking patterns and 
behaviors. This work also focuses on analyzing reading behavior 
associated with detected walking, yet we did not make use of the 
full set of sensor data captured such as lighting conditions, nor did 
we measure specifc walking metrics such as walking speed or gait 
patterns. The efect of these parameters is ripe for future work. 

Our calculation of reading speeds may be biased towards smaller 
diferences between stationary and walking due to the short delay in 
walking detection. Our calculation also assumed that the user was 

reading within the the reading ruler area, which might introduce 
random errors even with our outlier removal. Additionally, scrolling 
behavior approximates but does not precisely measure the reading 
speed. Future work may integrate gaze tracking as a more accurate 
measurement of reading attention. 

During the study sessions, we intentionally chose an indoor 
experiment environment with minimal distraction to analyze the 
efect of walking in isolation, yet in reality, there are usually more 
complex forms of situational impairments interacting with each 
other [42, 59], resulting in potentially diferent desired interventions 
from this study. For example, a user might walk across a crowded 
street, trying to navigate and read under high noise levels. Future 
work might leverage the interactions of these diferent situational 
impairments. Due to the limitations of recruiting, our participant 
age group was not very diverse and was heavily biased towards 
young working professionals. While we aimed to keep reading dif-
culty consistent using passages of the same grade level, participants 
still found some passages easier to read than others, for example, 
due to prior knowledge or interest in particular topics. Addition-
ally, we evaluated reading on a small set of carefully-leveled ready 
passages to measure comprehension, yet these passages might not 
refect the common materials read on-the-go in daily life, such as 
text messages, emails or social media. In the future, we might also 
deploy the app and collect more naturalistic reading data through 
feld studies to understand reading while walking in the real world. 

7 Conclusion 
Walking can signifcantly infuence our abilities to read on mobile 
devices. In this work, we conducted a controlled lab study with 
45 participants to quantitatively measure the efect of walking on 
mobile reading, and compared automatic versus customized adapta-
tions for reading while walking. We developed a mobile reading app 
that detects walking, calculates and applies a system-recommended 
font size based on viewing distance detected during walking, and al-
ternatively prompts users to customize font sizes through a drawer 
window that pops up when walking is detected. We collected a data 
set including 173 reading sessions of participants reading passages 
while both sitting and walking. We also recorded user interaction 
behavior and sensor data about their situated abilities during the 
reading sessions. In our analyses, we used four metrics to evaluate 
the reading experience—speed, comprehension, task load, and pref-
erence. We found that walking slows down one’s reading speed, 
but automatic font size adjustments by viewing distance can miti-
gate reading performance degradation associated with walking. We 
also found such automatic adaptations lowered the required efort 
during reading, even though this improvement in speed and task 
load did not correlate with user preference—instead participants 
overall preferred the customized adaptations over automatic ones. 
Furthermore, we found that exposure to the automatic adaptation 
infuences user customization behavior and preferences over font 
sizes for walking. Our fndings suggest that future interventions 
for mobile reading while walking should blend system recommen-
dation with user customization, leave options open for multiple 
points of customization throughout the process, choose appropriate 
timings to prompt for user customization, and observe and learn 
user preferences over time to refne recommendations. 
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