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Abstract 
Physiological signals can offer unique insights into how the human body functions. Recent advances 
in consumer-facing wearable technology enable physiological signals to act as an interface between 
the body and technology, and to improve human-technology interactions. This paper argues for how 
physiological signals can improve personalization with technology, specifically in support of ability-based 
design, where technology assumes the burden of better matching a user’s abilities. For example, we offer 
a scenario in which an athlete’s poor recovery, as measured through elevated resting heart rate, affects 
his ability to remember his schedule. His devices adapt to his state by pushing earlier and more frequent 
notifications to ensure meetings are not missed. In another scenario, we convey how sensing a user’s 
limited fine motor control can be used to adapt on-screen keyboards for more accurate texting. In yet 
another scenario, we describe how physiological signals can be used to detect fatigue and recommend 
alternative input techniques. We argue that by obtaining a direct window to the physiological state of a 
user, interactive systems can precisely measure and adapt to a user’s abilities. 
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1. Introduction 

Consumer-facing systems that utilize physiological signals offer unprecedented access to track 
human health and performance. These systems include at-home versions of clinical systems 
such as a blood pressure monitor or pulse oximeter, as well as wearable electronics such as 
smartwatches or rings. With these systems one can easily monitor individual physiological 
signals such as heart rate, blood oxygenation, temperature, blood pressure, as well as more 
comprehensive physiological indicators such as quality of sleep, heart rate irregularities, cycle 
tracking, recovery, and stress. While these systems offer consumers approachable methods to 
monitor and even modify behaviors from this information, these systems do little to utilize 
these signals to improve people’s interactions with technology itself. We envision a future in 
which these physiological signals can be used to inform interactive systems when personalizing 
user interfaces in ability-based design, enabling systems to better match their users’ abilities. 

Ability-based design [1, 2] is a design methodology that prioritizes creating accessible systems 
that are designed to match the abilities of the user. This means that the burden of adaptation, or of 
being adaptable, falls to the system as opposed to the user. However, individual implementations 
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of ability-based design utilize disparate methodologies to measure ability, which represent how 
the user interacts with the system, as opposed to using direct physiological measurements 
of the user. For example, ability-based systems might measure how a user points, clicks, or 
drags with a mouse in order to optimize interface layouts for greater accuracy [3, 4]. While 
this approach provides useful information, we envision that separately, physiological signals 
can provide useful insights into a user’s abilities not available from merely sensing technology 
usage itself. For example, a measurement of heart rate can be used to infer stress, which might 
lead to simplifying an automotive interface. 

In this paper, we describe how physiological signals can support ability-based design and 
technology personalization more broadly. We detail related work that utilizes physiological 
signals in human-computer interaction, describe our own expertise in physiological computing 
and ability-based design, and present our view for the integration of the two. 

2. Related Work 

Here we provide a brief review of how physiological signals have been used in human-computer 
interaction, focusing on how physiological signals can be used for accessibility and personaliza-
tion. 

Recent advances in consumer-facing technology have allowed for physiological signals to be 
used as input modalities. For example, the Apple Watch allows for double-tap gestures that 
can be customized to a variety of actions through the use of a gyroscope, accelerometer, and 
optical heart sensor [5]. Meta has described their electromyography (EMG) wristband that can 
be used to perform simple gestures or more complex interactions such as typing without using 
a keyboard through the use of personalized typing models [6]. 

Yamagami et al. [7] highlighted the diversity of information that comes from physiological 
signals for individuals with disabilities and explains that this necessitates personalization for 
inclusive gesture recognition. SilentSpeller [8] used electropalatography to create a system that 
decodes letters from tongue movements with the goal of promoting a hands-free speech system 
that protects the privacy of individuals with limited ability to type. FingerSpeller [9] utilized 
smart rings to decode American Sign Language through the use of onboard accelerometers. 

With wearables enabling easier access to physiological signals than ever before, the opportu-
nity to utilize these signals in human-computer interaction (HCI) is ripe, especially given that 
many of them have been studied extensively in fields outside HCI. Eddy et al. [10] described 
this for EMG, detailing a framework and call to action for EMG in HCI. The authors note how 
much of the research surrounding EMG comes from a long history of prosthetics research. 

Our above review of prior research highlights the opportunities that physiological signals 
present for personalization and accessible computing; and yet, these opportunities are just 
starting to be explored in HCI. 

3. Our Backgrounds and Prior Work 

Our own work has engaged with both physiological computing and accessibility in HCI, which 
has informed our vision for more tightly integrating the two. The first author’s work is in 



biomechanics, having spent time working for a wearable sensor company for four years prior 
to pursuing her Ph.D. During this time, her work focused on electromyography (EMG) as 
a biomarker, input signal, and means for personalization for augmentative and alternative 
communication (AAC) [11, 12, 13]. 

The second author was the original creator of ability-based design [1, 2] and has developed 
systems exemplifying ability-based design for desktop and mobile platforms [3, 14, 4, 15, 16, 17]. 
He has also worked on the methodology of ability-based design itself [18]. He has worked in 
accessibility for nearly 25 years. 

A primary research interest of ours, and the subject of our ongoing work, is to bring together 
physiological and wearable signals to improve accessibility through ability-based design. For 
example, we have explored how signals from EMG and inertial sensors (IMUs) can be used to 
design keyboards personalized to a user’s range of motion and muscle strength [11, 12]. 

4. Our Vision for Physiological Signals and Ability-Based Design 

Here we describe our vision for how physiological signals can support ability-based design 
and improve technology personalization. Furthermore, we offer scenarios illustrating how 
physiological sensing can be used in ability-based design. 

Ability-based design lays out seven principles that fall under three categories [1, 2]. The 
“designer’s stance” encompasses the principles of ability, accountability, and availability. The 
“adaptive or adaptable interface” category contains adaptability and transparency. And the 
“sensing and modeling” category comprises performance and context. Physiological signals 
fall most obviously under the “sensing and modeling” category, where performance refers to 
systems that monitor and model a user’s actions and state, and context refers to systems that 
are aware of and responsive to a user’s situation, activities, and environment. We envision 
commodity wearables and mobile devices that can sense the abilities, actions, activities, and 
environments of their user, make intelligent decisions about issues including their user’s fatigue, 
situational impairments [19], fine motor abilities, stress levels, or affective states, and then 
improve interface usability and accessibility. 

Furthermore, the other principles of ability-based design speak to the methodologies that 
a designer should employ when utilizing physiological signals for ability-based design. The 
designer should choose to use physiological signals that engage with a user’s abilities (ability), 
ensure that systems are robust with respect to sensor noise and unpredictability (accountability), 
and which are readily available on target users’ devices (availability). In addition, systems 
must make visible how they are employing users’ physiological signals, giving users the ability 
to control whether or how they want to adopt any interface adaptations (transparency), and 
enable such adaptations to match users’ needs over time (adaptability). Full guidelines for how 
to integrate physiological signals while considering each principle of ability-based design are 
offered in Table 1. 

Alongside utilizing physiological signals for sensing and modeling a user’s abilities, we 
envision directly incorporating physiological signals as inputs that additionally drive personal-
ization. We envision that these systems adapt their interfaces as a user switches between input 
modalities—often because of fatigue or context changes. For example, as a user moves into a 



Table 1 
Guidelines for the integration of physiological signals within ability-based design. 

Ability-Based Guideline 
Design Principle 

Ability Systems sense physiological signals that are indicators of ability and 
only utilize these signals to adapt the interface unless otherwise given 
permission by the user. 

Accountability Systems are robust to sensor noise, motion artifacts, and general un-
predictability, not requiring users to adapt themselves to accommodate 
technology limitations. 

Availability Systems utilize sensors that are readily available on a user’s device or 
that are low-cost, easy to procure add-ons. 

Adaptability Systems are flexible to trends in the user’s physiological signals as well 
as the user’s preferences, adapting interfaces accordingly. 

Transparency Systems reveal to the user what kinds of physiological signals are sensed, 
monitored, collected, and stored; and how such signals are used, giving 
the user options to make adjustments. 

Performance Systems employ physiological signals to measure the user’s behavior 
over time. 

Context Systems utilize physiological signals to sense the user’s context, situation, 
environment, and activities. 

scenario where eye-tracking may be less feasible, the user can easily adopt an alternative input 
mechanism and the system will adapt to the user’s expressed abilities. 

Although certain systems have utilized physiological signals, rarely have such systems 
incorporated such signals for adaptation to users’ abilities. Incorporating these physiological 
signals is an important first step in achieving ability-based design, but how these signals are 
handled by systems is crucial. It is not enough for systems to receive these inputs and adapt 
once to them. User fatigue, stress, learning, and situational changes all can impact a user’s 
abilities. Therefore, systems must continually engage with both the user, context, and system 
state to accommodate a user’s changing abilities over time. 

Below, we offer three scenarios that communicate our vision of how physiological signals 
might be leveraged to support ability-based design. 

4.1. Scenario 1: Fluctuating Abilities 

Paul is in the midst of marathon training; yesterday, he had one of his last long runs before the 
marathon. He was hoping to get a good night’s rest to aid in his recovery, but he had trouble 
sleeping due to stress about work. His smart ring measured his poor sleep, and also found other 
indicators of poor recovery, such as elevated resting heart rate. When Paul is not well rested, he 
often forgets things on his calendar and gets headaches, especially when he is looking at high 
contrast screens with bright colors. He has communicated these issues to the personalization 
settings in his phone and given his phone permission to adapt as it sees fit. Sensing Paul’s poor 
exercise recovery, his phone provides early and more frequent notifications to his calendar in 



advance of important appointments, increases the calendar widget size on his home screen, and 
turns the phone colors to gray scale. 

4.2. Scenario 2: Limited Fine Motor Control 

Ann has received a video from her granddaughter learning how to kick a soccer ball. Ann 
wants to respond to her, but she has trouble texting a response due to limited fine motor control 
resulting from Parkinson’s disease. Her tablet and smartwatch have measured Ann’s tremor 
levels through her everyday phone use, especially movements when tapping, gesturing, and 
holding the phone. In addition, Ann’s smartwatch has modeled patterns of how her symptoms 
change, especially in relationship to medication. The smartwatch has identified that Ann has 
high text entry error rates, specifically striking neighboring keys while texting. Given this, 
Ann’s tablet has created a personalized keypress interaction model. Using this model, along 
with a language model, the tablet predicts intended keypresses when Ann strikes keys. The 
system also adapts to provide increased key sizes where necessary. 

4.3. Scenario 3: Navigating Multiple Forms of Alternative Input 

Ruth uses multiple forms of alternative access for her tablet, switching between two input 
techniques as she fatigues or environmental conditions change. The first technique is a com-
bined EMG and IMU input that controls clicks and cursor movements, respectively. The second 
technique is eye-tracking. Ruth wears a smartwatch that monitors her fatigue, which is addi-
tionally monitored through her input devices. With either input technique, as Ruth fatigues, 
her tablet adjusts its sensitivity to selections and cursor movements to prevent accidental clicks 
and extraneous movements. Her tablet also provides suggestions regarding when to switch 
input techniques, taking into account Ruth’s location, time of day, available devices, and other 
contextual factors that might impact the effectiveness of the suggested technique. 

5. Conclusion 

With the advent of consumer-focused physiological sensing systems like watches, rings, and 
wristbands, physiological signals can become more than just biomarkers for self-tracking; in-
deed, they represent an opportunity for improving accessibility by providing insights into a 
user’s situation and abilities. With proper precautions in place to ensure security and privacy, 
systems utilizing physiological signals can enable a future in which technology can be adapted 
directly to users’ abilities, whether automatically or by offering to the user appropriate cus-
tomizations. We believe that physiological signals can support novel interaction techniques, 
interface optimizations, and user models for ability-based design, improving human-technology 
interactions for all. 
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