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Figure 1: Using the touchpad to control a video seek bar (Usage Scenario 2). 

Abstract 
Touchpads are used widely to interact with computers, yet they 
provide minimal utility for screen-reader users. We explore the util-
ity of touchpads as input devices for screen-reader users through 
the development and preliminary evaluation of Touchpad Map-

per. This system maps digital content (i.e., images and videos) to 
the physical coordinates of a touchpad. We examined two usage 
scenarios: (1) identifcation of objects and their relative positioning 
in an image and (2) controlling a video seek bar and slider with 
rewinding and fast-forwarding features. We conducted task-based 
semi-structured interviews with two screen-reader users to assess 
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our system’s performance. The participants reported positive expe-
riences, highlighting that they extracted information faster using 
our system than the conventional keyboard-only interaction. 

CCS Concepts 
• Human-centered computing → Accessibility systems and 
tools; Visualization toolkits; User interface toolkits. 
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Figure 2: System diagram of Touchpad Mapper. 

1 Introduction 
Touchpads have existed as part of laptop computers for several 
decades and provide utility to users through multi-touch gesture 
support, input capabilities, and vibrotactile feedback. They are also 
commonly utilized as standalone devices. However, this widely 
used hardware ofers minimal utility to screen-reader users for 
meaningfully interacting with digital content. Consequently, the 
digital interactions of screen-reader users remain predominantly 
linear and through discrete input devices, such as keyboards. 

Exploratory eforts [2, 4, 7, 8, 11] have demonstrated the potential 
of non-linear information extraction using desktop screen readers. 
For example, Kane et al. [6] developed Slide Rule, which allows 
users to interact with mobile touch-screen-based devices by using 
gestural input and audio output. Similarly, JAWS [9], NVDA [1], 
and VoiceOver [5], among other screen readers, support exploring 
the interface by mousing (similar to smartphone screen reader inter-
actions). While these eforts are plausible, they did not explore the 
usage of touchpads. In contrast, Touchpad Mapper demonstrates 
the untapped potential of touchpads for mapping 2D digital content, 
such as images and videos, to the physical layout of the touchpad. 
To our knowledge, Touchpad Mapper is the frst demonstration of 
touchpad-enabled interaction techniques for screen-reader users. 

We present Touchpad Mapper, a system that enables screen-
reader users to utilize a touchpad to interact with our two usage 
scenarios: images and videos. Specifcally, Touchpad Mapper maps 
an image to the physical dimensions of a touchpad using absolute 
coordinates, enabling the identifcation of objects via computer vi-
sion algorithms and their relative positioning in the image through 
fnger-touch navigation. Additionally, Touchpad Mapper supports 
users to control a video seek bar and slider to rewind or fast-forward 
the video using the touchpad. 

We assessed the usability of our system through preliminary task-
based semi-structured interviews with two screen-reader users, ex-
amining the utility of our system’s interactions. Participants found 
our system to be useful and faster than a conventional keyboard 
interaction with digital content. They shared positive experiences 
and suggestions for improvement. 

2 Touchpad Mapper 
We present Touchpad Mapper, its usage scenarios for images and 
videos, and its system design (see Figure 2). 

2.0.1 Scenario 1: Images. In this scenario, we mapped an image to 
the dimensions of the touchpad, assisting users to identify objects 

Figure 3: Image containing several landmarks (Scenario 1). 

in the image by moving their fnger within the physical bounds 
of the touchpad, similar to the interaction Slide Rule enables on 
smartphones [6]. By mapping the absolute dimensions, our system 
accounts for the varying sizes of touchpads on diferent devices. 
We used Google’s Vision API1, , which uses advance artifcial intel-
ligence models in conjunction with object localization, to identify 
objects and their locations within the image on page load. When a 
user moves over a recognized object in an image, Touchpad Map-

per reads the object’s label aloud using the Web Speech API2. For 
example, in Figure 3, a user could locate landmarks, such as “Eifel 
Tower” and “Statue of Liberty”, and their position relative to each 
other. Without using our system, this interaction is not possible for 
screen-reader users; they rely on creators to provide this informa-

tion via alt-text, which is often missing or insufcient [10, 12]. 

2.0.2 Scenario 2: Videos. For this scenario, we mapped the length 
of a video seek bar to the top horizontal edge of the touchpad (see 
Figure 1), enabling users to alter the seek position. The absolute 
mapping assists users in calibrating the seek position more efec-
tively than through keyboard-based interactions. For example, if 
the user wishes to navigate to the middle of the video, given that the 
left edge represents the start and the right edge represents the end, 
the user can physically determine the seek position by touching 
the midway point between the start and end. Compared to this 
interaction, keyboard interactions would require linear navigation 
to locate the seek bar and continuous pressing of a designated key 
to advance the video by predefned increments. 

We used the bottom horizontal edge of the touchpad for the video 
slider to rewind and fast-forward the video. Positioning the fnger 
toward the left rewinds the video, whereas placing it toward the 
right fast-forwards the video. Additionally, we added four levels of 
rewinding and fast-forwarding, calculated using the distance from 
the mid-point: 5 seconds, 10 seconds, 30 seconds, and 60 seconds. 
For example, if the user places their fnger in the frst quartile 
between the mid-point and right edge, they can fast-forward with 
an increment of 5 seconds. Placing the fnger in the second, third, 
and fourth quartile would have an increment of 10, 30, and 60 
seconds, respectively. 

1
https://cloud.google.com/vision 

2
https://developer.mozilla.org/en-US/docs/Web/API/Web_Speech_API 

https://2https://developer.mozilla.org/en-US/docs/Web/API/Web_Speech_API
https://1https://cloud.google.com/vision


Touchpad Mapper ASSETS ’24, October 27–30, 2024, St. John’s, NL, Canada 

Figure 4: Screen capture of the mock demonstration of our two usage scenarios: image (left) and video (right). Image is Usage 
Scenario 1 and video is Usage Scenario 2. 

2.1 Acquiring Touch Coordinates 
To create Touchpad Mapper, we developed a MacOS App using 
Apple’s AppKit. We utilized the NSEvent3 

API to acquire touch coor-
dinates and gestures from touchpad events. To send this information 
to the browser client, we created a WebSocket.

4 
We developed a 

backend server using NodeJS to receive the coordinates from our 
App and broadcast this data to the user’s browser. 

2.2 Browser Client 
To explore the utility of non-visual touchpad interactions, we cre-
ated two web pages, one with an image and one with a video. We 
used JavaScript and the WebSocket API to receive touch coordinates 
from the backend server. Each page contained a client-side script 
to determine and perform actions based on the coordinates and 
relay information to the user with the SpeechSynthesis interface of 
the Web Speech API. For example, on the image page, we used the 
coordinates to announce the objects in the image. 

2.3 Mock Demonstration for 
Non-Screen-Reader Users 

As Touchpad Mapper requires an installation on users’ computer 
systems, we created a web application as a mock demonstration 
for non-screen-reader users. Specifcally, we built a website using 
ReactJS

5 
and hosted it using Github Pages. The website contains 

a dedicated web page for each usage scenario, displaying a mock 
touchpad and instructions to test our system. Specifcally, our mock 
implementation allows users to move their mouse over the mock 
touchpad and hear the responses that screen-reader users would 
hear when interacting with their touchpads. Figure 4 shows a screen 
capture of the two web pages. Our mock demonstration can be 
found at https://athersharif.github.io/touchpadmapper/. 

3
An object that contains information about an input action, such as a keypress. 

4
A computer communications protocol that provides full-duplex communication chan-
nels over a single TCP connection.
5
https://react.dev/ 

3 Task-Based Interviews 
We conducted preliminary task-based semi-structured interviews 
with two blind screen-reader users to investigate the utility of 
touchpad interactions for screen-reader users. Our goal was to 
solicit their initial feedback and gather areas of improvement for 
future iterations of our system. 

3.1 Participants 
One participant identifed as a completely blind woman, and the 
other participant was a man with pinhole vision. Their average 
age was 26 years. We recruited the participants through word-of-
mouth and snowball sampling. None of the participants had prior 
familiarity with using touchpads. We compensated the participants 
with a $20 Amazon gift card for their time. As our goal was to 
conduct a preliminary assessment of Touchpad Mapper, we only 
recruited two participants. 

3.2 Tasks & Analysis 
After collecting the participants’ consent and demographics, we 
frst introduced our system and its features to the participants. Then, 
we asked them to perform two tasks using our system: (1) Explore 
Figure 3 freely to identify various landmarks (Usage Scenario 1) and 
(2) navigate a TED talk video to its midway point (Usage Scenario 
2). Then, upon task completion, we conducted a semi-structured 
interview to solicit their feedback. We analyzed their responses 
using standard thematic analysis protocols [3]. 

3.3 Results 
Our participants highlighted several benefcial use cases of utiliz-
ing touchpads ranging from mathematical content to web page 
elements, especially images and data visualizations. They reported 
positive experiences interacting with Touchpad Mapper and con-
sidered it faster than a conventional keyboard interaction. Partici-
pants also provided us with feedback on future improvements, such 

https://athersharif.github.io/touchpadmapper/
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as enabling object detection to explore video frames—a feature our 
team is currently exploring. 

4 Discussion & Conclusion 
We investigated the utility of a touchpad as an input device for 
screen-reader users. We developed Touchpad Mapper, a system 
that maps the dimensions of an image to the absolute coordinates 
of a touchpad and enables image exploration via touch and object 
recognition. Touchpad Mapper also enables video exploration 
and playback control. We conducted task-based interviews with 
two screen-reader users, soliciting initial feedback and areas of 
improvement. They reported Touchpad Mapper to ofer useful, 
efcient, and promising interaction techniques. 

Given the preliminary nature of our work and our goal to solicit 
initial feedback on our system, we conducted task-based interviews 
with two screen-reader users. We plan on co-designing the next it-
eration of Touchpad Mapper with more participants, subsequently 
conducting usability and longitudinal studies for qualitative, quan-
titative, and subjective assessments. We also intend to use more 
usage scenarios in our future work, especially those widely present 
on the web, such as tables and date picker widgets. Additionally, our 
usage scenario with images was limited to landscape images; work 
is underway to support the mapping of portrait images. Through 
the development of Touchpad Mapper, we hope to uncover new 
avenues of information extraction other than the conventional 
keyboard-based interaction. 
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