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Abstract

This work introduces Mashup, a novel strategy to leverage
serverless computing model for executing scientific work-
flows in a hybrid fashion by taking advantage of both the tra-
ditional VM-based cloud computing platform and the emerg-
ing serverless platform. Mashup outperforms the state-of-
the-art workflow execution engines by an average of 34%
and 43% in terms of execution time reduction and cost reduc-
tion, respectively, for widely-used HPC workflows on the
Amazon Cloud platform (EC2 and Lambda).

CCS Concepts: -« Computer systems organization —
Cloud computing; Heterogeneous (hybrid) systems; « Com-
puting methodologies — Distributed computing method-
ologies; Massively parallel and high-performance simula-
tions.
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1 Introduction

HPC users are increasingly chaining multiple applications to-
gether to form a scientific “workflow”. This is because with
increasing complexity, maintaining and modularly grow-
ing a single monolithic application can become challeng-
ing [64, 70, 81]. However, these scientific workflows them-
selves can become very complex — each workflow can have
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tens to thousands of tasks, and each task can have very dif-
ferent computational resource requirements and the degree
of parallelism can change over time [23, 25, 87].

Due to the complex structure and varying parallelism
degree in different phases of a workflow, a user needs to
over-provision the compute resources to meet the demand
at the peak of parallelism [30, 53]. In response, domain
users have developed multiple workflow managers to make
workflow execution efficient [5, 17-19, 31, 67]. This is es-
pecially popular on cloud computing platforms where re-
sources can be reserved and released more quickly than a
typical on-premise cluster [11, 40, 53, 84]. While these ap-
proaches have been popular, they still suffer from resource
under-utilization, over-provisioning challenges, and high
expenses [20, 46, 52, 62]. Motivated by these trends, this pa-
per explores: “how can scientific workflows take advantage
of the next emerging trend in cloud computing — serverless
computing”.

Unfortunately, the serverless computing model is not
traditionally designed for scientific applications [12, 24, 34].
Serverless computing platforms pose multiple design
and implementation challenges that make it difficult for
scientific workflow execution. As our study shows, even
if one could engineer a system to leverage the serverless
platform for scientific workflows, the resulting execution
would be sub-optimal. This work describes the design and
implementation of a system that overcomes these challenges
and makes serverless attractive for scientific workflows.

Contributions. In particular, this work makes the following
contributions.

e We propose Mashup, a novel solution to leverage the
serverless computing model for executing HPC workflows.
The key idea behind Mashup is to execute HPC workflows
in a hybrid fashion - taking advantage of both traditional
VM-based cloud computing platforms and emerging
serverless platforms.

e Mashup designs novel techniques to mitigate the
challenges of executing HPC tasks on serverless com-
puting platforms (e.g., the challenge of cold-start,
stateless nature, and scalability). Mashup’s prototype
implementation demonstrates the advantage of the
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Figure 1. DAG structures of the 1000Genome, SRAsearch,
and Epigenomics workflows (the numbers inside brackets
denote the number of components of the corresponding task).

approach and its novel techniques by speeding up the
execution of complex, real-world HPC workflows and sav-
ing the incurred expense on the cloud computing platform.

e Our extensive experimental evaluation confirms that
Mashup is effective in reducing executing time and
cost for widely-used HPC workflows (e.g., 1000Genome,
SRAsearch, Epigenomics [9, 57, 66]) on Amazon Cloud
Computing platform (EC2 and Lambda). Mashup outper-
forms the state-of-the-art approach for workflow execu-
tion engines (e.g., Pegasus and Kepler [2, 18]) by an average
of 34% and 43% in terms of execution time reduction and
cost reduction, respectively.

2 Background and Motivation

HPC workflows of various domains such as biology,
chemistry, and astrophysics consist of a large number of
loosely-coupled components [4, 7, 26, 29, 59, 61]. Hence,
these workflows are commonly expressed as Directed Acyclic
Graphs (DAGs) that establish the dependencies of the
individual components. Fig. 1 shows the DAGs of three work-
flows: 1000Genome, SRAsearch, and Epigenomics, which are
widely used by the HPC community [43, 47, 76, 77, 85, 92].
The number of components in each of these workflows can
range from a few hundred to a few thousand. Some of these
components do not have data or state dependency between
them and are inherently parallel. Other components with
dependencies are expressed according to their precedence
pattern in the DAG. Before we motivate the problem, we
briefly review some definitions and terms.

Components. A component is the most basic unit of the
execution in a scientific workflow. Different components can
run the same code but use different input data (e.g., all the
circles in Fig. 1 correspond to a unique component; circles
with the same color-coding execute the same code/logic).
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Phase. The workflow components that can run in paral-
lel, with no precedence dependency among each other, are
jointly referred to as a phase (e.g., Epigenomics, shown in
Fig. 1, has 9 phases).

Task. Different components within a phase that execute
different code/logic are referred to as different tasks. A phase
consists of one or more tasks (e.g, phase one of the workflow
1000Genome in Fig. 1 has one task named Individual, while
phase two of the same workflow has two tasks named
Individual-Merge and Sifting).

Note that a task can have one or more components. These
components run the same piece of code with different inputs
(e.g., Fig. 1 shows that the task Individual in 1000Genome
workflow has 1,252 components, while Individual-Merge
and Sifting have one component each). A phase can have
multiple tasks. Tasks and their corresponding components
within a phase can run concurrently (e.g., phase three of
1000Genome contains two tasks, Mutation-Overlap and Sift-
ing, each with 626 components. All of these components can
execute in parallel). However, tasks across phases can have
dependencies. These dependencies can be at the component
level. Some components may be dependent on multiple com-
ponents of the previous phase, or a single component being
the producer for multiple components in the next phase. For
example, the single component of the task Individual-Merge
of 1000Genome is dependent on all the 1,252 components of
the task Individual.

To orchestrate the execution of these workflows, several
workflow management platforms like Pegasus, Kepler, and
Polyphony have been developed [2, 18, 67]. They control the
execution by appropriately spawning workflows based on
their DAG precedence. Their smallest unit of computation
is either a physical server or a virtual machine (VM) in a
cloud. These individual execution units are called nodes. To
exploit the code parallelism, multiple nodes are reserved for
the execution of a workflow, forming a cluster.

What are the sources of inefficiency when executing
scientific workflows on traditional clusters? Domain
scientists run workflows using on-premise parallel compute
clusters, or using cloud computing clusters [11, 25, 40, 80].
As illustrated above, scientific workflows can have complex
structures and varying degrees of parallelism during differ-
ent phases. This means that a user needs to over-provision
the compute resources to meet the demand at the peak of
parallelism. But, at other times, this may lead to resource
wastage as allocated computing resources might be idle.

A solution to this problem is the use of cloud computing
platforms [16, 40, 46, 52, 61, 89]. Using VM-based cluster
mitigates the problem of resource under-utilization, but
only to a certain extent. This is because provisioning
and dynamically changing the VM-based cluster size has
long latency (up to 40 minutes in some cases [15, 42, 54]).
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While this approach has been popular, it still suffers
from resource under-utilization and over-provisioning
challenges [20, 46, 52, 62]. A consequential challenge is
the cost/expense incurred by the end-user. To achieve
better performance, end-users tend to over-provision
resources and pay high bills to the service provider [20, 55].
Over-provisioned idle VMs still cost the end-users.

What is the serverless computing model and how can
it alleviate the above challenges? Serverless computing,
also known as Function-as-a-Service (FaaS), is rapidly being
adopted as a computing paradigm in public clouds, especially
with the advent of AWS Lambda, Google Cloud Functions,
and Microsoft Azure Functions. In serverless computing,
serverless functions or execution units are microVMs (e.g.,
Firecracker [1]) or containers (e.g., OpenWhisk [45]) with
limited computing resources and fixed execution time lim-
its. Serverless functions spawn up with pre-configured file
systems and runtime environments, thus relieving the appli-
cation developers of the additional overhead of setting up
the environment. The users only need to upload their appli-
cation logic to the cloud provider, in the form of user-defined
functions along with the dependencies.

Functionally, the difference between microVMs with
traditional cloud VMs is that they are lightweight and can
spawn up relatively quickly. Unlike VM-based clusters,
serverless functions can scale up and down elastically
depending upon the resource requirements. This helps
in solving the problem of over- and under-utilization of
resources. Also, users are charged for the exact amount
of computing resources and only for the period that they
use the resources. This helps to reduce the recurring cost
due to resource wastage, which is frequently incurred in
traditional VM-based cloud clusters. However, it also poses
new challenges that need to be solved for efficient execution
of scientific workflows on serverless platforms.

What new challenges does serverless computing pose
for HPC workflows? Despite its advantages, serverless
computing poses several challenges, namely: (1) stateless
execution, (2) execution timeout, (3) cold-start and
scalability overhead at high concurrency.

By design, serverless functions are stateless and cannot
directly communicate with other concurrent functions. This
characteristic is unsuitable for HPC workflows which inher-
ently require tasks to communicate with each other. Second,
serverless functions have caps on resource usage (e.g., exe-
cution timeout). For example, AWS Lambdas have a strict
execution time limit of 15 minutes and 512 MB of disk space
with up to a maximum of 10 GB of memory. Many tasks in a
scientific workflow cannot finish their execution under such
strict time limits.

Third, cold-start overhead is incurred because a task code
needs to be loaded in a container before execution. This
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Figure 2. The preferable choice of execution environment
for the tasks in a workflow varies depending upon the re-
source requirements.

is particularly undesirable for tasks in a workflow that is
short-running. This is further compounded by the scalabil-
ity bottleneck at high concurrency observed in a serverless
environment (discussed in Sec. 3). Although a high level of
concurrency may not be a common and frequent characteris-
tic for enterprise applications [79, 83], high concurrency is a
requirement for many scientific workflows (e.g., the task In-
dividual in 1000Genome has 1,252 concurrent components).

Besides the above hurdles, a major challenge is deter-
mining which platform is optimal for executing a partic-
ular task in a workflow. The optimal execution environ-
ments (serverless vs. VM-based large clusters) for dif-
ferent tasks within a workflow can be different. We use
SRAsearch workflow as an illustrative example to demon-
strate this. For this experiment, we utilize the widely-used
r5.large instance type on AWS EC2 because it incurs a sim-
ilar expense per unit time as that of Amazon Lambda (the
serverless platform). The number of nodes in the VM-based
cluster is varied from four nodes to 64 nodes to illustrate
how increasing the VM-based resources (more parallelism)
may affect the preferred execution location of a task. On a
serverless platform, the different components of a task are
executed by separate serverless functions. Recall that a task
in a workflow can have multiple components and these com-
ponents can be executed concurrently. SRAsearch has five
tasks: FasterQ-Dump, Bowtie2-Build, Bowtie2, Mergel, and
Merge2, as shown in Fig. 1; each task has a different number
of components.

Fig. 2 shows that different tasks of SRAsearch achieve
lower execution times on different types of execution envi-
ronments, depending upon the size of the VM-based cluster.
For example, the task Fasterq-Dump achieves faster execu-
tion on a serverless platform when the VM-based cluster is
smaller, but the trend reverses when the number of nodes
is increased to 64. This is because a four-node cluster does
not provide sufficient parallelism to Fasterqg-Dump to exe-
cute fast enough (multiple components contend for the same
resources). However, at a higher node count, the resource
contention problem on the VM-based cluster is alleviated,
and it outperforms the serverless execution.

Serverless functions may not be as powerful as VM clus-
ters and they have other associated overheads (Sec. 3). Due
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Figure 3. Mashup’s hybrid execution model for scientific
workflows.

to these challenges, the VM-based clusters outperform but
provisioning large VM-based resources result in higher cost
and resource under-utilization. Overall, the optimal execu-
tion platform depends on the concurrency level and the
computation/memory intensity of the task; it is non-trivial
to determine apriori. Therefore, Mashup designs and imple-
ments a novel, hybrid execution strategy to find the optimal
execution platform and mitigate other previously discussed
serverless-specific challenges to minimize the execution time
of HPC workflows.

3 Mashup: Design and Implementation

The basic design principle behind Mashup is to take advan-
tage of serverless platforms for executing concurrent com-
ponents of a scientific workflow. The base design is to place
all tasks with more components than the number of avail-
able cluster nodes, on the serverless platform. We implement
and refer to this basic design as Mashup (without Placement
Decision Controller or PDC), or simply Mashup w/o PDC. Al-
though promising, it suffers from certain serverless-specific
inefficiencies. Mashup improves its design by reducing the
impact of those inefficiencies. Mashup designs and imple-
ments a placement decision controller (PDC) that determines
the task placement: serverless vs. VM cluster (Fig. 3).
Mashup’s PDC takes a two-step approach to determine
the optimal platform for a task. First, Mashup executes all
the tasks and their components in the VM-based cluster
of a given size and records the execution time. Then, in
the second step, Mashup executes all the tasks and their
associated components on the serverless platform. Mashup
compares the execution time for each task and chooses the
platform where it achieves lower execution time. This is
related to our discussion in the previous section, where we
showed that some tasks are more suitable for execution
on VM-based clusters, while others may achieve lower
execution time on a serverless platform. However, a simple
comparison of execution time might not be possible or
sufficient since the serverless execution suffers from various
challenges (e.g., time cap, I/O overhead, statelessness).

Getting around the problem of execution time cap.
Mashup mitigates this challenge by using checkpointing as
a tool to store the state of the functions in remote storage.
This checkpointing is performed 30 seconds before the time
limit is reached. Then, the next set of serverless functions
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significantly impact the performance of serverless functions.
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that start the task from its stored state is spawned. Note that,
checkpointing is not required for running tasks on a VM
cluster. All placement decisions and execution/cost analysis
of Mashup includes these checkpoint/restart overheads (i.e.,
I/0 latency related to checkpoint/restart toward execution
time and storage cost toward expenses).

Mitigating the I/O overhead of stateless execution.
Upon the completion of the execution of a serverless func-
tion, all the data generated and stored in the local storage of
the function’s microVM is erased. Thus, the only way that the
serverless functions can share data among multiple phases
is to communicate via external remote storage that acts as
a mediator. The state needs to be transferred via a storage
medium across two phases of a scientific workflow. This ex-
tra layer of communication increases the latency of scientific
workflow execution because remote storage bandwidth now
impacts the performance of a task. This I/O overhead (read
and write) via the external storage can be significant as char-
acterized in detail in [6], especially for tasks with multiple
components, where all the components do I/O via external
storage to communicate their states across phases.

The overhead is not uniform across all tasks — some tasks
incur more overhead than others. For example, Fig. 4(a)
shows the task Map has higher I/O overhead compared to
other tasks such as Frequency and Individual. This is because
Map performs both read and write, while the others perform
only read or write. This I/O overhead affects a task’s optimal
execution platform (serverless vs. VM-based cluster) - this is
accounted for by Mashup’s PDC controller. For example, the
task Frequency, which has 626 components, appears ideal
for serverless execution due to its high degree of parallelism,
but on a 64-node VM-based cluster, it executes 2x faster than
a serverless execution. This performance degradation on the
serverless platform is due to I/O overhead.

Though the computing time of a task might be lesser on
serverless than on a VM cluster, the I/O time can increase
the overall execution time of the task. With the help of its
PDC, Mashup identifies such tasks and executes them in a
VM cluster. Mashup’s decision of an appropriate execution
environment for such a task changes according to the cluster
size or the network I/O bandwidth of the cluster.
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Addressing the effect of cold start times on short-
running tasks. Cold start overhead can be significant (up
to a few seconds) for some tasks in scientific workflows. For
example, Fig. 4(b) shows that for the task Bowtie2 (belonging
to SRAsearch workflow, with 200 components), the cold start
time is almost 40% of the task execution time. However, for
long-running tasks with one or few components like Chr21
(belonging to Epigenomics workflow, with 1 component),
the cold start time has little impact on its execution time.
Mashup mitigates this challenge in two ways: (1) Mashup
chooses to not place very short-running tasks (less than one
second) on serverless platforms because the cold start cost
can be up to a few seconds in the worst case [41, 79, 83]. A
conservative two-second cold start overhead is always added
to serverless execution time during PDC decision-making,.
(2) Mashup makes an exception for the previous decision
only if such short-running tasks have high concurrency
and re-appear frequently in the workflow (e.g., Mapmerge
in Epigenomics workflow). Cloud providers typically
keep microVMs and their memory contents alive for
5-10 minutes after a serverless microVM has completed
its execution, to avoid future cold-starts. Mashup takes
advantage of this policy for frequently re-appearing
short tasks. Also, Mashup actively pre-warms the task by
prefetching to avoid the cold start overhead for tasks with
high concurrency to take advantage of serverless parallelism.

Achieving high concurrency in a scalable manner. Dur-
ing our experiments, we discovered that serverless platforms
are not as efficient at high levels of concurrency (> 100
components). Fig. 4(c) shows that as the concurrency in-
creases, the scaling time also increases (i.e., high scaling time
at higher concurrency level). Scaling time is defined as the
time difference between the start time of the first serverless
function and the start time of the last serverless function,
where all the functions belong to the same task (i.e., multiple
components of the same task).

Scaling issues are an artifact of multiple challenges. When
a serverless microVM (or a container) is initialized, the task
code along with its dependencies, which reside in a remote
server, is read into the storage of the microVM. When a
task has multiple components and each of them requires
separate serverless functions, the overhead of performing all
the aforementioned steps scales up linearly. The scheduler
takes more time to decide due to increased load and the
microVMs take longer to start up as the likelihood of the
same server hosting multiple microVMs increases.

For serverless platforms to be attractive for scientific work-
flows, the scaling time has to be low because, in real-world
workflows, multiple tasks have a high number of compo-
nents that need to be executed concurrently. Mashup makes
an interesting observation that scaling time is largely in-
dependent of the code executed by individual components.
This allows Mashup to estimate the execution time of a task
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Algorithm 1 Mashup’s Placement Decision Controller

1: Input: The DAG of a workflow
2: Output: Placement decision for all the tasks in the workflow

3: for all the tasks in the workflow do

4 Measure serverless execution time of the task (Tf¢)

5: Scale up the components of the task

6: Start-up microVMs for the execution

7 Read input from the remote storage to the microVMs
8

Execute in each microVM

9: Checkpoint for storage and re-start, if required
10: Write output to storage
11:  Measure VM cluster execution time of the task (TVM)
12: Distribute input from master node to all workers
13: Execute task in worker nodes
14: Write output to the master node
15:
16:  if T¢ < TVM then
17: Placement decision for the task is serverless
18:  else
19: Placement decision for the task is traditional VM cluster
20:  end if
21: end for

using serverless functions without actually executing all of
its components. Mashup executes only one component using
a serverless function and estimates the cost of placing the full
task on serverless via a simple analytical model that captures
the linear behavior of scaling time. Mashup compares this
estimated time with the execution time on the VM cluster
and determines the optimal platform.

Next, we describe the optimization formulation of Mashup
that integrates all previously described mechanisms to deter-
mine the optimal execution platform for tasks in a workflow
(also summarized in Algorithm 1).

Mashup optimization formulation. Mashup solves the
optimization problem of finding the preferred execution en-
vironment for different tasks in a workflow to minimize the
execution time of the complete workflow. A workflow (W)
has phases (P;, with 1 < i < P4x), with each phase having
tasks (¢j, with 1 < j < tyax), Where each of the tasks have
C; j number of components. For tasks that are executed on a
serverless platform, the execution time consists of serverless
specific overheads like scaling time, cold start time, and I/O
time, along with the time consumed in running the task by
concurrent serverless functions. The serverless specific over-
head part of the execution time is dependent on the number
of components of the task. All of these components run in
parallel, and their combined runtime is equal to the runtime
of one component running in a serverless function. Thus, the
execution time of a task ¢; in phase P; with C; ; components,
each executing on separate serverless functions is

T/ = x Cyy + ROV (1) + (1)

a and f are experimentally-derived constant factors. a cap-
tures the proportionality by which the serverless specific
overhead scales with the number of components of a task.
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RS “ne(t;) is the runtime of a component of the task t; in
phase P; in a serverless function.

When a task runs on a VM-based cluster, all of its com-
ponents run on the nodes of the cluster. Depending on the
resource utilization of the tasks, the components can contend
for resources in the cluster, thus increasing the execution
time of the task. Unlike the serverless platform, task execu-
tion does not incur any additional overhead like scaling time
or cold start time. The execution time of a task ¢; in phase
P; with C; ; components, executing on a VM cluster is

(2)

Here y (> 1) is a constant of proportionality by which the
runtime of a task, RVM(tj), increases with the number of
components. Mashup optimizes the following expression:

TIYIM — (RVM(tJ'))YXCi’j

Prmax tmax

argmin [ Z Z m;j X (Tlf]unc) +(1—my;) % (Tl‘;M 1 (3)

mije{0.1} =1 =1

Here m; ; can attain two values, 0 and 1. When m; ; = 1, then
the task t; of phase P; undergoes a serverless execution, else
it is executed on a VM cluster. Note that Mashup’s PDC ex-
perimentally determines the value of the factors («, f, and y)
since these depend on the workflow and the cloud platform.
Mashup’s PDC autonomously determines all the factors and
solves the optimization problem without requiring user en-
gagement. As our evaluation confirms, Mashup’s solution is
aligns well with the optimal execution environment deter-
mined via exhaustive search (Sec. 5, Fig. 9).

Miscellaneous design considerations. Finally, we discuss
a few generic design issues of Mashup.

Execution overheads. We note that Mashup requires execut-
ing the workflow once on the VM-based cluster which may
appear as additional overhead. However, most current scien-
tific workflow resource managers also require executing the
full workflow once to extract parallelism within the work-
flow. Mashup leverages the same run to make placement
decisions. Mashup requires executing certain tasks on the
serverless platform, but as our design describes these execu-
tions are minimized via various optimizations. Also, typically
the same scientific workflow is run multiple times in produc-
tion, amortizing the one-time cost.

Selection of VM instance type. The execution time of a task
on a VM-based cluster is affected by the chosen VM instance
type. For fairness and consistency, our default VM-based
cluster per node expense is approximately the same as that
of the serverless platform per unit time. However, as our
evaluation confirms (Sec. 5), for both cheap and expensive
VM instances, Mashup continues to provide benefits relative
to its chosen baseline VM-only execution mode. This is be-
cause Mashup’s design is targeting generic major sources of

51

Rohan Basu Roy, Tirthak Patel, Vijay Gadepally, and Devesh Tiwari

3 E; 100 [ Execution Time
EREE8 751
ESOg g [ Expense
8502 0
22887
BX>9a 01
QHoE g T T .
[} =1 N .
X 5 ‘a% = Execution Expense Execution
HEEES Time Time and

e Expense

Optimization Objective

Figure 5. Reducing execution time also reduces expense
(SRAsearch).

inefficiencies instead of focusing on only outperforming a
specific cluster composition.

Choice of execution time as the primary objective metric. One
design consideration of Mashup could have been to minimize
both execution time and expense simultaneously. However,
by minimizing only execution time, the expense is reduced
due to an overall reduction of time for which computing
resources remain active for running a workflow (Fig. 5 as
an example for SRAsearch; other workflows yield similar
trends). Whereas, if expense reduction is chosen as an ob-
jective or expense reduction and execution time reduction
are given equal priority, the optimization tends to choose
the serverless platform for the execution of most tasks as
serverless functions are much cheaper than VM clusters.
Thus, even though the expense is reduced, the execution
time increases by a greater extent as many tasks are not
suitable for serverless execution. Mashup, with its focus on
execution time only, yields roughly similar cost savings as
putting equal weight on both objectives. We were also driven
by the preference of application users who prefer simple ob-
jective criteria and simple optimization frameworks where
reasoning about the execution time is easier.

Rationale for task-level placement decisions. Mashup performs
task-level placement decisions instead of component-level
placement decisions (i.e., it places the different components
belonging to the same task in the same execution platform).
This is because component-level placement decisions can ex-
ponentially increase the overhead associated with the place-
ment decision controller as all different combinations of
component placements have to be individually profiled for
all the tasks. A component-level approach also complicates
the data movement and exchange patterns among the dif-
ferent components as they might be executed on different
platforms, leading to an overall increase in the execution
expense and time.

Optimal VM configuration. Mashup’s placement decision con-
troller ensures that the optimal VM-cluster configuration
is used for the execution of the workflow. For example, a
workflow (e.g., SRAsearch) can benefit from having a clus-
ter divided into two sub-clusters with two separate master
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nodes, so that different components running in parallel do
not contend for the same computational resource. Mashup
recognizes the most optimal VM configuration and uses that
as a baseline for the VM cluster to ensure that the VM cluster
does not suffer from apparent resource bottlenecks.

Mashup: Implementation. Overall, Mashup has been
designed and implemented with the focus on keeping the
barrier to adoption for scientific workflows very limited.
The user only needs to provide the executables of the tasks
with the workflow DAG structure to Mashup. Mashup takes
charge of the execution of the workflow — the placement
decision controller decides which task should be executed
on the serverless platform.

Mashup leverages the command-line interface (CLI) of the
cloud provider for installation and configuration with the
user account credentials. Mashup sets up a VM cluster ac-
cording to the user’s chosen VM family and node count.
Then, Mashup sets up the tasks of the workflow in the clus-
ter as well as in the cloud provider’s serverless platform.
Then, Mashup configures remote storage to be used for ex-
changing data among multiple tasks running in different
platforms and loads the initial input data (e.g., AWS Simple
Storage Service (S3) bucket).

For a serverless platform, Mashup uses AWS Lambda. It
packages and sends all the necessary task executables di-
rectly to the Lambda service controller. Mashup resides on a
local machine and through the help of the cloud provider’s
CLI commands, it executes the tasks in different platforms
of the cloud (serverless or VM cluster). Mashup offers the
checkpointing capability and automatically saves a task state
in S3 to perform checkpointing, once it approaches the execu-
tion time limit of the serverless platform. Mashup maintains
multiple copies of remote storage with frequent consistency
checks to recover from failures. It checkpoints the states of
the executed tasks to account for the chance of serverless
platform failures.

4 Experimental Methodology

Evaluated Workflows. Mashup’s evaluation is driven by
the following workflows: 1000Genome, SRAsearch, and
Epigenomics. These workflows are chosen for multiple
reasons. They have been extensively used by the HPC
community as standard benchmarks to compare the per-
formance of workflow management systems and sched-
ulers [43, 47, 76, 77, 85, 92]. The workflows consist of mul-
tiple possible precedences and connection dynamics in a
DAG: that is, fan-out (multiple components dependent on
the output of a single component from a different applica-
tion executed in the previous phase), fan-in (a component
dependent on multiple components executed in the previous
phase), and strong connection (all components in a phase
are connected to all components in the next phase). The
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DAG structure of these workflows are diverse (Fig. 1), and
their resource requirements are also significant in terms of
resources like compute power, memory, and network band-
width [39, 58, 65].

These benchmarks are also a part of multiple scien-
tific research projects and solve critical problems. The
1000Genome (5 tasks with a total of 2,506 components
working on 600 GB of data) benchmark studies human
genetic variation and works on the most detailed catalog
of gene sequences. SRAsearch (5 tasks with a total of 404
components working on 6 TB of data) uses several search
optimizations to scan through biological data sequences to
unveil patterns of proteins and DNA. Epigenomics (9 tasks
with a total of 2007 components working on 5 TB of data)
is a compute-intensive workflow for automating various
operations in scientific sequence processing.

Competing Techniques. We compare the performance of
Mashup against the following methods:

Traditional VM-based Cluster (Traditional Cluster)
and Serverless-only execution. VM-based cluster execu-
tion corresponds to the traditional and most common way of
executing HPC workflows in the cloud computing setup. A
cluster of VMs on multiple nodes is reserved, with one node
as the master node. Tasks in each of the phases are spawned
in parallel, and consecutive phases are spawned sequentially
according to the precedence order defined in the DAG of
the workflow. Since the whole computation occurs within
a cluster, there is no need to maintain external storage, and
hence, it does not incur any storage expenses.

We observed that using a single cluster can be inefficient
for certain workflows due to resource contention (e.g.,
Mergel in SRAsearch), and two clusters each of half-size
might yield better execution time results. While this infor-
mation is not available apriori, we utilized this information
to make the “traditional VM-based cluster” approach more
competitive and provide higher baseline performance for
Mashup. In the serverless-only execution strategy, all the
tasks are executed by serverless functions and no VM
clusters are involved. Checkpointing is used for components
that exceed the run-time limit of serverless functions, and
hence, remote storage effects on execution time and cost are
accounted for.

State-of-the-art Approaches. We also compare the
performance of Mashup with the state-of-the-art workflow
management systems; Pegasus and Kepler. We use the most
recent release (October-2018 for Kepler, and September-2019
for Pegasus) of the state-of-the-art HPC workflow managers.
These are the most widely used workflow managers in the
HPC community [38, 69, 75, 88], although these approaches
are agnostic to serverless computing platforms. Given a
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workflow DAG and a VM cluster, they perform a profiling
run to learn the structure and introduce several optimiza-
tions to decide how to schedule different applications to
exploit parallelism. Since the entire workflow runs on a
VM cluster, they do not need any external storage. Note
that, Mashup does not leverage these optimizations, but
still outperforms them. We also note that both Pegasus and
Kepler workflow managers require pre-profiling a workflow,
incurring an overhead similar to Mashup.

Evaluation Platform. We use different services of the Ama-
zon Web Services (AWS) to run the workflows. As a server-
less platform, we use AWS Lambdas, which is currently one
of the most widely used commercial Function-as-a-service
(FaaS) platforms. Each of the serverless functions execut-
ing a component of an application in a workflow corre-
sponds to one AWS Lambda with 3GB of memory (expense is
$0.12/hr/function). Compute nodes are AWS Elastic Compute
Cloud (EC2) VMs. To make each of the VMs similar to an
AWS Lambda, we choose r5. large instances for our main
set of experiments as they have similar per second execution
expense ($0.12/hr/node) as AWS Lambdas.

Furthermore, to demonstrate that our findings/trends
are not sensitive to the choice of VM-type, we evaluated
Mashup’s performance with other EC2 VM families that have
relatively lesser and more per second execution expense than
that of an AWS Lambda (m5. large, referred to as cheap VM
family, has $0.08/hr/node expense; r5b.large, referred to
as expensive VM family, has $0.15/hr/node expense).

We evaluate Mashup with a varying range of cluster sizes
from 2 nodes to 96 nodes. We choose this range of cluster size
as the execution time of the workflows varies considerably
from a 2 node cluster to a 96 node cluster (85% reduction in
execution time from a 2 node cluster to a 96 node cluster),
but on further increasing the cluster size, the performance
in terms of execution time does not improve considerably.
As an external storage service required in a hybrid execu-
tion environment, we use AWS Simple Storage Service (S3)
buckets, which are accessible both from Lambdas as well as
EC2s. While for the experimental demonstration, Mashup is
evaluated on AWS Lambda, its design principles are generic
and can be ported to other platforms. For statistical signif-
icance and accounting for cloud variability, we performed
our experiments ten times and averaged the execution time.
We confirm that our experiments and benefits are repeatable
and statistically significant.

Mashup is configurable for end-users to specify different
types of EC2 instances. The algorithm and optimization for-
mulation extends naturally, but as expected, determination
of optimal placement may require running the components
of workflows on different types of EC2 instances.

53

Rohan Basu Roy, Tirthak Patel, Vijay Gadepally, and Devesh Tiwari

1000Genome SRAsearch Epigenomics

100

75
50

25

Execution Time (%

Improvement Over

Traditional Cluster)
(higher is better)

Cluster Size (Number of Nodes)

Figure 6. Mashup consistently reduces execution time of a
workflow.
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Figure 7. Mashup can also reduce expense due to a reduction
in the overall workflow execution time.

Evaluation Metrics. All performances are expressed as
a percentage improvement over a traditional VM clus-
ter execution. Hence, Mashup’s improvement is (1 —

Mash e
AP P oA ) X 100%. We evaluate the workflow exe-
VM cluster performance

cution time and the execution expense, which includes the
combined expense of running all the VM nodes in a clus-
ter, the expense of running each of the serverless functions
(AWS Lambdas), and the expense of maintaining an S3 bucket
during execution (applicable only for Mashup).

5 Mashup: Evaluation and Analysis

In this section, we analyze the performance of Mashup.

Does Mashup reduce workflow execution times and
the overall expense? Fig. 6 confirms that Mashup is ef-
fective in reducing the workflow execution time. On an av-
erage, Mashup improves the workflow execution time of
1000Genome, SRAsearch and Epigenomics by 37%, 63% and
68% respectively over traditional cluster (Fig. 6). The im-
provement in Epigenomics is more than the other two work-
flows because Epigenomics has more percentage of tasks
that are suitable for serverless execution. For example, the
task FastQSplit in Epigenomics, which consists of more than
35% of the workflow execution time, is greatly benefited by
execution on serverless functions. A larger cluster has more
capacity in terms of computing resources and hence the per-
formance benefits from running certain tasks in serverless
reduce with an increase in cluster size.

Further, Fig. 7 shows that Mashup is effective in reducing
the expense in running the workflows. Mashup reduces ex-
pense by an average of more than 62% for 1000Genome and
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Figure 8. Mashup performs well with different family of
VM instances in its hybrid environment (results for 48 node
cluster).

59% for SRAsearch (Fig. 7). Reduction in expense is primarily
because of the reduction in the execution time. The careful
design of Mashup ensures that serverless-specific expenses
(e.g., storage and data movement) do become significant
enough to outweigh the savings in cost achieved via the
reduction in execution time. Note that the improvement in
expense is much lower for the workflow Epigenomics. This
is because this workflow has a lot of tasks that benefit from
a serverless execution; these tasks are long-running. Since in
addition to the serverless functions, the VM cluster also stays
active in such periods, it adds up to the expense and hence,
reduction in overall expense is limited. But, Mashup is able to
improve execution time by more than 90% for Epigenomics
(Fig. 6).

Though the hybrid execution environment of Mashup has
both active VM cluster and serverless functions (in contrast
to only VMs in a traditional VM-based execution), still the
expense incurred to the cloud provider is much lower because
of the overall reduction in workflow execution time. Using
much less computing resources than a traditional cluster
execution, Mashup can achieve lower execution time and
cost. For example, even with an active VM cluster of 48 nodes,
Mashup achieves 41% lower execution time and 81% lower
expense than a 96 node traditional VM cluster execution
for SRAsearch. We found that in all cases, using just half
of VM cluster nodes than a traditional cluster execution,
Mashup lowers both execution time and cost compared to
the double-sized traditional VM cluster execution.

Impact of workflow size. We confirmed that Mashup provides
benefits for all representative input sizes and types specified
with the workflow distribution considered in the study. For
example, on an average, Mashup improves the workflow
execution time of SRAsearch by 60%, 63%, 66%, and 65% over
a traditional cluster for four different representative input
data sets [57]. It reduces expense by 58%, 59%, 63%, and
60% respectively for these inputs. These inputs represent
different protein sequences, with data size varying from 5
TB to 8.4 TB.
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Figure 9. Mashup chooses the optimal execution environ-
ment for tasks in a workflow (green denotes execution by
serverless functions and blue denotes execution in VM clus-
ter). Only in one case Mashup is incorrect in the estimation
of the optimal execution environment for a task (shown by
a Cross).

Does Mashup provide execution and cost-
effectiveness across different types of VM nodes?
Recall that, for a fair comparison, in the default case, we
keep the price of VM nodes approximately the same as the
Lambda workers (price per unit time). To check Mashup’s
sensitivity across different VM price points, we evaluate
Mashup on other different types of VM nodes; one with per
second execution expense lower than serverless functions
(cheap VM family) and another with the expense higher
than serverless functions (expensive VM family).

From Fig. 8, we observe that Mashup continues to be
beneficial across VM families, both in terms of workflow
execution time and execution cost over a traditional
VM cluster execution. Note that when the VM family
becomes more expensive, the improvement reduces both
in terms of expense and execution time. This is because
an expensive VM family already has significantly more
compute, memory, and network capacity than a cheap
VM family, and hence the scope of improvement using a
hybrid execution environment reduces. However, in terms
of absolute performance, Mashup with the cheap VM family
can reduce the execution time of a workflow by more than
52% and expense by 57% over a traditional VM cluster
execution on an expensive VM family.

Why does Mashup work effectively? Mashup works ef-
fectively because the PDC phase of Mashup helps it to un-
derstand the interaction of tasks in a workflow with the
underlying system hardware. This assists Mashup to make
an informed decision about the suitable choice of an execu-
tion environment. In almost all of our experiments, Mashup
has been successful in determining the optimal execution
environment for all the tasks with one exception (Fig. 9).
Note that the decision of the optimal execution environment
for the tasks in a workflow changes both with cluster size as
well as VM family type. Following a naive strategy (Mashup
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Figure 10. Underlying system metrics like instructions per
cycle (IPC), network and memory bandwidth (% of maximum
in a serverless function) helps to understand why profiling
by Mashup helps to reduce workflow execution time.

without PDC) would result in making the same choice of
execution environment (depending upon the number of com-
ponents of each of the tasks; the first row in Fig. 9).

Through this simple strategy without PDC can be effective
to some extent in certain cases, but it does not provide any
guarantee to find the most optimal execution environment,
and also the performance can deteriorate in some cases com-
pared to a traditional VM execution. Next, we discuss some
of the cases where a task execution environment decision
without PDC proves to be sub-optimal.

To illustrate, we consider and discuss the execution of
the task Individual in 1000Genome workflow. It has 1,253
components, so Mashup (without PDC) will spawn its com-
ponents on serverless functions. However, we observe that
especially when the cluster size increases, a VM cluster ex-
ecution has much less execution time. This is because the
instructions per second (IPC) of this task is higher in a VM
cluster compared to a serverless execution, as seen in Fig. 10.
The components of this task do not contend against one
another for resources and hence a VM cluster with more
aggregated compute power than serverless functions turns
out to be beneficial. A similar behavior is observed in the
task FasterQ-Dump of SRAsearch. It has 200 components,
but with an increase in cluster size, its performance improves
in a VM cluster compared to a serverless execution.

Similarly, there are other cases where Mashup’s PDC helps
it to achieve better placement of tasks. For example, the
second phase of the workflow 1000Genome has two tasks,
Individual-Merge and Sifting and hence Mashup (without
PDC) executes them on a VM cluster. However, both of these
tasks run in parallel, with processes spawned across the
entire cluster, and they contend for network bandwidth to
communicate with the master node. They are I/O intensive
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Figure 12. Mashup performs better than other state-of-the-
art HPC workflow schedulers both in terms of reducing
execution time and expense (results for 48 node cluster). The
numbers over the bars denote percentage improvement over
VM cluster.

and hence bandwidth contention becomes a major bottle-
neck. Through its PDC phase, Mashup identifies this issue
and spawns these tasks on separate serverless functions. As
a result, we observe a higher achieved IPC in a serverless
environment (Fig. 10).

The other key source of effectiveness is Mashup’s ability to
reduce serverless computing specific overheads such as cold
start time, 1/O time, and scaling time. Mashup’s placement
decision controller helps Mashup to reduce these overheads.
For example, on average, Mashup reduces cold start time,
I/O time, and scaling time by 90%, 61%, and 94% compared
to Mashup without PDC. A serverless-only execution incurs
almost 1.3X worse than Mashup without PDC in all dimen-
sions (cold start time, I/O time, and scaling time). Hence,
serverless-only execution is not a compelling design point;
it incurs more than 10% execution time degradation than the
VM cluster-based execution. Mashup without PDC improves
the situation, and Mashup provides further improvement
over Mashup without PDC in mitigating these serverless
specific overheads. Finally, Fig. 11 shows that Mashup’s hy-
brid execution strategy achieves the best of both worlds
(serverless-only execution and VM-based cluster execution)
- reducing execution time and expense desirably.

In practice, Mashup’s estimation of the execution time
of a task using PDC is more than 95% accurate. We found
that variability during profiling mostly affected only short-
running tasks (a few milliseconds to seconds). Mashup con-
servatively place those tasks on a VM-based cluster. We per-
formed the same task placements across different inputs pro-
vided in the workflow suite and found similar performance-
cost savings (32% performance and 41% cost on average).
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How does Mashup perform compared to other state-
of-the-art workflow managers. Here we compare
Mashup against Pegasus and Kepler. They execute work-
flows only on VM clusters and performs several optimiza-
tions in terms of scheduling tasks as well as controlling data
movement pattern. To the best of our knowledge, Mashup
is the first workflow manager that systematically uses a hy-
brid execution environment comprising of VM cluster and
serverless functions to execute HPC workflows. This hybrid
approach of workflow execution is beneficial than traditional
ways of executing a workflow in a VM cluster, as can be seen
from Fig. 12. On average, Mashup executes workflows with
a 34% less execution time compared to execution via both
Pegasus and Kepler workflow managers on the same VM
cluster. At the same time, Mashup also reduces the execution
expense by an average of 43% due to an overall reduction in
execution time.

The source of improvement is Mashup’s ability to take
advantage of serverless platforms for mitigating resource
contention among components of a single task on VM-based
execution. Unlike Mashup, Pegasus and Kepler do not take
into consideration the contention for resources among multi-
ple components of a single task. However, despite significant
improvements over the state-of-the-art, we note that Mashup
is complementary to Pegasus and Kepler’s efforts since the
optimizations embedded in Pegasus and Kepler (e.g., data
reuse, redundant computation elimination, task grouping)
can still be applied over Mashup.

Is Mashup portable across different cloud platforms?
Mashup’s design and benefits are portable beyond AWS. For
example, on Google Cloud, we observed similar trends (e.g.,
33% and 68% improvement in performance and cost, respec-
tively for 1000Genome; 43% and 88% improvement in perfor-
mance and cost, respectively for SRAsearch, using 16-node
configuration). We noticed that the placement decision of all
components remained the same. Even without the profiling,
Mashup offers similar cost and performance improvement
on Google Cloud (e.g., 10%, and 56% cost improvement for
1000Genome and SRAsearch, respectively without profiling
versus 68% and 88% improvement with profiling; 22%, and
38% execution time improvements versus 33% and 48% for
Mashup with profiling).

6 Related Works

Over the past several decades, scientific workflows have
been used across multiple domains to represent the complex
precedence pattern of different tasks and components [33,
43, 49, 63, 64, 84]. They have been behind several major
scientific discoveries [27, 56, 70, 81]. Since the number of
tasks and components in a workflow can be overwhelmingly
large (mostly in 1000s), it is not possible to manage each of
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such components individually — hence the concept of work-
flow management systems like Pegasus, Kepler, DAGman,
Parsl, and others have become popular [2, 3, 5, 10, 14, 17—
19, 31, 44, 64, 67, 68, 71, 82]. Workflow managers frequently
use different optimizations to schedule the tasks, control
I/O pattern, and optimally share network resources [10, 14,
16, 18, 22, 46, 48, 51, 78, 89]. These optimizations frequently
make the workflow managers suitable only for certain spe-
cific kinds of workflows, having specific computational and
1/0 characteristics [2, 3, 13, 21, 50, 56, 60, 64, 71, 82, 86]. But,
prior efforts have not devised strategies to leverage server-
less computing for reducing the execution time and cost of
scientific workflows. It requires developing new strategies to
mitigate serverless-specific challenges since the serverless
computing model was not originally designed to serve HPC
workflows as a primary objective — Mashup attempts to work
in this conventional landscape.

When workflows execute tasks in a cluster, different com-
ponents of it can contend for similar resources, thus in-
creasing the overhead [11, 25, 35]. To mitigate this, some
workflow managers execute workflows in a distributed
manner, in multiple clusters [36, 51, 72, 73, 80, 91]. But,
this approach increases the expense and also leads to re-
source under-utilization [8, 32]. Also, traditional workflow
managers exhibit inefficiencies to schedule a large num-
ber of short-running tasks among multiple nodes in a clus-
ter [28, 37, 74, 90]. To bridge these gaps, we design Mashup,
which uses a hybrid execution model and demonstrates that
itis possible to exploit a serverless execution model for speed-
ing up the execution of HPC workflows.

7 Conclusion

To the best of our knowledge, Mashup is the first work done
that systematically uses serverless computing and traditional
VM cluster hybrid environment for the execution of HPC
workflows. Typically HPC workflows have tasks that can
be accelerated by a serverless execution. However, not all
types of tasks are suitable for serverless platforms, due to
several serverless computing-specific challenges. Mashup ex-
ploits the benefits of serverless computing and improves HPC
workflow execution time by 34% and reduces the expense
by 43%, on average over the state-of-the-art HPC workflow
managers. The framework of Mashup is open-sourced for com-
munity adoption and enabling future research. It is available
at https://zenodo.org/record/5733395.
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Artifact Appendix
Abstract

Mashup executes HPC/scientific workflows in a hybrid exe-
cution environment consisting of a VM-based cluster and a
serverless platform. For every task in the Directed Acyclic
Graph (DAG) of a workflow, Mashup decides which execu-
tion environment (VM-based cluster versus serverless plat-
form) is suitable. Accordingly, it executes the tasks to reduce
execution time and expense incurred to the end user for
running the workflow. Our artifact packages the scripts and
data that can be used to reproduce all the results in the pa-
per. Additionally, it also contains the scripts to launch the
benchmarks and carry out the experiments on AWS Lambda
serverless and EC2 VM platforms. The artifact is available at
the following link:
https://zenodo.org/record/5733395
It includes the following:

e The workflows 1000Genome, Epigenomics, and
SRAsearch.

e Scripts to set up the workflows in AWS Lambda server-
less environment.

e Scripts to set up the workflows in AWS EC2 VM envi-
ronment.

e Scripts and data for hybrid execution of workflows
using 3 different types of VM families.

e Scripts and data for hybrid execution of workflows on
different VM cluster sizes ranging from 2 to 96.

e Scripts and data of profiling individual components of
the workflows.

Multiple runs are performed for each of the experiments.
Along with hybrid execution of HPC workflows, execution
results and scripts of only EC2 cluster execution and only
serverless Lambda execution are also provided.

Artifact check-list (meta-information)

o Algorithm: Algorithm: A hybrid serverless and VM cluster
execution algorithm for HPC workflows.

Program: HPC workflows 1000Genome, Epigenomics, and
SRAsearch (included in the artifact).

Data set: The data set required to set-up the individual tasks
of the workflows are included. Data generated through ex-
periments, containing I/O time, compute time, and execution
time of workflow components in serverless and VM-based
cluster are included in the artifact.

Run-time environment: Python3.6 with boto3 and awscli.
AWS is invoked for spawning serverless functions and set-
ting up EC2 VMs from a Ubuntu 18.04.4 LTS server.

e Hardware: AWS Lambda serverless platform, AWS S3, and
AWS EC2 VMs of m5, r5, and r5b families (node count vary-
ing from 2 to 96).

Metrics: Compute time, read time, write time of individual
components of a workflow, along with the total execution
time of the workflow and the expense of the end-user.
Output: Execution time, compute time, I/O time, and cost.
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e Experiments: Primarily of two different types — (1) Mashup
with PDC, where in the profiling phase, Mashup decides the
correct execution environment for each of the tasks of a
workflow. (2) Mashup without PDC where the tasks with a
large number of components are run on serverless and the
rest of the tasks execute on a VM-based cluster. Along with
these hybrid environments, experimental data of executing
all tasks in serverless and all tasks in a VM-based cluster are
also provided.

¢ How much disk space required (approximately)?: 2 GB

e Publicly available?: Yes

e Archived (DOI)?: https://zenodo.org/record/5733395

Description

This artifact provides the framework of Mashup, which executes
HPC workflows in a hybrid serverless and serverful (VM-based
cluster) environment. As an input, Mashup requires a workflow
DAG, the binaries of the individual tasks of a workflow, and the
input data of the tasks. Mashup then sets up the tasks in both
serverless environment and a VM-based cluster. With the help of
Mashup’s PDC, it performs profiling of the tasks to determine the
most optimal execution environment. This task-level optimal choice
helps in the reduction of execution time of the entire workflow and
the cloud execution cost incurred by the end-user.

Methodology

Mashup is implemented in Python3.6 and is easily portable to use
with multiple cloud providers. As a dependency, it only requires the
command line interface (CLI) of the respective cloud provider to be
installed and configured with the user account credentials. Mashup
sets up a VM nodes according to the user’s chosen VM family and
number of nodes. Then, Mashup sets up the tasks of the workflow
in the cluster as well as in the cloud provider’s serverless platform.
It then configures a remote storage to be used for exchanging data
among multiple tasks running on different platforms and loads the
initial input data in it. The Placement Decision Controller (PDC) of
Mashup spawns the tasks of the workflow once on the serverless
platform and once on a VM-based cluster and decides the optimal
execution environment for each of the tasks. Then accordingly,
Mashup spawns the tasks of the workflow in the most optimal
execution environment, following the precedence pattern of the
workflow DAG. Mashup also takes certain steps like having redun-
dant remote storages and VMs which can control the execution of
the workflow, in the event of a failure of the master node.

Installation

To set up the workflows and the framework of Mashup, boto3 must
be installed and awscli should be configured with the user’s AWS
account credentials. This will allow the user to set up and directly
export the tasks of a workflow to the EC2 VMs and the serverless
deployment packets to AWS via the aws lambda create-function com-
mand. More details on installation is provided in the README.md
file in the artifact.

Evaluation and expected results

All results from Fig.6 — Fig.12 are expected to be reproduced from
the data in the artifact.
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