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AWS EC2 DEMO

Wes J. Lloyd
Institute of Technology
University of Washington - Tacoma

TCSS 562: 
SOFTWARE ENGINEERING 
FOR CLOUD COMPUTING  Federated cloud?

 Federated just means “combined” or “merged”
 A federated cloud can be a combination of:
 Two or more different public clouds
 Two or more different private clouds
 A public and private cloud, etc…

 Cloud bursting?
 Concept of private clouds
 When local resources are insufficient, augment with public 

cloud resources
 Known as hybrid cloud computing
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FEEDBACK

 All instances require
public IP address or
elastic IP address for
internet connectivity

 Easy to configure
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VPC: SINGLE SUBNET
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VPC: PUBLIC / PRIVATE SUBNET
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VPC: PUBLIC / PRIVATE SUBNET
• NAT Gateway provides internet connectivity 

for instances (VMs) without public addresses.

• At least once instance (VM) with a public or 
elastic IP provides an entry point to the VPC.

 Subnet rules
 Classless Inter-Domain Routing (CIDR) block:

 Try out a subnet calculator:
 http://www.calculator.net/ip-subnet-calculator.html
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SUBNET ADDRESSING
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 Term projects – weekly meetings

 Cloud technology sharing

 AWS Demo: CLI, Security, Instance Storage Imaging

 Tutorials #1: Submit to PDF Canvas
 Teams up to 2 
 10 “makeup” pts towards midterm

 Tutorial #2: Points via check-off  
 Teams up to 2
 10 points, “Weekly Project Checkins / Tutorials”
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OBJECTIVES

 10 Teams
 Microservices – 3
 Relational database services – 2
 Blob storage – 2
 Key value storage services – 2
 Container services

 15 Technologies
 Elastic Cache, DynamoDB, MongoDB, AWS Lambda, Azure 

Functions, Amazon ECS, Azure container service, Amazon 
S3, Azure Blob Store, Amazon RDS, Azure SQL, Google 
Cloud SQL, Cassandra, Google Blob Storage, Google Cloud 
Functions
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PROJECT PROPOSAL SUMMARY

 Team 1: Travis, Cindy, Minh
 Key value storage comparison
 Self-hosted vs. cloud services:
 ElasticCache, DynamoDB, MongoDB

 Team 2: Spoorthy, Ratna, Tejaswi
 Serverless computing: AWS Lambda vs. Azure functions
 Chatbot application hosting with microservices

 Team 3: Rituja, Bharathi, Misba
 Container Services: Amazon ECS vs. Azure ACS

 Team 4: Inno, Viet, Swetha
 Blob storage comparison: Amazon S3 vs. Azure Blob 

Storage
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PROJECT PROPOSALS

 Team 5: Zelun, Mengting, Kerwin

 Relational Database Services Comparison

 Amazon RDS, Azure SQL, Google Cloud SQL vs. self-hosted

 Team 6: Mohib, Louis

 Relational Database Services Comparison (II)

 Amazon RDS, Azure SQL, Self-Hosted RDBMS

 Team 7: J. McFadden, Y. Tamta, Jugal

 NoSQL DB comparison: DynamoDB vs. Cassandra 

 Hosting comparison: SaaS vs. Docker-hosted, No container 
hosting

 Team 8: Keerthanaa, Megha, Sowmya

 Serverless computing: AWS Lambda vs. Azure functions (II)
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PROJECT PROPOSALS - 2

 Team 9: Pooja, Sruthi

 Blob storage comparison: Azure vs. Google blob storage 
(II)

 Team 10: Smruthi , Sonam, Srinidhi

 Serverless computing (III)
AWS Lambda vs. Google Cloud Functions vs. Azure 
Functions
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PROJECT PROPOSAL - 3

Proposed schedule:

Tuesdays

2:30pm – Team 1

3:00pm – Team 2

3:30pm – Team 3

4:00pm – Team 4

5:20pm – Team 6

First come, first served

Thursdays

2:30pm – Team 10

3:00pm – Team 7

3:30pm – Team 8

4:00pm – Team 9

5:20pm – Team 6

WEEKLY PROJECT CHECK-IN MEETING
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 2017 IEEE CloudCom – Hong Kong, December 11-14

 http://2017.cloudcom.org/

 Full papers: 8 pages: submission deadline June 30
(possibly will be extended to mid-July)

 Short papers or poster: 4 pages, printed in proceedings
submission deadline August 10

 2017 ACM Middleware – Las Vegas, NV, December 11-15

 http://2017.middleware-conference.org/index.html

 2 pages, mid-September deadline

 Best projects will be encouraged to submit…
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CONFERENCE OPPORTUNITIES

 Week 5

 Thursday April 27th

 Team 1: Elastic Cache, MongoDB

 Team 2: AWS Lambda

 Week 6

 Tuesday May 2nd

 Team 3: Amazon ECS, Azure Container Service

 Team 4: Amazon S3, Azure Blob Store
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TECHNOLOGY SHARING TALKS - 1

 Week 6

 Thursday May 4th

 Team 5: Azure SQL, Google Cloud SQL
 Team 6: Amazon RDS
 Team 7: Dynamo DB, Cassandra

 Week 7

 Tuesday May 9th

 Team 8: Azure Functions
 Team 9: Google Blob Storage
 Team 10: Google Cloud Functions
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TECHNOLOGY SHARING TALKS - 2

AWS DEMO
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AWS MANAGEMENT CONSOLE

 Launch Ubuntu 16.04 VM
 Instances | Launch Instance

 Install the general AWS CLI
 sudo apt install awscli

 Create config file or use “aws configure”
[default]

aws_access_key_id = <access key id>

aws_secret_access_key = <secret access key>

region = us-east-1
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AWS CLI
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 Creating access keys: IAM | Users | Security Credentials | 
Access Keys | Create Access Keys
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AWS CLI - 2

 Export the config file
 Add to /home/ubuntu/.bashrc

export AWS_CONFIG_FILE=$HOME/.aws/config

 Try some commands:
 aws help

 aws command help

 aws ec2 help

 aws ec2 describes-instances --output text

 aws ec2 describe-instances --output json

 aws s3 ls 

 aws s3 ls vmscaleruw
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AWS CLI - 3

 sudo apt install ec2-api-tools
 Provides more concise output
 Additional functionality

 Define variables in .bashrc or another sourced script:
 export AWS_ACCESS_KEY={your access key}
 export AWS_SECRET_KEY={your secret key}

 ec2-describe-instances
 ec2-run-instances
 ec2-request-spot-instances

 EC2 management from Java:
 http://docs.aws.amazon.com/AWSJavaSDK/latest/javad
oc/index.html
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ALTERNATIVE CLI

 Find your instance ID:
curl http://169.254.169.254/

curl http://169.254.169.254/latest/

curl http://169.254.169.254/latest/meta-data/

curl http://169.254.169.254/latest/meta-data/instance-id 
; echo

 ec2-get-info command (??)
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INSPECTING INSTANCE INFORMATION

 Install openssl package on VM

# generate private key file

$openssl genrsa 2048 > mykey.pk

# generate signing certificate file

$openssl req -new -x509 -nodes -sha256 -days 36500 -key 
mykey.pk -outform PEM -out signing.cert

 Add signing.cert to IAM | Users | Security Credentials | 
- - new signing certificate - -

 From: http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/set-
up-ami-tools.html?icmpid=docs_iam_console#ami-tools-create-
certificate
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PRIVATE KEY AND CERTIFICATE FILE

 These files, combined with your AWS_ACCESS_KEY and 
AWS_SECRET_KEY and AWS_ACCOUNT_ID enable you to 
publish new images from the CLI

 Objective: 

1. configure VM with software stack

2. Burn new image for VM replication (horizontal scaling)

 Some folks may just install Docker. . .

 Create image script . . .
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PRIVATE KEY, CERTIFICATE FILE
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image=$1

echo "Burn image $image"

echo "$image" > image.id

mkdir /mnt/tmp

AWS_KEY_DIR=/home/ubuntu/.aws

export EC2_URL=http://ec2.amazonaws.com

export S3_URL=https://s3.amazonaws.com

export EC2_PRIVATE_KEY=${AWS_KEY_DIR}/mykey.pk

export EC2_CERT=${AWS_KEY_DIR}/signing.cert

export AWS_USER_ID={your account id}

export AWS_ACCESS_KEY={your aws access key}

export AWS_SECRET_KEY={your aws secret key}

ec2-bundle-vol -s 5000 -u ${AWS_USER_ID} -c ${EC2_CERT} -k ${EC2_PRIVATE_KEY}  
--ec2cert /etc/ec2/amitools/cert-ec2.pem --no-inherit -r x86_64 -p $image -i
/etc/ec2/amitools/cert-ec2.pem

cd /tmp

ec2-upload-bundle -b tcss562 -m $image.manifest.xml -a ${AWS_ACCESS_KEY} -s 
${AWS_SECRET_KEY}  --url http://s3.amazonaws.com --location US

ec2-register tcss562/$image.manifest.xml --region us-east-1 --kernel aki-
88aa75e1
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CREATE A NEW IMAGE SCRIPT QUESTIONS
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