
Team 5: Relational Cloud: A Database-as-a-
Service for the Cloud 

2017/5/24

1

Relational Cloud: A Database-as-a-
Service for the Cloud 

Team 5

Curino C, Jones E P C, Popa R A, et al. Relational 
cloud: A database-as-a-service for the cloud[J]. 2011

MIT

M E M B E R S

MENGTING WENG KERWIN ZHOUZELUN JIANG

2

Content

01 02 03

 Talk outline
 Paper overview
 Introduction 
 Background 

 Summary of new 
technology

 Key contributions
 Author’s evaluation
 Conclusion 

 Critique: strengths
 Critique: weaknesses
 Critique: evaluation
 Identify GPAS

 Future work

PART 01
 Background

 Paper overview

 Introduction

Paper Overview

5

This paper introduces “database-as-a-service” (DBaaS) called Relational Cloud. DBaaS
efforts include Amazon RDS and Microsoft SQL Azure, do not address
Three important challenges: efficient multi-tenancy, elastic scalability, and database
Privacy.

Authors argue that these challenges must be overcome before outsourcing database
Software and management becomes attractive to many users, and cost-effective for service
Providers.

The key technical features of Relational Cloud include:
(1) a workload-aware Approach to multi-tenancy that identifies the workloads that can be co-

located on a database Server, achieving higher consolidation and better performance than
existing approaches;
(2) The use of a graph-based data partitioning algorithm to achieve near-linear elastic
Scale-out even for complex transactional loads
(3) an adjustable security scheme that enables SQL queries to run over encrypted data,
including ordering operations, aggregations, and joins.
An underlying theme in the design of the components of Relational Cloud is the notion of
Workload awareness: by monitoring query patterns and data accesses, the system obtains
Information useful for various optimization and security functions, reducing the configuration
Effort for users and operators.

Introduction
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DbaaS are important due to two reasons :
First, economies of scale, the hardware and energy costs incurred by 
users are likely to be much lower when they are paying for a share of 
a service rather than running everything themselves. 

Second, the costs incurred in a well-designed DBaaS will be 
proportional to actual usage (“pay-per-use”)—this applies to both 
software licensing and administrative costs. A DBaaS can 
substantially reduce operational costs and perform well. 

Three important challenges:
• Efficient multi-tenancy,

• Elastic scalability,
• Database Privacy.
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A DBaaS promises to move much of the operational burden of 
provisioning, configuration, scaling, performance tuning, backup, 
privacy, and access control from the database users to the 
service operator, offering lower overall costs to users. Early 
DBaaS efforts include Amazon RDS and Microsoft SQL Azure, 
which are promising in terms of establishing the market need for 
such a service, but which do not address three important 
challenges: efficient multi-tenancy, elastic scalability, and 
database privacy. We argue that these three challenges must be 
overcome before outsourcing database software and 
management becomes attractive to many users, and cost-
effective for service providers.

PART 02

 Summary of new technology

 Conclusion 

 Key contribution

 Author’s evaluation

Summary of technology

9

What is Relational Cloud?

 A large scale and multi-node DBaaS

 Access all features of a SQL relational DBMS

 Without worrying about provisioning the hardware 

resource

 Configuring software 

 Achieving desired security

 Providing access control and data privacy

 Tuning performance

Three challenges:

 Efficient multi-tenancy to minimize 

the hardware footprint required for 

given(or predicted) workload

 Elastic scale-out to handle growing 

workloads

 Database privacy
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 Client Nodes:

 JDBC: standard connectivity layer

 Encrypt all data stored in DBaaS

 Frontend Nodes:

 Router: analyzes SQL statement and uses 

metadata to determine the execution nodes 

and plan

 Coordinates multi-node transaction

 Produces a distributed execution plan

 Handles fail-over

 Provides a degree of performance isolationWorkload-awareness

Architecture
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 Admin Nodes:

 Partition each database into one or more 

pieces

 Place the database partitions on back-end 

machines

 Migrate the partition

 Replicate the data for availability

 Backend Nodes:

 Existing unmodified DBMS engines

 Each back-end node runs a single database 

serverWorkload-awareness

Architecture
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 Efficient multi-tenancy:

 Use a single database server on each machine

 Use a novel non-linear optimization formulation

 Introduce lightweight mechanism to perform live migration

• Monitoring the resource requirements of each workload

• Predicting the load multiple workloads will generate when run together on a server

• Assigning workloads to physical servers 

• Migrating them between physical nodes

Key contribution
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 Elastic scalability:

 Support scale-out

 Partition query & data amongst multiple 

nodes

 Workload-aware partitioner

 Goal: minimize the number of cross-node 

distributed transactions.

Key contribution

Query execution traces graph

tuples

Edge: the weight on an edge reflects how often 
pair-wise accesses occur in a workload.

Balanced logical partitions

Cross-node touch within a 
single transaction
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 Privacy:

 CryptDB

 Provide privacy with an acceptable impact 

on performance (only 22.5% reduction)

 Adjustable security

 Employ different encryption levels for 

different types of data

• Randomized encryption (RND)

• Deterministic encryption (DET)

• Order-preserving encryption (OPE)

• Homomorphic encryption (HOM)

Key contribution

Privacy level: RND > DET > OPE > HOM

Encrypt each value of each row independently into an onion.
RND: no computation
DET: allow check plaintexts for equality
OPE: allow inequality checks and sorting operation
HOM: allow operation over encrypted data
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 Consolidation/Multi-tenancy:

 No server to experience more than 90% of 

peak load

 Significant reductions in capital and 

administrative expenses

 Consolidated DBMS vs multiple DBMSs

 1.9~3.3x more database instances at a given 

throughput level

 6x greater throughput for a uniform load 

 12x greater throughput for a skew workload 

(50% of the request are directed to one of the 

20 databases)

Evaluation
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 Linear Scalability:

 Run TPC-C with a variable number 

of warehouses (16128), and servers(1~8)

 Maximum sustained transaction throughput:  131 TPS with 

16 warehouses on 1 machine  1007 TPS with 128 

warehouses spread across 8 machine(7.7x speedup)

 Latency of transaction coordinator: 0.5ms/SQL statement 

 Drop in throughput of about 12%(149 TPS  131 TPS)

Evaluation
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 Cost of privacy:

 the dashed line represents performance (latency–

left, throughput–right) without CryptDB, and the 

solid line shows performance with CryptDB.

 Overall throughput drops by an average of 22.5% 

 Acceptable and tolerable performance degradation

Evaluation
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 Overall evaluation:

 The impact of network latency: 10-20 ms for 

AWS’s east coast data center  12% reduction

 CryptDB + transaction coordinator + remote 

application ≈ 40 % reduction

 Linear scalability compensate this overhead

 Expect significant reduction in the overall 

hardware footprint(3.5:1 ~10:1)

Evaluation
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 Relational Cloud: a scalable relational database-as-a-service for cloud 

computing environment

 Overcome three significant challenges

 Efficient multi-tenancy: develop a novel resource estimation and 

non-linear optimization-based consolidation technique.

 Elastic scalability: use a graph-based partitioning method to spread 

large databases across many machines. 

 Database privacy: adjustable privacy

Conclusion
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 Efficient multi-tenancy

 Elastic scalability

 Database privacy

 Lower overall cost

 Hardware

 Energy

 Software licensing

 Administrative cost

We a kn e s s e s
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 Potentially difficult to manage: Relational Cloud 

 Cost of privacy:

 Overall throughput drops about 40%

• CryptDB + transaction coordinator + remote application

 Additional latency on both the clients and the server

E va lu a t i o n
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 Consolidation ratios for real-world datasets

 Wikia

 Wikipedia

 Second Life

 TPC-C workloads

 Multiple DB in one DBMS vs. One DB in one DBMS

 Latency and throughput table

 Scalability

 TPC-C workloads with variable number of warehouses

Ga ps
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 http://relationalcloud.com

 Difficulty of scaling the graph representation

 Blanket statement removal

 Sampling tuples and transactions
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F u t u re  Wor k
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 Optimize the Architecture

 Commercialization

THANK YOU!
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