
T2: Lambda Architecture for Cost-Effective 
Batch and Speed Big Data Processing

5/23/2017

1

Lambda Architecture for Cost-effective 
Batch and Speed Big Data processing

Authors: 

Mariam Kiran

Peter Murphy

Sartaj Singh Baveja

Presented by: 

Spoorthy Balasubrahmanya                                                                                                     

Tejaswi Gorrepati

Ratna Kameswari Prabhala University of Washington

1

Agenda

• Key points

• Paper overview

• Introduction

• Related work

• Summary of new technology

• Key contributions

• Author’s evaluation

• Conclusions

• Strengths and weakness

• Identifying gaps

• Future work

2

Key points

• Introduction to challenges in processing big data for online and batch workloads.

• Proposed Lambda Architecture

• Existing frameworks for batch, online and hybrid workloads for data processing

• Evaluation and results: Esnet use case 

• Strengths and weakness

• Finding gaps
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Overview

Problem: 

Need for an efficient framework to process big data using real time, streaming and batch processing 
workloads.

 Why is it a problem? 

Data explosion from devices and sensors (petabytes)

Constraints : Processing power, network and bandwidth for storage and processing this data.

 Why is it an interesting problem?

• Analytics on big data can unlock insights

• Help take actionable decisions ( E.g. Smart cities, Traffic management, Weather monitoring)

• Real time processing: Stock prices at a given time

• Batch processing: Analyze weather pattern for last 3 years
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Introduction
 What have authors done?

Proposed a cost effective online and batch processing  solution based on Lambda architecture

Fig.1 Lambda Architecture =>

Use case: Deployed a Esnet router production network to collect router data every 30 seconds.

Online processing: Apache Spark and Apache Storm 

Batch processing:  Spark SQL

Other Evaluations : .

• Tradeoffs in using DynamoDB vs S3 for data storage and query processing latency.

• Costs, latency, processing times  for different instance types. 

5 Background and Related Work(1)

• Context aware framework for efficient storage, provisioning of contextual data across 
multiple devices, and users.(ref Dobre et al).

Limitations: Lacking clarity on data flow across different layers

• M3, a prototype Hadoop based data streaming system with a communication layer between 
mappers and reducers for dynamic load balancing(ref Aly et al)

Limitations: Not suitable for disk based queries.

• Query based Optimizations:

• Apache Pig, Microsoft Scope help execute declarative queries as Map-Reduce jobs 

• Limitations: Only suitable for batch processing
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Background and Related Work(2)
• Hybrid Frameworks:

• Apache Spark: Batch and Stream processing 

Limitations:  Does not have truly real time stream processing( near real time).

• Apache Flink: High performance, low latency based framework compatible with 
Hadoop Ecosystem

Limitations: Large scale deployments not yet available.

• Key Takeaways:

• Many of the proposed solutions are either optimized for batch based requirements or online 
requirements but not both

• Active research in developing languages and abstractions to parallelize and distribute queries

7 Definition

Lambda architecture is a data-processing design pattern to handle massive 
quantities of data and integrate batch and real-time processing within a single
framework. 

Note: Lambda architecture is distinct from and should not be confused with the 
“AWS Lambda” compute service. 
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Proposed Lambda architecture on AWS

Layer 1: Speed/Real-time Processing (EMR)

Layer 2: Batch Processing (S3, EMR)

Layer 3: Interface to respond to queries/show results

9 Selected AWS services

 Data processing was easier to be performed in Amazon cloud rather than Azure 
services

 Amazon EC2 is chosen as a starting point for accessing multiple services (EMR).

 S3 is used for data storage

 The author decides to use DynamoDB in his future experiments as it has high 
speed of processing compared to S3 in spite of initial higher cost.

 For data processing, Amazon Kinesis was chosen and merged with Amazon 
Lambda for event-based processing of the data.
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Author’s Evaluation: Use Case

 Used ESNet Network Sensor TestBed

 The raw data arrives at 30second intervals from multiple router interfaces in the 
form of json files

 Real-time processing

 Averages and the maximum values across 5 minute intervals are  recorded

 5 minute aggregations were output to a new stream for visualization

 [router_id, interface_id, variable_id, 5_minute_avg,maximum_data_in_5_minutes]

 Batch processing

 Consolidated 1 day, 7 day,  90 day and1 year aggregations are calculated.

 Outputs are stored in S3 and then visualized

11 Author’s Evaluation: Results (1)
The experiments were set up to run for 3 months executing certain jobs at 
specific times during the months.

• Cost per service during 
two months (Month 1 
and Month 2) of the 
experiment

• Cost by instance type
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Author’s Evaluation: Results (2)

• Online Stream: Distribution of work in 
terms of requests for kinesis

• Most of the kinesis cost arose from the 
stream hosting the data shown as shard 
active per hour

• Batch processing: price distribution of 
the EMR during 3 months

• A reduction in cost is observed  by 
replacing the m3.xlarge machines 
with c1.medium

13 Conclusions:

The lambda architecture on Amazon AWS:

 Provided a proof-of-concept for data processing (online and batch)

 Provided solutions for cost optimized processing

 Data aggregations produced by both the processes reduced time for data 
processing through data visualization interface
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Strengths
 Optimized cost 

 Flexible data provisioning based on the user needs.

 Supports heterogeneous platforms based devices on various protocols & 

industry standards.

 Useful for sensor related data.

 Massive data processing.

15 Weakness16

 Selection of appropriate cloud service.

 Verification and Validation of data.

 Some of the services charge while they are active and should only be 

dynamically started or stopped when being used.

Evaluation
 Batch Processing:

 Test before deploying the scripts on EC2 helps in reducing costs of failed clusters.

 Spot instances for cost optimization.

 Real Time or Online Processing:

 Data needed to be saved locally.

 Testing strategies need to be implemented in the code to prevent services to fail.

17 Gaps
 Data Security.

 Availability zones.

 Data Replication.

 Data loss.

 Handling Elasticity.

 Online anomaly detection while the data arrives. 

 Machine Learning Capabilities.
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Future Work
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Layer Azure Capabilities Description

Data Source Event Hub

Services that allow the mass 
ingestion of small data inputs, 
typically from devices and 
sensors, to process and route 
the data.

Speed Layer

Azure HDInsight Spark
Stream processing of data , 
stored limited data, dynamic 
computation.

Azure Stream Analytics
Processed in real-time and 
stored for both read & write 
operations (real-time view)

Batch Layer
Azure HDInsight 

Stores master dataset , high 
latency , horizontal scalable 
Data will get appended and 
stored (Batch View)Azure Blob storage

Serving Layer Power BI

Queries batch & real-time 
views , merge results Indexes 
batch views / out of date 
results

Future Work
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Router 1

Router 2

Router 3

Event
Hub

Speed

Batch

Azure Stream 
Analytics

Write to Azure 
Data Factory

Azure HD Insight

Instant 
Calculations Output 

Dashboard

Blob 
Storage

Blob 
Storage

Write to Blob
Submit MR Jobs to 

queue

Advantages of Using Azure 
 Security –Provides security for both data in rest and flight 

 Flexibility –to use open source capabilities such as spark , hive , Sqoop etc. 
on Azure.

 Supportability – It supports heterogeneous platforms based devices and 
various protocols & industry standards.

 Optimized cost – pay as you go.
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