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OBJECTIVES - 10/14

I = Questions from 10/12 I
= |[ntroduction to Cloud Computing -based on book #1:

Cloud Computing Concepts, Technology & Architecture
= Cloud enabling technologies
= Terminology

= Benefits of cloud adoption

= Risks of cloud adoption

= 2n hour:
Tutorial #0 - Getting Started with Amazon Web Services

= Tutorial #3 - Best Practices for Working with Virtual
Machines on Amazon EC2

= Group project planning
October 14, 2020 /
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ONLINE DAILY FEEDBACK SURVEY

= Daily Feedback Quiz in Canvas - Take After Each Class
- EXtra Credlt Announcements

for completing

Discussions

* Upcoming Assignments

| Class Activity 1 - Implicitvs. Expliit Parallelism
Foan Available unti Oct 11 3 11:59pm | Due Oct 7 3t 7:50pm | /10 pts

Grades 3
¢ Tutorial 1- Linux

Avlable unti Oct 19 3£ 11:59pm | Due Oct 133t 1:59pm | /20t
People
Pages
Files. * Past Assignments
Quizzes
% TCSS 562 - Online Daily Feedback Survey - 10/5
Collaborations ' Available until Dec 59pm | Due Oct 6 at 8:5%m | -/1 pts
H¥eLpraies ¢ TCSS 562 - Online Daily Feedback Survey - 9/30
UW Resources *¥ Available untl Dec 18 3t 11:59pm | Due Oct 4 at 8:5%m | -/1pts.
October 14, 2020 TCSS562: Software Engineering for Cloud Computing [Fall 2020] s
School of Technology, y Tacoma

TCSS 562 - Online Daily Feedback Survey - 10/5

Started: Oct 7 at 1:13am

Quiz Instructions

[ Question1 05pts

©Ona scale of 1 to 10, please classify your perspective on material covered in today's
class:

2 2 3 4 5 6 i 8 9 10

wosta e wostly

Pavion To e e ama Baview Now to e

O Question2 05pts

Please rate the pace of today's class

1 2 3 4 s & 7 8 9 10

Stow Just gt Fast

TCSS562: Software Engineering for Cloud Computing [Fall 2020]
Cclobenit J2020 School of Engineering and Technology, University of Washington - Tacoma L54

MATERIAL / PACE

= Please classify your perspective on material covered in today’s
class (16 respondents):

= 1-mostly review, 5-equal new/review, 10-mostly new
= Average - 6.31 ({ - previous 7.21)

= Please rate the pace of today’s class:
= 1-slow, 5-just right, 10-fast
= Average - 5.38 ({ - previous 5.5)

October 14, 2020 TCSS562: Soft‘ware.Engineering for Cloud Fom?u(ing [Fall ?UZU] "5
school of Technology, y Tacoma

FEEDBACK FROM 10/12

= More and more companies' web presence is dependent on
a few cloud providers-- those providers (Amazon, Google,
Microsoft and others) continue to grow from the success
of the cloud but relatively few competitors in the cloud
provider market means they could consider increasing
costs significantly in the future.

= |s the cloud service model healthy for the marketplace?

= Wikipedia lists over 200+ cloud providers

= https://en.wikipedia.org/wiki/Category:Cloud_computing
providers

= A few companies have a majority of the market share

October 14, 2020 TCss562: software Enginesting for Cloud Computing [Fall 20201 56
School of Technology, Universty of Tacoma
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Amazon Leads $100 Billion
Cloud Market AMDAHL'S LAW

Worldwide market share of leading cloud infrastructure
service providers in Q2 2020"

= Portion of computation which cannot be parallelized

7 *amazon determines the overall speedup
Anrvee I 2% = For an embarrassingly parallel job of fixed size
D GoogleCioud |G % In the last class, we were having difficulty moving LRE
o ['{E14{:! between Amdahl’'s Law and Gustafson’s because
i . .
7 re— & as it turns out, this formula was OVERSIMPLIFIED
IBH cloud Annual cloud infrastructure LML from the text
- 3% service revenue™
$111 billion

¢ Tencent Cloud . 2%

Tee M2 LESSON LEARNED !!!
* includes platform as a service (PaaS) and infrastructure as a service (laaS) DO NOT TRY TO MOVE BETWEEN THE FORMULAS

as well as hosted private cloud services WHEN USING THE SIMPLIFIED FORM OF AMDAHL'S LAW
** 12 months ended June 30, 2020
Source: Synergy Research Group

TCSS562: ineering for Cloud C 2020)
School of Engineering and Technology, University of Washington - Tacoma
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AMDAHL'S LAW AMDAHL'S LAW

= Portion of computation which cannot be parallelized = Alternate form (may see this form more often):
determines the overall speedup

= For an embarrassingly parallel job of fixed size 1

= Assuming no overhead for distributing the work, and a 8= -_—
perfectly even work distribution (1-F)+ 7{’-

a: fraction of program run time which can’t be parallelized
(e.g. must run sequentially) = f= fraction that is parallel

S o = N= number of processors
= Maximum speedup with a large number of processors (N):

S=1/«
Where a = / (1 + )
Where o= sequential time, © =parallel time
Where T(1)=c + =
And T(N) =c + n / N, where N = parallel computations performed

October 14, 2020 1510

TCSS562: Software Engineering for Cloud Computing [Fall 2020] TCSS562: i ing for Cloud C i 2020]
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GUSTAFSON'S LAW GUSTAFSON'S LAW
= Calculates the scaled speed-up using “N” processors = Calculates the scaled speed-up using “N” processors
S(N) =N+ (1-N)« S(N) =N+ (1-N)«

N: Number of processors

arallelized a: fraction of program run time which can’t be parallelized
(e.g. must run sequentially)

N: Number ¢
o fraction dAGCALSCIE RN
ATy simplified, we need to substitute

= Can be usg ion of = Can be used to estimate runtime of parallel portion of
program program

=" Whereax=c / (n + o)

= Where o= sequential time, = =parallel time

= > NEXT TIME will work to provide examples...

TCSS562: Software Engineering for Cloud Computing [Fall 2020]
School of Engineering and Technology, University i Tacoma

TCSS562: ineering for Cloud C¢ i 2020]
School of Engineer Technology, University of i Tacoma

1512
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INTRODUCTION TO

CLOUD COMPUTING

TCSS562: Software Engineering for Cloud Computing [Fall 2020]

(e 10 20 School of Engineering and Technology, University of Washington -

[Fall 2020]

OBJECTIVES - 10/14

= Questions from 10/12
= Introduction to Cloud Computing -based on book #1:
Cloud Computing Concepts, Technology & Architecture

I = Cloud enabling technologies
= Terminology
= Benefits of cloud adoption

= Risks of cloud adoption
= 2n hour:
Tutorial #0 - Getting Started with Amazon Web Services
= Tutorial #3 - Best Practices for Working with Virtual
Machines on Amazon EC2
= Group project planning
October 14, 2020

TC: ing for Cloud Computi 2020]
School of Engineeri Technology, University i - Tacoma

TECHNOLOGY INNOVATIONS

LEADING TO CLOUD

= Cluster computing

= Grid computing

= Virtualization

= QOthers

October 14, 2020 Tcssssz; Software Engineering for Cloud Computing [Fall 2020]

School o Technology, y Tacoma

CLUSTER COMPUTING

= Cluster computing (clustering)

= Cluster is a group of independent IT resources
interconnected as a single system

= Servers configured with homogeneous hardware and software
Identical or similar RAM, CPU, HDDs

= Design emphasizes redundancy as server components are easily
interchanged to keep overall system running

Example: if a RAID card fails on a key server, the card can be
swapped from another redundant server
= Enables warm replica servers

Duplication of key infrastructure servers to provide
HW failover to ensure high availability (HA)

TCSS562: ineering for Cloud C¢ i 2020]

(i, 20D lSehoollof Engincerng andTech nology/Unrversiylof Tecoma

GRID COMPUTING

= On going research area since early 1990s

logical pools of loosely coupled resources

distribution and coordination functions

configuration management

and resiliency

= Grids use middleware software layer to support workload

= Aspects: load balancing, failover control, autonomic

= Distributed heterogeneous computing resources organized into

= For example: heterogeneous servers connected by the internet

= Resources are heterogeneous and geographically dispersed

= Grids have influenced clouds contributing common features:
networked access to machines, resource pooling, scalability,

October 14, 2020

TCS5562: Software Engineering for Cloud Computing [Fall 2020]
School of Engineeri Technology, University i Tacoma

Slides by Wes J. Lloyd

GRID COMPUTING - 2

| How Grid computing works ? |
Q g | it
\. " Sl 2 server whidh

handles all the

‘ it administrative duties for
the System

A network of computers
running special grid
computing network
software.

A collection of computer
software called

253 &
228 &

i s | middleware
Tesss62: ineering for Cloud Computing [Fall 2020)
‘ October 14, 2020 School of Engineering and Technology, University of Washington - Tacoma ‘ o ‘
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VIRTUALIZATION

Virtual Machine

oo —

October 14, 2020 ‘ Tcssssz;SDf(_ware_Engineering for Cloud Computing [Fall 2020]

School o Technology, y Tacoma

VIRTUALIZATION

Virtual Machine [ Virtual Machine | Virtual Machine | Virtual Machine

| Threads ]| | Threads _f] reads || Threads ]
[ Pocesses |l [l Processes  [[l il Processes  [[f i Processes [}

oo

TCSS562: ineering for Cloud C 2020)
School of Engineering and Technology, University of Washington - Tacoma

October 14, 2020 ‘ 1520 ‘

VIRTUALIZATION

= Simulate physical hardware resources via software
=The virtual machine (virtual computer)
= Virtual local area network (VLAN)
= Virtual hard disk
= Virtual network attached storage array (NAS)

reliability, and scalability challenges

= CPU and other HW enhancements have minimized
performance GAPs

= Early incarnations featured significant performance,

October 14, 2020 Tcssssz; Software Engineering for Cloud Computing [Fall 2020]

School o Technology, y Tacoma

OBJECTIVES - 10/14

= Questions from 10/12
= Introduction to Cloud Computing -based on book #1:
Cloud Computing Concepts, Technology & Architecture

= Cloud enabling technologies

= Terminology

= Benefits of cloud adoption
= Risks of cloud adoption

= 2n hour:
Tutorial #0 - Getting Started with Amazon Web Services

= Tutorial #3 - Best Practices for Working with Virtual
Machines on Amazon EC2

= Group project planning
October 14, 2020 /

T C 2020] 1522
School of Engineering and Technology, University of Washington - Tacoma

KEY TERMINOLOGY

= On-Premise Infrastructure
= Local server infrastructure not configured as a cloud
= Cloud Provider

= Cloud Consumer
= User of cloud services
= Scaling
= Vertlcal scallng
Scale up: increase resources of a single virtual server
Scale down: decrease resources of a single virtual server
= Horlzontal scallng
Scale out: increase number of virtual servers
Scale in: decrease number of virtual servers

= Corporation or private organization responsible for maintaining cloud

October 14, 2020 ;cssssz;SDf(_ware_Engineering for Cloud Computing [Fall 2020]

Technology, y Tacoma

VERTICAL SCALING

= Reconfigure virtual machine to have different resources:

= CPU cores ‘

* RAM B 4CPUs
= HDD/SDD capacity

= May require VM migration if

physical host machine
resources are exceeded

vertical scaling

2 CPUs

TCSS562: ineering for Cloud C¢ i 2020]
School of Engineer Technology, University of i Tacoma

October 14, 2020
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HORIZONTAL SCALING

® |[ncrease (scale-out) or decrease (scale-in) number of virtual
servers based on demand

pooled 2
physical Z
servers 2

virtual
servers

horizontal scaling

TCS5562: Software Engineering for Cloud Computing [Fall 2020]

T A AT 1 T SR e e o T T T o T

[Fall 2020]

HORIZONTAL VS VERTICAL SCALING

Horlzontal Scallng Vertlcal Scallng

Requires expensive

Less expensive using commodity HW e T pap———

TCSS562: i 2020)
School of Engineering and Technology, University of Washington - Tacoma

October 14, 2020 1526

HORIZONTAL VS VERTICAL SCALING

Horlizontal Scallng Vertlcal Scallng

Requires expensive
high capacity servers

typically instantly available

Less expensive using commodity HW

IT instantly i IT

TCS5562: Software Engineering for Cloud Computing [Fall 2020]

T A Sehoolol Ensineerr s andlechnolo syl nvers Y Ve hinetonETecome

1527

HORIZONTAL VS VERTICAL SCALING

Horlzontal Scaling Vertlcal Scallng

Requires expensive
high capacity servers

IT resources typically instantly available

Less expensive using commodity HW

IT resources instantly available

Resource replication

and automated scaling Additional setup is normally needed

TCSS562: ineering for Cloud C 2020)
School of Engineering and Technology, University of Washington - Tacoma

October 14, 2020 1528

HORIZONTAL VS VERTICAL SCALING

Horlizontal Scallng Vertical Scallng

Requires expensive
high capacity servers

typically instantly available

Less expensive using commodity HW

IT instantly i IT

Resource replication
and automated scaling

Additional servers required

Additional setup is normally needed

No additional servers required

TCSS562: Software Engineering for Cloud Computing [Fall 2020]

T Y Sehoolof Engineernaandiechnolosyilnvers Y ciiWes hinetonETecoms

HORIZONTAL VS VERTICAL SCALING

Horlzontal Scaling Vertlcal Scallng

Requires expensive
high capacity servers

IT resources typically instantly available

Less expensive using commodity HW

IT resources instantly available

Resource replication
and automated scaling

Additional servers required No additional servers required
Not limited by individual server capacity Limited by individual server capacity

Additional setup is normally needed

TCSS562: ineering for Cloud C 2020)
School of Engineering and Technology, University of Washington - Tacoma

October 14, 2020 1530
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KEY TERMINOLOGY - 2 OBJECTIVES - 10/14

= Cloud services = Questions from 10/12
= Broad array of resources accessible “as-a-service” = Introduction to Cloud Computing -based on book #1:
= Categorized as Infrastructure (laaS), Platform (PaaS), Cloud Computing Concepts, Technology & Architecture
Software (SaaS) = Cloud enabling technologies
= Terminology
= Benefits of cloud adoption

= Service-level-agreements (SLAs):
= Establish expectations for: uptime, security, availability, * Risks of cloud adoption
reliability, and performance = 2n hour:
Tutorial #0 - Getting Started with Amazon Web Services
= Tutorial #3 - Best Practices for Working with Virtual
Machines on Amazon EC2
= Group project planning
‘ 1531 ‘ October 14, 2020

TCS5562: Software Engineering for Cloud Computing [Fall 2020]

Ceiobeglizznzg AT 1 T SR e e o T T T o T ‘ 1532 ‘

T i 2020]
School of Engineering and Technology, University of Washington - Tacoma

GOALS AND BENEFITS CLOUD BENEFITS - 2

= Cloud providers ® On demand access to pay-as-you-go resources on a short-term

= Leverage economies of scale through mass-acquisition and basis (less commitment)

management of large-scale IT resources = Ability to acquire “unlimited” computing

resources on demand when required for
business needs

= Locate datacenters to optimize costs where electricity is low

= Cloud consumers

= Key business/accounting difference: = Ability to add/remove IT resources at i |
= Cloud computing enables antlclpated capltal expendltures to be a fine-grained level

replaced with operatlonal expenditures

= Operational expenditures always scale with the business

= Eliminates need to invest in server infrastructure based on
anticipated business needs

2
= Businesses become more agile and lower their financial risks by = The cloud has made our software deployments 5%
eliminating large capital investments in physical infrastructure more agile...

= Abstraction of server infrastructure so
applications deployments are not dependent
on specific locations, hardware, etc.

TCSS562: ineering for Cloud C¢

TC55562: Software Engineering for Cloud Computing [Fall 2020] 2020]
School of Engineering and Technology, University of Washington - Tacoma

School of Engineering and Technology, University of Washington - Tacoma

October 14, 2020 ‘ 1533 ‘ October 14, 2020

CLOUD BENEFITS - 3

OHYOU NEED|MORE
SERVERS2.

= Example: Using 100 servers for 1 hour costs the same as
using 1 server for 100 hours

= Rosetta Protein Folding: Working with a UW-Tacoma graduate
student, we recently deployed this science model across 5,900
compute cores on Amazon for 2-days...

= What Is the cost to purchase 5,900 compute cores?

= Recent Dell Server purchase example:
20 cores on 2 servers for $4,478...

= Using this ratio 5,900 cores costs $1.3 million (purchase only)

Gene Wilder, Charlie and the Chocolate Factory

TCSS562: Software Engineering for Cloud Computing [Fall 2020]

School of Engineering and Technology, University of Washington - Tacoma ‘ e ‘

October 14, 2020
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CLOUD BENEFITS

= I[ncreased scalability S—
= Example demand over a users
24-hour day > 10,000 —|
9,000
8,000 —
7,000
6,000

= Increased reliability 5,000 —
4,000

= |[ncreased availability

|

FrT T T T T T T T TTT
2 4 6 8 1012141618202224 time (h)

TCS5562: Software Engineering for Cloud Computing [Fall 2020]
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OBJECTIVES - 10/14

= Questions from 10/12

= Introduction to Cloud Computing -based on book #1:
Cloud Computing Concepts, Technology & Architecture
= Cloud enabling technologies
= Terminology
= Benefits of cloud adoption

= Risks of cloud adoption

= 2n hour:
Tutorial #0 - Getting Started with Amazon Web Services

= Tutorial #3 - Best Practices for Working with Virtual
Machines on Amazon EC2

= Group project planning

October 14, 2020 ‘ 1538 ‘

TC: i ud 2020]
School of Engineering and Technology, University of Washington - Tacoma

CLOUD ADOPTION RISKS

= Increased security vulnerabilities

= Expansion of trust boundaries now include the external
cloud

= Security responsibility shared with cloud provider

= Reduced operatlonal governance / control
= Users have less control of physical hardware
= Cloud user does not directly control resources to ensure
quality-of-service
= Infrastructure management is abstracted
= Quality and stability of resources can vary
= Network latency costs and variability

TCS5562: Software Engineering for Cloud Computing [Fall 2020]

T A Sehoolol Ensineerr s andlechnolo syl nvers Y Ve hinetonETecome

NETWORK LATENCY COSTS

consumer

reliable reliable
network network
e e , | unrelisble | ~-------=kToooooo- |
| Organization A ! network ' Cloud A [
I : connection Il :
i ;
] I i \/‘\\_ I
i | ' |
; |
| ! : ;
i '
! e ————3 cloud {
) Senice, / service I
| |
| |
| |
i |
| :
| |
| |

organizational boundary organizational boundary
of cloud consumer of cloud provider

TCSS562: ineering for Cloud C 2020)
School of Engineering and Technology, University of Washington - Tacoma

October 14, 2020 ‘ 15.40 ‘

CLOUD RISKS - 2

= Performance monitoring of cloud applications
= Cloud metrics (AWS cloudwatch) support monitoring cloud
infrastructure (network load, CPU utilization, 1/0)
= Performance of cloud applications depends on the health of
aggregated cloud resources working together
= User must monitor this aggregate performance

= LImlited portabllity among clouds
= Early cloud systems have significant “vendor” lock-in
= Common APIs and deployment models are slow to evolve

= Operating system containers help make applications more
portable, but containers still must be deployed

= Geographical issues

= Abstraction of cloud location leads to legal challenges with respect
to laws for data privacy and storage

TCSS562: Software Engineering for Cloud Computing [Fall 2020]

T Y Sehoolof Engineernaandiechnolosyilnvers Y ciiWes hinetonETecoms

CLOUD: VENDOR LOCK-IN

Cloud A (Cloud Provider X)

‘supports message
encryplion and.
digtalsignatures

[SSSSss

roquires
encryption and

cloud dgtal sgring
consumer of messages

N

supports "
enchypianony -
TCSS562: ineering for Cloud C

2020]
(i, 2D ISehosl of Engineenng andTech nology/Unrversity ofWashinaton i Tacoma
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WE WILL RETURN AT

[Fall 2020]

OBJECTIVES - 10/14

= Questions from 10/12
= Introduction to Cloud Computing -based on book #1:
Cloud Computing Concepts, Technology & Architecture

= Cloud enabling technologies
= Terminology

= Benefits of cloud adoption

= Risks of cloud adoption

= 2n hour:
Tutorial #0 - Getting Started with Amazon Web Services

= Tutorial #3 - Best Practices for Working with Virtual
Machines on Amazon EC2

= Group project planning

ing for Cloud C i 2020]

T
(i, 20D e BT T e e ey e

au |

OBJECTIVES - 10/14

= Questions from 10/12
= Introduction to Cloud Computing -based on book #1:
Cloud Computing Concepts, Technology & Architecture

= Cloud enabling technologies
= Terminology

= Benefits of cloud adoption

= Risks of cloud adoption

= 2nd hour:
Tutorial #0 - Getting Started with Amazon Web Services

= Tutorial #3 - Best Practices for Working with Virtual
Machines on Amazon EC2

= Group project planning

October 14, 2020 TCSS562:Software Engineering for Cloud Computing [Fall 2020] 1545
y

school of Technology, - Tacoma

OBJECTIVES - 10/14

= Questions from 10/12
= Introduction to Cloud Computing -based on book #1:
Cloud Computing Concepts, Technology & Architecture

= Cloud enabling technologies
= Terminology

= Benefits of cloud adoption

= Risks of cloud adoption

= 2n hour:
Tutorial #0 - Getting Started with Amazon Web Services

= Tutorial #3 - Best Practices for Working with Virtual
Machines on Amazon EC2

|= Group project planning__|
‘ October 14, 2020

Tcs ineering for Cloud Computi 2020)
School of Engineering and Technology, University ington - Tacoma

au |

TCSS 562

TERM PROJECT

TCSS562: Software Engineering for Cloud Computing [Fall 2020]

GelLegli2020 School of Engineering and Technology, University of Washington -

Slides by Wes J. Lloyd

TCSS 562 TERM PROJECT

= Build a serverless cloud native application

= Application provides case study to investigate
architecture/design trade-offs

= Application provides a vehicle to compare and contrast
one or more trade-offs

TCSS562: i ing for Cloud C i 2020]
School of Engineering and Technology, University i Tacoma

October 14, 2020 1548 ‘
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TCSS 562: Software Engineering for Cloud Computing [Fall 2020]
School of Engineering and Technology, UW-Tacoma

DESIGN TRADE-OFFS DESIGN TRADE-OFFS - 2

= Service composition = Alternate Cloud Services (e.g. databases, queues, etc.)
= Switchboard architecture:
compose services in single package

= Compare alternate data backends for data processing pipeline

Address COLD Starts = Performance varlabllity (by hour, day, week, and host
Infrastructure Freeze/Thaw cycle of AWS Lambda (Faa$S) locatlon)
= Full service isolation (each service is deployed separately) = Deployments (to different zones, regions)

= Application flow control = Service abstraction
= client-side, step functions, server-side controller, asynchronous
hand-off = Abstract one or more services with cloud abstraction

. middleware: Apache libcloud, apache jcloud; make code
= Programming Languages

cross-cloud; measure overhead
= Alternate Faa$S Platforms

TCSS562: Software Engineering for Cloud Computing [Fall 2020]
T A AT 1 T SR e e o T T T o T

TCSS562: i 2020)
School of Engineering and Technology, University of Washington - Tacoma

‘ 15.49 ‘ October 14, 2020 ‘ 1550 ‘

OTHER PROJECT IDEAS SERVERLESS APPLICATIONS
= Elastic File System (EFS) = Extract Transform Load Data Processing Plpellne
Performance & Scalability Evaluation ’ ; >>>Th'.s Is the STANDARD project<<< *
= Batch-oriented data
= Resource contention study using CpuSteal metric = Stream-oriented data
= & others... = Image Processing Plpeline

= Apply series of filters to images
= Stream Processing Pipeline
= Data conversion, filtering, aggregation, archival storage
Can use AWS Kinesis Data Streams and DB backend:

= https://aws.amazon.com/getting-started/hands-on/build-serverless-real-time-
data-pr i pp-lambda-kinesis-s3-dy gnito-athena,

= Kinesis data streams claim multiple GB/sec throughput
= What throughput can Lambda ingest directly?

= What is the cost difference?
TCSS562: i 2020]
School of Engineering and Technology, University of Washington - Tacoma

TCSS562: Software Engineering for Cloud Computing [Fall 2020]
T A Sehoolol Ensineerr s andlechnolo syl nvers Y Ve hinetonETecome

‘ 1551 ‘ October 14, 2020 ‘ 1552 ‘

EXTRACT TRANSFORM LOAD EXTRACT TRANSFORM LOAD
DATA PIPELINE DATA PIPELINE - 2
= Service 1: TRANSFORM = Service 3: QUERY
= Read CSV file, perform some transformations = Using relational database, apply filter(s) and/or functions to
= Write out new CSV file aggregate data to produce sums, totals, averages

= Qutput aggregations as JSON
= Service 2: LOAD

= Read CSV file, load data into relational database
= Cloud DB (AWS Aurora), or local DB (Derby/SQLite)
= Derby DB and/or SQLite code examples to be provided in Java

TCSS562: ineering for Cloud C 2020)
School of Engineering and Technology, University of Washington - Tacoma

A TCS5562: Software Engineering for Cloud Computing [Fall 2020] ‘ oo ‘ AL PIED

School of Engineering and Technology, University of Washington - Tacoma ‘ o ‘
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[Fall 2020]

SERVICE COMPOSITION

SWITCH-BOARD ARCHITECTURE

API Gateway
gl

C 3 services
Full Service

Isolation

m Zservices
iy “ #services
services

A B C 1 service

Full Service
Aggregation

Remote
Client

Other possible compositions: group by library, functional cohesion, etc.

TCS5562: Software Engineering for Cloud Computing [Fall 2020]

AT 1 T SR e e o T T T o T ‘ o5 ‘

October 14, 2020

APl Gat
ateway @
Q‘_’ﬁ & g g 1 service
Remote @ @ @
Client Switchboard
Single deploy with (Java: one JAR file)
Entry i i d” logic

Case statement that route calls to proper service

Routing is based on data payload
Check if specific parameters exist, route call accordingly

Goal: reduce # of COLD starts to improve performance

TCSS562: 2020)
School of Engineering and Technology, University of Washington - Tacoma

October 14, 2020 ‘ 1556 ‘

APPLICATION FLOW CONTROL

= Serverless Computing:

= AWS Lambda (FAAS: Function-as-a-Service)
= Provides HTTP/REST like web services

= Client/Server paradigm

= Synchronous web service:
= Client calls service
= Client blocks (freezes) and waits for server to complete call
= Connection is maintained in the “OPEN” state
= Problematic if service runtime is long!
= Connections are notoriously dropped
= System timeouts reached

= Client can’t do anything while waiting unless using threads

TC55562: Software Engineering for Cloud Computing [Fall 2020]
School of Engineering and Technology, University of Washington - Tacoma

October 14, 2020 1557 ‘

APPLICATION FLOW CONTROL - 2

= Asynchronous web service
= Client calls service
= Server responds to client with OK message
= Client closes connection
= Server performs the work associated with the service
= Server posts service result in an external data store
= AWS: S3, SQS (queueing service), SNS (notification service)

TCSS562: ing for Cloud C 2020)
School of Engineering and Technology, University of Washington - Tacoma

October 14, 2020 ‘ 1558 ‘

APPLICATION FLOW CONTROL - 3

PROGRAMMING LANGUAGE COMPARISON

Client flow control Microservice as controller @
Srcnronous

T8 g
s
Remote APl Controller
Client Sakeyay; @

( Microservices

Remote F
Client Gateway

AWS Step Function

S it

Client

Asynchronous

Microservices

APIGateway

School of Engineering and Technology, University of Washington - Tacoma

AWS Step Function Remote e
client Foling Message
Queue
@ Microservices @
October 14, 2020 ‘ TC55562: Software Engineering for Cloud Computing [Fall 2020] ‘ o5 ‘

= FaaS platforms support hosting code in multiple
languages

= AWS Lambda- common: Java, Node.js, Python
= Plus others: Go, PowerShell, C#, and Ruby

= Also Runtime API (“BASH”) which allows deployment of
binary executables from any programming language

= August 2020 - Our group’s paper:

= https://tinyurl.com/y46eq6np

= |f wanting to perform a language study either:
= Implement in C#, Ruby, or multiple versions of Java, Node.js, Python
= OR implement different app than TLQ (ETL) data processing pipeline

TCSS562: ing for Cloud C 2020)
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FAAS PLATFORMS

= Many commercial and open source FaaS platforms exist

= TCSS562 projects can choose to compare performance and
cost implications of alternate platforms.

= Supported by SAAF:

= AWS Lambda

= Google Cloud Functions
= Azure Functions

= |IBM Cloud Functions

TCS5562: Software Engineering for Cloud Computing [Fall 2020]

AT 1 T SR e e o T T T o T ‘ e ‘

October 14, 2020

[Fall 2020]

DATA PROVISIONING

= Consider performance and cost implications of the data-tier
design for the serverless application

= Use different tools as the relational datastore to support
service #2 (LOAD) and service #3 (EXTRACT)

L L / Relatlonal:

= Amazon Aurora (serverless cloud DB), Amazon RDS (cloud DB),
DB on a VM (MySQL), DB inside Lambda function (SQLite,
Derby)

= NO SOL / Key/Value Store:
= Dynamo DB, MongoDB, S3

TCSS562: i 2020)
School of Engineering and Technology, University of Washington - Tacoma
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PERFORMANCE VARIABILITY

= Cloud platforms exhibit performance variability which
varies over time

= Goal of this case study is to measure performance
variability (i.e. extent) for AWS Lambda services by hour,
day, week to look for common patterns

= Can also examine performance variability by availability
zone and region
= Do some regions provide more stable performance?
= Can services be switched to different regions during different

times to leverage better performance?
= Remember that performance = cost
= If we make it faster, we make it cheaper...

TCS5562: Software Engineering for Cloud Computing [Fall 2020]
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ELASTIC FILE SYSTEM (AWS EFS)

= Traditionally AWS Lambda functions have been limited to
500MB of storage space

= Recently the Elastic File System (EFS) has been extended to
support AWS Lambda

= The Elastic File System supports the creation of a shared
volume like a shared disk (or folder)
= EFS is similar to NFS (network file share)

= Multiple AWS Lambda functions and/or EC2 VMs can mount and
share the same EFS volume

= Provides a shared R/W disk
= Breaks the 500MB capacity barrier on AWS Lambda
= Downside: EFS is expensive: ~30 ¢/GB/month
= Project: EFS performance & scalability evaluation on Lambda
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CPUSTEAL

= CpuSteal: Metric that measures when a CPU core is ready to
execute but the physical CPU core is busy and unavailable

= Symptom of over provisioning physical servers in the cloud

= Factors which cause CpuSteal:
1. Physical CPU is shared by too many busy VMs
2. Hypervisor kernel is using the CPU

On AWS Lambda this would be the Firecracker MicroVM which is
derived from the KVM hypervisor
3. VM’s CPU time share <100% for 1 or more cores, and 100% is
needed for a CPU intensive workload.

= Man procfs - press “/” - type “proc/stat”

CpuSteal is the 8t" column returned
Metric can be read using SAAF in tutorial #4

October 14, 2020
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CPUSTEAL CASE STUDY

= On AWS Lambda (or other FaaS platforms), when we run
functions, how much CpuSteal do we observe?

= How does CpuSteal vary for different workloads? (e.g.
functions that have different resource requirements)

= How does CpuSteal vary over time hour, day, week,
location?

= How does CpuSteal relate to function performance?

TCSS562: ineering for Cloud C 2020)
School of Engineering and Technology, University of Washington - Tacoma

October 14, 2020 ‘ 1566 ‘

Slides by Wes

J. Lloyd

L5.11



TCSS 562: Software Engineering for Cloud Computing
School of Engineering and Technology, UW-Tacoma

QUESTIONS

TCSS562: Software
October 14, 2020 Sohool of Engineer

ineering for Cloud Computing [Fall 2020]
Technology, University of Washington -

[Fall 2020]

QUESTIONS

TCSS562: Software Eng
Octobergtt 2620 School of Engineering a

TCSS 562

OFFICE HOURS

PLEASE SAY HELLO

Slides by Wes J. Lloyd

L5.12



