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Talk Outline

● Paper Overview 

● Introduction to serverless Computing 

● Programming model / Advantages of lambda
● Lambda workloads and design implications

● Summary of new technology

● Towards OpenLambda

● Author’s Evaluation and conclusion

● Critique: Strengths

● Critique: Weakness
● Critique: Evaluation 
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Paper Overview

● OpenLambda – Open source serverless computing model.
● A base upon which researchers can evaluate new approaches to serverless computing.
● Facilitates research on Lambda architectures.
● Future plan – Lambda Bench, a benchmark suite.
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Introduction
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Introduction(contd..)

● Evolution of sharing
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Introduction - Lambda Model

Many benefits when compared to traditional, server based approaches-

● No need to worry about server management.

● Very fast startup.

● Functions share the runtime environment.

● Auto-scaling.
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Background/Related Work contd…..

● Programming model in Lambda
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Background/Related Work contd…..

Lambda vs Containers

● Median response time of AWS Lambda : 1.6s

● Median response time of AWS Elastic Beanstalk : 20s
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Background/Related Work contd….

Advantages of lambda over containers

● Auto-scaling when load increases.

● In the above CDF it was clear that, AWS lambda was able to start 100 unique worker instances within 1.6s to 
serve the requests, all Elastic BS requests were served by the same instance; as a result, each request in Elastic 

BS had to wait behind 99 other 200ms requests.

● No need of configuration for scaling. In contrast, Elastic BS configuration is complex.
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Understanding Lambda Workloads

•Analyze Client-to-server patterns in existing RPC-based application e.g. Google Gmail

•Trace the RPCs using a chrome extension and correlate with chrome’s network
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Understanding Lambda Workloads (Contd.)

•Gmail’s network I/O over time, divided between GETs and POSTs
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Understanding Lambda Workloads (Contd.)

•POSTs for RPCs , GETs for other request. Two types of RPC requests : very short & very long

•Long Polling technique for long-lived RPC calls.
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Design Implications

•RPCs are shorter than 100ms.

•On AWS Lambda, Cost of requests are at least 3.7 x more .

•Designing applications with fewer, longer RPCs is a possible solution .

•Idle Handlers dominate the cost of application unless special support is provided.
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Research Challenges

1. Execution Engine

2. Interpreted Languages

3. Package Support
4. Cookies and Sessions

5. Databases

6. Data Aggregators

7. Load Balancers

8. Cost Debugging

9. Legacy Decomposition
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1. Execution Engine

→ A sandbox for executing handlers.

→ Amazon Beanstalk outperforms Lambda for low 

request volumes. Why?

→ Difficult for AWS lambda to compete with 
container based platform.

→ What if, lambda runs in a container?

Execution Engine (cont...)

→ Unpause offers Low latency.

→ Memory is the main bottleneck

Research Solution:

→ Reduce Memory Cost for Paused.

→ Reduce restart cost for stopped.
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2. Interpreted Languages

❖ Implemented in interpreted languages Ex: Python, JavaScript etc

❖ JIT Compilers optimize compiled code using dynamic profiling

❖ Difficult to obtain profiling feedback for a lambda handler.

Research Solution:

★ Profiling data of a lambda handler shared among workers

3. Package Support

❖ Increases Latency as dependencies increases

Research Solution:

★ Package awareness and Code Locality

4. Cookies & Sessions

❖ Lambda invocations are short-lived and state-less

❖ TCP connections, Web-Sockets are not ideal loads to a lambda handler

Research Solution:

★ Connection details stored and provided by the platform for future invocations.
18
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5. Databases

❖ Lambda handlers can be UDFs to databases

❖ Currently lambda acts as triggers for inserts into S3 or DynamoDB

❖ Change Feed Abstraction with lambda incurs same challenges as that of long lived sessions

Research Solution:

★ Integrate lambda state transitions with the change feed of databases. 

6. Data Aggregators

❖ Search queries on large datasets needs to be parallelized

❖ Lambda needs to be coordinating with each other in a tree structure

Leaf - processing Parent - Aggregating

❖ Difficult to achieve the co-locating of data and lambda handler

Research Solution:

★ Build custom datastores that coordinate with lambda handlers

★ Build locality APIs supporting various backends

LEAF PROCESSORS

SEARCH/TRANSFORM DATA

AGGREGATORS
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Session Locality Code Locality Data Locality

● Schedule handler on 
workers with opened TCP 
connections

● Should assess what data a 
handler needs

● Should coordinate with 
databases to choose best 
replica

● Aware of dependency packages 
of handlers

● Aware of level of dynamic 
optimization at each worker

7. Load Balancers 

❖ Lambda scheduler has to schedule work in order of shorter magnitude

8. Cost Debugging

❖ Cost per invocation is given by entry, exit times and memory config
❖ Current browser based tools are used for latency analysis

Research Solution:

★ Similarly lambda integrated tools can be developed for cost analysis

9. Legacy Decomposition

❖ Modularization increases manageability
❖ Decomposing web-apps into lambda based microservices 

poses similar challenges

Research solution:

★ Automatic splitting tools for web-applications into lambda models 
using annotations
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Towards Open Lambda…..

● In order to make research easier in all the areas described earlier, an open source implementation of lambda
platform was built - “OpenLambda”. OpenLambda is a serverless computing project based on Linux
containers. Its main goal is to enable exploration of new approaches to serverless computing.

23

OpenLambda Components-

● Lambda Store
● Local execution engine
● Load balancer
● Lambda aware distributed database
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OpenLambda Architecture

● Figure illustrates how various servers and users interact in an openLambda cluster during the upload of a 
function(F) and a first call to that function.

Fig: A new Lambda Handler is uploaded and then called
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Workflow:

● First, developers uploads the lambda code to the lambda service, which stores it in a code store.
● Second, a client may issue an RPC to the service. A load balancer must decide which worker machine should

service request.
● A load balancer many need to request the RPC schema from the code store in order to perform deep

inspection on the RPC field.
● The OpenLambda worker that receives the request will then fetch the RPC handling code from the code

store if it is not already cached locally.
● The openLambda worker will initialize a sandbox in which the handler runs. The handler may issue queries to

a Distributed Database.
● If the balancer and the database are integrated,this will hopefully involve I/O to a local shard.
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Function Scheduling in OpenLambda

● In OpenLambda, the function scheduling (or task of assigning cloud functions to workers) is performed by
nginx, with its role of software load balancer.

● The load balancing methods currently supported by nginx are-

● Round-robin
● Least-connected
● IP-hash
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Authors Evaluation and Conclusion 

● Detailed overview of serverless computation and how sharing between applications evolved.
● It outlines a number of challenges in the field of serverless computing.
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Critiques: Strengths

● This paper is a first step towards realizing the OpenLambda platform
● The way they explained the advantages of Lambda by comparing it with AWS Elastic Beanstalk was

compromising.
● The Limitations are explained in an elaborate way.
● Study on Load burst and steady light load.
● This material was supported by funding from NSF grants as well as generous donations from Facebook,

Google, Microsoft etc.
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Critiques: Weaknesses

● The open Lambda architecture was not explained elaborately
● Complexity and Usability for OpenLambda was not explained
● OpenLamba was just introduced. Detailed explanation was not given as the paper itself says, “Serverless

computation with OpenLambda”.
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Identify GAPS

● Only RPC trigger events evaluated
● Dynamic profiling is not possible
● No benchmark tools
● Open lambda is not materialized
● In the evaluation between AWS lambda and BeanStalk in execution

Engine research challenge, the author missed to mention the request
Volumes. He just mentioned low request volumes.
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Future Work

● Future plan to build Lambda Bench
● Providing a complete set of all components making Lambda infrastructure

Enabling researchers to evaluate new designs and implementations of 
Various subsystems within serverless computation platform.
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