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Cloud Computing:
Fundamental Cloud Architectures, cont’d

Wes J. Lloyd
School of Engineering and Technology
University of Washington - Tacoma

TCSS 562: 
SOFTWARE ENGINEERING 
FOR CLOUD COMPUTING

 Midterm Review

 Class Presentations 11/28, 12/3, 12/5

 Lecture this week Friday 11/16

 Tutorial 5 – Wednesday 11/14

 Tutorial 6 – Monday 11/19

 AWS Demo cont’d

 Cloud Computing: Concepts, Technology & 
Architecture Book:
 Ch. 5 Cloud Enabling Technologies / Virtualization
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OBJECTIVES
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QUESTIONS

AWS DEMO
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 Find your instance ID:
curl http://169.254.169.254/

curl http://169.254.169.254/latest/

curl http://169.254.169.254/latest/meta-data/

curl http://169.254.169.254/latest/meta-data/instance-id 
; echo

 ec2-get-info command (??)
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INSPECTING INSTANCE INFORMATION

 Instance store image captures LIVE image of disk and 
uploads chunks to S3

 Can be used to snapshot any Linux filesystem
(e.g. virtualbox, etc.) 

 Instance store images impose 10GB limit

 AMI tools install instructions:

 Redhat/CentOS rpm, or download:

 https://docs.aws.amazon.com/AWSEC2/latest/UserGuide
/set-up-ami-tools.html

 Need private key and certificate file
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CREATING AN INSTANCE STORE IMAGE
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 Install openssl package on VM

# generate private key file

$openssl genrsa 2048 > mykey.pk

# generate signing certificate file

$openssl req -new -x509 -nodes -sha256 -days 36500 -key 
mykey.pk -outform PEM -out signing.cert

 Add signing.cert to IAM | Users | Security Credentials | 
- - new signing certif icate - -
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PRIVATE KEY AND CERTIFICATE FILE

 These files, combined with your AWS_ACCESS_KEY and 
AWS_SECRET_KEY and AWS_ACCOUNT_ID enable you to 
publish new images from the CLI

 ami

 Objective: 

1. Configure VM with software stack

2. Burn new image for VM replication (horizontal scaling)

 Some folks may just install  Docker. .  .

 Create image script . . .
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PRIVATE KEY, CERTIFICATE FILE
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image=$1

echo "Burn image $image"

echo "$image" > image.id

mkdir /mnt/tmp

AWS_KEY_DIR=/home/ubuntu/.aws

export EC2_URL=http://ec2.amazonaws.com

export S3_URL=https://s3.amazonaws.com

export EC2_PRIVATE_KEY=${AWS_KEY_DIR}/mykey.pk

export EC2_CERT=${AWS_KEY_DIR}/signing.cert

export AWS_USER_ID={your account id}

export AWS_ACCESS_KEY={your aws access key}

export AWS_SECRET_KEY={your aws secret key}

ec2-bundle-vol -s 5000 -u ${AWS_USER_ID} -c ${EC2_CERT} -k ${EC2_PRIVATE_KEY}  
--ec2cert /etc/ec2/amitools/cert-ec2.pem --no-inherit -r x86_64 -p $image -i
/etc/ec2/amitools/cert-ec2.pem

cd /tmp

ec2-upload-bundle -b tcss562 -m $image.manifest.xml -a ${AWS_ACCESS_KEY} -s 
${AWS_SECRET_KEY}  --url http://s3.amazonaws.com --location US

ec2-register tcss562/$image.manifest.xml --region us-east-1 --kernel aki-
88aa75e1
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CREATE A NEW INSTANCE STORE
IMAGE SCRIPT

CLOUD ENABLING 
TECHNOLOGY
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Broadband networks and internet architecture

Data center technology

Virtualization technology

Multitenant technology

Web/web services technology
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CLOUD ENABLING TECHNOLOGY

 Clouds must be connected to a network

 Inter-networking: Users’ network must connect to cloud’s 
network

 Public cloud computing relies heavily on the internet
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1. BROADBAND NETWORKS 
AND INTERNET ARCHITECTURE
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PRIVATE CLOUD NETWORKING

November 14, 2018 TCSS562: Software Engineering for Cloud Computing [Fall 2018]
School of Engineering and Technology, University of Washington - Tacoma

L13.14

PUBLIC CLOUD NETWORKING
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 Cloud consumers and providers typically communicate via the 
internet

 Decentralized provisioning and management model is not 
controlled by the cloud consumers or providers

 Inter-networking (internet) relies on connectionless packet 
switching and route-based interconnectivity

 Routers and switches support communication

 Network bandwidth and latency influence QoS, which is 
heavily impacted by network congestion
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INTERNETWORKING KEY POINTS

 Grouping servers together:

 Enables power sharing

 Higher ef ficiency in shared IT resource usage 
(less duplication of effort)

 Improved accessibility and organization

 Key components:
 Virtualized and physical server resources

 Standardized, modular hardware

 Automation support: ease server provisioning, 
configuration, patching, monitoring without
supervision… tools are desirable
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2. DATA CENTER TECHNOLOGY
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CLUSTER MANAGEMENT TOOLS

Hyak Cluster
UW-Seattle

 Remote operation / management

 High availability support: **redundant everything** 
Includes: power supplies, cabling, environmental control 
systems, communication l inks, duplicate warm replica 
hardware

 Secure design: physical and logical access control

 Servers: rackmount, etc.

 Storage: hard disk arrays (RAID), storage area network (SAN): 
disk array with dedicated network, network attached storage 
(NAS): disk array on network for NFS, etc.

 Network hardware: backbone routers (WAN to LAN 
connectivity), firewalls, VPN gateways, managed 
switches/routers
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DATA CENTER TECHNOLOGY –
KEY COMPONENTS
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 Convert a physical IT resource into a vir tual IT resource

 Servers, storage, network, power (vir tual UPSs)

 Virtualization supports:
 Hardware independence

 Server consolidation

 Resource replication

 Resource pooling

 Elastic scalability

 Virtual servers
 Operating-system based vir tualization

 Hardware-based virtualization
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3. VIRTUALIZATION TECHNOLOGY

 Emulation/simulation of a computer in software

 Provides a substitute for a real computer or server

 Virtualization platforms provide functionality to run an 
entire operating system

 Allows running multiple different operating systems, or 
operating systems with different versions simultaneously 
on the same computer
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VIRTUAL MACHINES
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 Tradeoff space:
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KEY VIRTUALIZATION TRADEOFF

Degree of 
Hardware

Abstraction

Concerns:
Overhead

Performance
Isolation
Security

QUESTIONS
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