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Abstract
This paper analyzes a month-long trace of 85 billion user re-
quests and 11.9 million cold starts from Huawei’s serverless
cloud platform. Our analysis spans workloads from five data
centers. We focus on cold starts and provide a comprehen-
sive examination of the underlying factors influencing the
number and duration of cold starts. These factors include
trigger types, request synchronicity, runtime languages, and
function resource allocations. We investigate components of
cold starts, including pod allocation time, code and depen-
dency deployment time, and scheduling delays, and examine
their relationships with runtime languages, trigger types,
and resource allocation. We introduce pod utility ratio to
measure the pod’s useful lifetime relative to its cold start
time, giving a more complete picture of cold starts, and see
that some pods with long cold start times have longer useful
lifetimes. Our findings reveal the complexity and multifac-
eted origins of the number, duration, and characteristics of
cold starts, driven by differences in trigger types, runtime
languages, and function resource allocations. For example,
cold starts in Region 1 take up to 7 seconds, dominated by de-
pendency deployment time and scheduling. In Region 2, cold
starts take up to 3 seconds and are dominated by pod alloca-
tion time. Based on this, we identify opportunities to reduce
the number and duration of cold starts using strategies for
multi-region scheduling. Finally, we suggest directions for
future research to address these challenges and enhance the
performance of serverless cloud platforms.

CCS Concepts: • Computer systems organization →
Cloud computing.

Keywords: cloud, serverless, datasets, cold starts, time series

1 Introduction
Serverless computing has become a widely used comput-
ing paradigm, with all major cloud providers expanding and
improving their serverless offerings. Serverless platforms
rely on systems such as Knative [19], YuanRong [6], and
Nuclio [16] running on top of container management sys-
tems such as Kubernetes [22] to manage the infrastructure.
This allows developers to focus on application code, written
as functions, while the cloud service provider manages the
underlying infrastructure.
For each function, users specify triggers, such as timers,

that activate the function. When a function is triggered, a
container with that function’s code processes the request.

If a new container needs to be started either because there
are no active containers for this function or because existing
containers are overloaded, this causes a cold start. This cold
start adds significant latency, degrading application perfor-
mance. Hence, there has been considerable effort to optimize
serverless applications [21, 27], frameworks [1, 46], and their
resource usage [24, 45].
Cold starts are a significant challenge in serverless sys-

tems [5, 23, 28, 40]. While an important problem, there is a
lack of open-source data on cold starts from production sys-
tems. Currently, all available data from production serverless
systems contain only aggregate statistics [18, 34]. While it
has been suggested that cold starts are affected by trigger
types, package sizes, and language runtimes, among other
factors [18], to the best of our knowledge, there exists no de-
tailed analysis of the relationship between these factors and
cold starts in production deployments. To solve this problem,
some studies have tried to measure cold starts from a user
perspective and relate them to their sources [39]. However,
these measurements may not be representative of workloads
run by real users. Additionally, previous research lacks the
provider’s view of long-term trends across multiple data cen-
ters, making it difficult to suggest optimizations that exploit
workload patterns observed in production workloads.

In this paper, we present a thorough analysis of 31 days
of detailed metrics from serverless deployments in five of
Huawei Cloud’s data center regions. The data includes 85
billion requests from over 12 million pods, including over 11
million cold starts1. Our analysis highlights differences in
peak time effects, resource usage, and cold start distributions
between and within our data centers. Furthermore, we ana-
lyze the distribution and number of cold starts for different
runtimes, trigger types, and resource allocations to identify
which workloads tend to cause cold starts. Finally, the period
studied in this paper contains a week-long holiday, enabling
us to analyze workload changes before, during, and after a
holiday.
This paper provides the results of our in-depth analysis

as primary contributions. Specifically, we:

1. Analyze cold starts in production serverless deploy-
ments, including how cold starts relate to trigger types,
synchronicity, language runtimes, and pod sizes.

2. Characterize factors that impact how cold starts dif-
fer across five different data center regions, providing

1Huawei traces available at https://github.com/sir-lab/data-release
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insights into how different regions within the same
cloud provider can exhibit varying performance.

3. Provide a first-of-its-kind component analysis on the
different latency components in cold starts, providing
insights into the causes of cold starts, and insights
about where and how cold starts should be optimized.

4. We study long-term time-varying effects of cold starts
and components, and identify the potential for spatial
peak shaving between regions due to differing peak
times and temporal peak shaving, which is enabled by
substantial delayed pod allocations.

5. Based on our insights, we identify areas for improve-
ment in data center scheduling and design, and pro-
vide several directions for future research, including
resource pool prediction, concurrency adjustment and
call chain prediction.

2 Background
Serverless computing allows developers to deploy event-
driven functions without provisioning or managing servers
or backend infrastructure [1]. This section starts by describ-
ing our platform and dataset. We then provide a brief back-
ground on cold starts, followed by a description of the anal-
ysis we perform on the dataset, and the shortcomings of
recent works analysing serverless workloads.

2.1 Our Platform and Dataset
Huawei’s serverless offerings rely on an in-house platform,
YuanRong, a general-purpose serverless platform with a uni-
fied programming interface. YuanRong has been deployed
for over three years across nearly 20 datacenter regions, pro-
cessing up to 30 billion requests per day [6]. Each region
is divided into four clusters. Clusters provide virtual and
physical separations within a region, improving availability
and fault tolerance.

Huawei’s public cloud lets users upload function code and
assign a resource limit for the function. These resource lim-
its are grouped into CPU-memory configurations, such as
‘300-128’, representing 300 millicores and 128MB of mem-
ory. Pools of pods with different resource configurations
are maintained in case one is required by a cold start. If the
autoscaler determines that additional pods are required to
address incoming requests, pods are taken from the appro-
priate pool, the code of that function is loaded into it, and it
is ready to process requests.
Requests for a given function may be balanced between

clusters or routed to a single cluster. Several load-balancers
receive requests and dispatch them to the nodes running
function instances. The load-balancers keep track of the
number of requests dispatched but not yet returned for each
function. If there is a certain cluster with increased load, the
system will balance traffic between the clusters within the
region, starting pods in a new cluster if they do not exist, or

Request level table, Regions: 5, Duration: 31 days
Name Description Res

Timestamp timestamp at worker ms
Pod ID hashed pod ID -

Cluster name cluster name -
Function name hashed function name -

User ID hashed user ID -
Request ID hashed request ID -

Execution time execution time 𝜇s
CPU usage CPU usage millicores

Memory usage memory usage Bytes
Pod level table, Regions: 5, Duration: 31 days

Timestamp timestamp ms
Pod ID hashed pod ID -

Cluster name cluster name -
Function name hashed function name -

User ID hashed user ID -
Cold start time total cold start time 𝜇s
Pod alloc. time time to get pod from pool 𝜇s

Deploy code time time to deploy code 𝜇s
Deploy dep. time deploy dependency time 𝜇s
Scheduling time scheduling overhead time 𝜇s
Function level table, Regions: 1, Duration: 31 days
Function name hashed function name -

Runtime runtime -
Trigger type trigger type -
CPU-MEM CPU-MEM config -

Table 1. Summary of our dataset fields with each field’s
associated timestamp granularity.

shifting the load to existing pods. If there are no hot-spots in
the clusters, a hash mechanism is used to dispatch requests
to only one cluster.

Our dataset. In this paper, we analyze detailed metrics
from five different regions collected from a total of 20 clus-
ters. The data does not include all functions from all regions
in our data centers, but provides a good representation of
how serverless production systems operate across multiple
regions. The dataset comes from three different monitoring
streams: request level monitoring, pod level monitoring, and
function level monitoring. From the request level monitor-
ing we analyze and release data from five regions including:
timestamp, pod ID, function name, user ID of the function
owner, request ID, request execution time, as well as CPU
andmemory usage of the request. From pod level monitoring,
we analyse data logged during cold start events, including
timestamp, pod ID, cluster ID hosting the pod, function name,
user ID, total cold start time, and components of different
parts of the cold start including pod allocation time, code
deployment time, and dependency deployment time. We
also analyze trigger types of different functions along with
their CPU and memory configuration, and the runtime of
these functions. For privacy reasons, all IDs are hashed. We
summarize the fields we use in our analysis in Table 1.
To the best of our knowledge, this is the most detailed

serverless dataset released by any cloud provider. The dataset
has event-level metrics for a total of 85 billion requests and
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over 11 million cold starts over a period of 31 days with a
week-long major holiday period. Figure 1 gives an overview
of the size of the data for each region, numbered R1, R2,
R3, R4, and R5. Most functions run on multiple clusters in a
region. Finally, some functions have no load-balancing in a
single region and are deployed only on a single cluster. The
dataset hence aims to capture most of the possible dynamics
for serverless production systems.
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Figure 1. Plot showing the number of requests, functions,
and pods for all five regions.

2.2 Cold starts in our System

Figure 2. Life cycle of a pod. The pod is taken from its
resource pool, loaded with a runtime, function code, and
dependencies. After serving requests, the pod waits for addi-
tional requests for a designated keep alive time. If the pod
receives no more requests during this time, it is deleted.

One of the main bottlenecks of serverless systems is cold
starts, where the system must start a new pod if it does not
have sufficient resources to process an incoming request [18,
23, 39]. The number and time of cold starts varywidely across
different runtimes, trigger types, and resource allocations.
We analyze how cold starts are affected by these factors. In
addition, we analyze the times spent in the different parts
of our serverless system during a cold start, as shown in
Figure 2, including pod allocation, deploying the compressed
function file, deploying dependencies, and scheduling.

As shown in Figure 2, our systemmaintains resource pools
of inactive pods with different CPU and memory allocations,

e.g. 300 millicores with 128MB of memory. When a function
is cold-started, the scheduler selects a pod from the pool
with that CPU and memory configuration. Pods have several
popular runtimes and libraries preinstalled. Users can also
provide a custom container image for other runtimes not
supported by default, which is downloaded into the pod
when needed.When the runtime is ready, the function code is
pulled. Additional dependencies are downloaded if required.
Once the pod is prepared, it serves the request that spawned
it and returns the result. The pod then waits for additional
requests for a designated keep alive time. In our system,
this time is set to one minute by default. If the pod receives
no requests during this time, it is deleted. Otherwise, the
keep-alive time is reset back to one minute with each new
request.

3 Multi-region Serverless in Production
In this section, we provide a high-level overview of similari-
ties and differences between our regions. Figure 1 shows the
size of each region by their number of requests, functions,
and pods, showing differences of several orders of magni-
tude between regions. We observe that a larger number of
functions does not necessarily mean more requests or pods.
We start our analysis in this section by examining differences
between regions in their resource usage, latency, peak times,
peak-to-trough ratio, and holiday effects.

3.1 Region Statistics
Figures 3a, shows CDFs of the number of requests per func-
tion per day in each region, with dashed vertical lines repre-
senting the equivalent mean request inter-arrival time per
function. A large majority of functions have very few re-
quests per day on average. However, a small minority of
functions have a very large number of requests and domi-
nate resource usage. There are also large differences between
regions in the number of functions with high load. Approxi-
mately 20% of functions in Region 1 have at least one request
per minute on average, while this is approximately 1% for
Region 4. We note that the average hides the per function
patterns. Many of our functions have a large variation in
their inter-arrival rates throughout the day.
Figures 3b, and 3c show the mean execution time per

minute and mean CPU usage per minute. Similar to the
variations in number of arrivals per function, we also see
significant variation in execution times and the CPU usage
per region. Median execution time varies between 4ms in
Region 5 to 100ms in Region 1. Execution time can be as
long as several tens or hundreds of seconds. Additionally, the
median CPU usage varies between 0.1 cores in Region 3 to 0.3
cores in Region 3. These significant differences in CPU usage
and execution time between regions present opportunities
for cross-region scheduling.
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(a) CDF of sum of requests on median day per
function for each region.
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(c) CDF of mean CPU usage in cores per minute
for each region.

Figure 3. CDF of invocations, execution time, and CPU usage for all regions.
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(a) Functions per user for all regions.
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(b) Requests per user for all regions.
Figure 4. Number of functions per user and number of re-
quests per user for all regions over the duration of the trace.

Functions per user. Figure 4a shows the CDF of num-
ber of functions per user while Figure 4b shows number of
requests per user in each region. Figure 4a shows that 60%
to 90% of users have only a single function, depending on
the region, with almost all users having fewer than 20 func-
tions. The two figures show that the number of functions
and requests tend to be more concentrated in fewer users
in smaller regions, and less concentrated in larger regions.
For example, 30% of users in Region 1 have more than 1000
requests, while less than 5% of users have 1000 requests in
Region 4. This means that, for many users, migrating their
functions to a different region may be feasible due to a small
number of functions.

Previous work has shown that users understand their own
resource requirements poorly, and tend to choose regions
close to their end users, not considering cheaper or faster
options [35]. This is partly because users do not know the be-
haviours of other users, unlike the cloud provider, which can
see user behaviours and schedule more efficiently than users
can. In addition, our regions are spread out geographically,
with power prices and carbon costs varying accordingly. As
we show later, the latency between regions can be insignifi-
cant compared to the longer cold starts and execution times
in the more popular regions. By moving some requests to
other regions, it may be possible to improve latency, cost,

or carbon footprint [2, 3]. Such approaches have been pre-
viously suggested for batch workloads [14]. However, we
believe that it can also be used for serverless systems with
minimal effect on execution time.

Cross-region scheduling potential

Regions can have very different profiles. For example,
median invocations per function, function execution
time, and CPU usage between regions vary by factors
of up to 50, 25, and 3, respectively, which presents op-
portunities for cross-region load balancing. Enabling
such scheduling has the potential to reduce latency,
cold starts, and costs in serverless public clouds.

3.2 Peak Time Analysis
Peak times are a well-known phenomenon in serverless sys-
tems, with several earlier works concerned with predicting
and mitigating such surges [7, 18, 34]. Peak times present
challenges such as large fluctuations in resource allocation
and network congestion, causing increased latency. However,
to the best of our knowledge, peak workloads have not been
studied across multiple regions. In this section, we exam-
ine the changes that occur in the number of requests during
peaks and troughs. Other prior work has shown that different
peak times present opportunities for peak load shaving and
can be exploited for scheduling and load balancing, as has
been done in some private serverless cloud platforms [32].
Such solutions are particularly viable in scenarios consisting
of many non-latency critical workloads.

Peak time lags. Peak times occur in each one of our re-
gions. However, they often occur at different times of the day.
Figure 5 shows the normalized request patterns for each of
our regions for a three day period. The largest peak every day
is marked with a red line. We see clear periodic behaviour in
all of our regions, consistent with existing literature [18, 34].
The largest peaks tend to occur at a different time of day in
every region, with smaller secondary peaks also present in
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many regions. Some regions have more prominent periodic
behavior compared to others.

R1

Requests per minute Smoothed Daily peak

R2
R3

R4

0 1 2 3
Time (days)

R5

Figure 5. Plot showing peaks in normalized number of re-
quests per region. Peaks detected on a smoothed version of
the signal. The largest peak in 24 hours is highlighted.

Peak-to-trough ratios for function invocations. One
way of analyzing workload periodicity and burstiness is to
measure their peak-to-trough ratios, which is the ratio of the
largest peak in a periodic pattern to its lowest trough. This
is a measure of the strength of periodic oscillation. Large
peak-to-trough ratios indicate a function with large bursts
of invocations.

Figure 6a shows a scatter plot of each function’s peak-to-
trough ratio against its median invocations per day. Peak-to-
trough ratios tend to be lower for low-request functions, high
for moderately popular functions, and lower again for very
popular functions. We see a wide variety of peak-to-trough
ratios, from less than 2 to over 1000. Huge variations are
less common in workloads with larger number of requests,
and the largest workloads experience peak-to-trough ratios
less than 60. Additionally, we see a cluster of functions with
fewer than 1440 requests per day (corresponding to 1 request
per minute) with peak-to-trough ratios close or equal to 1.
These functions are invoked on average once per minute
and do not have enough requests to have identifiable peaks.
Other works have previously reported peak-to-trough ratios
of similar magnitude in production serverless public clouds
(over 500) [38].

Figure 6b shows the peak-to-trough ratio of each func-
tion against the total number of cold starts for that function
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(a) Scatter plot of functions by their
median requests per day and peak-
to-trough ratio.
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(b) Scatter plot of number of cold
starts over 31 days for a function
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Figure 6. Scatter plots showing a function’s requests per day
and number of cold starts against its peak to trough ratio.
Functions with a constant value of requests per minute, or
no identifiable peaks have a peak to trough ratio of one.
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(b) Change in mean CPU usage.
Figure 7. Normalized number of pods and allocated CPU
during holiday period. Day 13 is the last working day before
the holiday. Day 24 is the first working day after the holiday.

over the duration of our dataset. We observe a concentration
of functions with larger peak-to-trough ratios and a higher
number of cold starts. Additionally, we see a cluster of func-
tions with peak-to-trough ratios close (or equal) to 1, that
tend to have fewer than 44640 cold starts (equivalent to one
cold start per minute for 31 days), which corresponds to the
same group of infrequently invoked functions described in
Figure 6a. Hence, we see that high numbers of cold starts are
a result of workloads with large fluctuations in their invoca-
tion patterns leading to frequent autoscaling decisions, or a
large number of functions that are all invoked at most once
per minute, falling just outside of the pod keep alive time. A
successful policy to minimize the number of cold starts will
address both of these sources.

Holidays. Holidays and other special occasions may have
a significant impact on cloud traffic. Certain workloads may
increase or decrease during and around holiday periods [15],
while other workload types (e.g. associated with shopping
and commercial loads) increase before holidays [4]. Our
dataset includes a week-long holiday period. To the best
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of our knowledge, this is the first serverless dataset that
includes such patterns.
Figure 7 shows the number of pods and mean CPU us-

age, normalized to their maximum value during the same
number of days before the holiday. The last working day
before the holiday is on day 13, and the first working day
after the holiday is day 24. Both Figures 7a and 7b show a
similar pattern. Regions 1, 2, 4, and 5 all peak on day 13,
decrease during the holiday, and increase to another peak on
day 24. This suggests a pre-holiday ‘rush’ and post-holiday
‘catch-up’. Region 3 experiences a different pattern, where its
workload increases substantially at the start of the holiday,
and reduces again towards the end.

Complex origin of cold starts

High numbers of cold starts can be contributed both
by workloads with large fluctuations in invocation
patterns, or simply by a large number of functions
that are invoked with a periodicity greater than one
minute, falling just outside the pod keep alive time.
Some functions have peak-to-trough ratios greater
than 1000. A successful policy to minimize the num-
ber of cold starts will address both of these sources.
Holidays usually decrease resource allocation, with
some regional variations.

3.3 Runtimes and trigger types
We now describe the distributions of trigger types, runtimes,
and their combinations focusing on Region 2. A function can
use one of preinstalled runtimes or use a custom image. Pre-
installed runtimes include𝐶#,𝐺𝑜1.𝑥 , 𝐽𝑎𝑣𝑎, 𝑁𝑜𝑑𝑒 𝐽𝑆 , 𝑃𝐻𝑃7.3,
𝑃𝑦𝑡ℎ𝑜𝑛2 (for legacy reasons), 𝑃𝑦𝑡ℎ𝑜𝑛3, and 𝐻𝑇𝑇𝑃 . When
deployed, a function is invoked using one of many triggers.
Some trigger types can only be invoked asynchronously,
while others can be invoked synchronously. For synchro-
nous (S) requests, the invoking program waits for a response,
while for asynchronous (A) requests the invoking program
does not wait for a response, typically checking the result
later. Our platform supports the following trigger types:

1. API gateway (APIG) (S and A) is an API hosting
service. The function can be invoked through HTTPS
using a custom REST API and a specified backend;

2. Timer invokes functions based on a cron-style timer;
3. Cloud Trace Service (CTS) (A only) is a platform

monitoring service;
4. Data Ingestion Service (DIS) (A only) triggers func-

tions by a data stream, e.g. to process updated records;
5. Log Tank Service (LTS) (A only) triggers functions

by logging events;
6. Object Storage Service (OBS) (A only) invokes func-

tions by storage events, e.g. object creation or deletion;

7. Simple Message Notification (SMN) (A only) trig-
gers functions using messages posted under topics;

8. Kafka triggers functions using a Kafka queue;
9. Workflow (S and A) lets functions directly trigger

other functions.

In addition, our system supports a function to have mul-
tiple trigger types. Since some of these trigger types are
seldom used, we aggregate them in our analysis. We aggre-
gate all trigger types except for timers, OBS-A, APIG-S, and
workflow-S. We split the aggregation into other synchronous
(other S) or other asynchronous (other A). Timers account
for 42% of all triggers, followed by APIG-S (23%), APIG-S
and TIMER-A combination (13%), with the remaining trig-
gers and trigger type combinations representing less than
5% of functions each. The majority of functions only have
one trigger type, with only a handful having two or more
trigger types.

Trigger types by runtime. To analyze the relationship
between runtime and trigger type, Figure 9 shows a stacked
bar chart of trigger types as proportions of the total number
of functions for a given runtime. We note that the preva-
lence of different trigger types varies considerably between
runtimes. For example, 𝑃𝑦𝑡ℎ𝑜𝑛3, 𝑃𝐻𝑃7.3, and 𝑁𝑜𝑑𝑒. 𝑗𝑠 func-
tions are mostly triggered by timers, while 𝐽𝑎𝑣𝑎 and 𝐻𝑇𝑇𝑃
runtimes tend to use APIG-S triggers. Asynchronous triggers
other than OBS and timers are most significant in 𝑃𝑦𝑡ℎ𝑜𝑛2,
and even then only account for a minority of functions. We
note that a small proportion of our data does not have the
runtime or the trigger types logged.

Pods by runtime and trigger type over time. Since in-
vocations have periodic patterns, it is worth investigating
if a similar periodicity can be observed in the number of
running pods when grouped by runtime language or trigger
type. Such patterns may be useful in workload collocation,
pre-warming, and scheduling. Figures 8a and 8b shows the
average number of pods per hour in Region 2 by trigger type
and runtime for the full duration of our dataset. While some
runtimes and trigger types have a stable number of pods,
others show significant variability. For example, 𝑃𝑦𝑡ℎ𝑜𝑛3
runtimes and workflow-S trigger types show large variability
that correlates with time of day. Both peak during working
hours, and decrease during nighttime. Notably, Figure 8a
shows that the number of pods allocated for timers does not
vary much with time, even though they represent almost 60%
of functions as shown in Figure 8d. Many timer functions
tend to be invoked infrequently (at most once per minute)
and are only allocated a single pod.
Daily periodicities in public cloud workloads have previ-

ously been attributed to timers and diurnal user patterns [18].
Our analysis suggests that timer workloads do not contribute
significantly to the total platform load periodicity, but that
it is user-driven diurnal behaviour driven by APIG calls or
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Figure 8. Proportions of running pods, cold starts, and functions by trigger, runtime, and resource allocation in Region 2.
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Figure 9. Region 2 trigger types by runtime.

workflows that contribute more to daily periodicity. Such
predictable patterns may be exploited by serverless man-
agement systems and cluster managers to reduce the num-
ber and duration of cold starts by prewarming instances of
these runtimes according to these patterns. We also note that
most trigger types and runtimes have strong weekly period-
icity, with approximately 30% more pods allocated during
weekdays compared to weekends. This weekly periodicity

is interrupted during the holiday period beginning on day
14, with day 13 being the last working day, with workload
level similar to weekend levels. Timer-triggered functions
are almost completely unaffected by the holiday period.

Synchronous trigger types, such as workflow-S and APIG-
S, have very strong daily periodicity and contribute signifi-
cantly to peaks in the overall number of allocated pods on
the platform. Given that these requests are synchronous,
there may not be significant potential for flexible scheduling.
However, OBS triggered functions, which are asynchronous,
also have very strong daily oscillations and contribute sig-
nificantly to the peak time pod allocations, and account for
almost 30% of running pods, as seen in Figure 8d. Asyn-
chronous triggers may be used for tasks that are not latency
critical, such as log batch analysis triggered by a new logging
event (LTS) or the presence of new files (OBS). Hence, if the
provider can differentiate between asynchronous triggers
that have less latency critical deadlines versus asynchronous
requests that are time-critical but where the system does not
wait for the response, peak-shaving can be used, whereby
the allocation of these pods and execution of these requests
is delayed. Given the narrow peak widths, even a short delay
could significantly reduce peak pod allocations.
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Figure 10. CDFs and distribution fits for cold start times and inter-arrival times between cold starts. LogNormal fit for cold
starts has mean 3.24 and standard deviation 7.10. Weibull fit for inter-arrival times has mean 1.25 and standard deviation 3.66.

Finally, we note the changing periodicity characteristics of
certain workloads. For example, the number of pods serving
𝐽𝑎𝑣𝑎 functions varied very little until day 18, after which a
strong diurnal periodicity began. Thismeans that a serverless
platformmust be able to detect these changes in theworkload
characteristics as some of these changes, if well detected, can
present new opportunities for online system optimizations.

Pods by CPU and memory allocation. Figure 8c shows
the number of running pods over time grouped by their re-
source allocation. We can see that these different resource
configurations contribute different amounts to the total peri-
odic fluctuations. As described in Section 2.2, our platform
maintains pools of inactive pods to be used as demanded by
user traffic. The predictability of these patterns may allow
the provider to maintain just enough pods to meet expected
demand, while avoiding excessive overallocation using on-
line predictors and dynamic resource pre-warming.

Predictive scheduling and peak shaving

Function invocations follow periodic patterns that
could be leveraged to pre-warm pods with popular
configurations, thus reducing cold starts. Delaying
pod allocation for asynchronously invoked functions
could reduce peaks if they are not latency critical.

4 Causes of cold starts
We now conduct an in-depth analysis of cold starts. We first
study cold starts and their components in all regions. We
then study Region 2 in further depth, examining how cold
starts vary by trigger type, runtime, and resource allocation.

4.1 Cold start distributions
We start our analysis by plotting CDFs of the duration and
inter-arrival times of cold starts. Figure 10a shows the distri-
bution of cold start times for different regions. We see large
variations in cold start times between different regions, with
medians between 0.1 seconds and 2 seconds. We see that
cold start times in all regions have a long tail. Figure 10c

shows the distribution of inter-arrival times (IAT) between
cold starts for different regions. Median inter-arrival times
range from 0.1 seconds in R1 to several seconds in R3.
To capture the average behavior across regions, e.g. for

simulation purposes, we fit a distribution to all cold start
times and another distribution for cold start inter-arrival
times. Cold start times can be approximated with a LogNor-
mal distribution, while inter-arrival times can be approxi-
mated with aWeibull distribution, a common distribution for
modelling event inter-arrival times [20]. Figure 10b shows
the distribution of cold start times across all regions with a
LogNormal fit with mean 3.24 and standard deviation 7.10,
and Figure 10d shows inter-arrival times for all regions with a
Weibull fit with mean 1.25 and standard deviation 3.66. These
fits are very close to the measured data from our system. We
believe that researchers working on problems related to cold
start time optimizations can use these fits to run simulation
experiments for cold start optimizations.

4.2 Components of cold start times
When a cold start occurs, several steps are required until the
new pod is operational. We log the time taken for each step
taken during a cold start, namely; the time taken to start a
pod if no free pods exist or to select a pod from the existing
pool to be used by the newly started function (referred to as
pod allocation time); the time taken to download, extract, and
deploy function code (referred to as deploy code time); the
time to fetch and load dependencies (referred to as deploy
dependency time); and the time for networking, routing, and
scheduling overheads (referred to as scheduling time).
Figure 11 shows the mean cold start time per hour for

each region, with stacked areas representing component
times along with the total number of cold starts per hour.
We plot the time taken to allocate a pod, deploy code, deploy
dependencies, and scheduling, which together add up to the
total mean cold start time on the left-hand axis. We see that
the relative proportion taken up by each component varies
over time as well as between regions.
In absolute and relative terms, pod allocation time in Re-

gion 2 is much higher than in Region 1. Mean total cold start
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Figure 11.Mean cold start time per hour split by components on left axis. Number of cold starts per hour on right axis.
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Figure 12. Spearman correlations of mean cold start time components per minute aggregated over all functions for each
region. Correlation values where 𝑝 < 0.05 are marked with an asterisk.

times vary between 3 seconds in Region 1 to less than 0.3
seconds in Region 3. Periodicity of components varies. For
example, pod allocation time in Region 2 has the largest oscil-
lations of all components in that region and is in phase with
the number of cold starts. Time to deploy dependencies and
scheduling time oscillate less. Meanwhile, time to deploy
code remains almost constant. We can see a significantly
different pattern in Region 1, where the time to deploy code
and dependencies both oscillate significantly.
Day 23 is the first working day after the holiday, and all

regions show an increase in number and duration of cold
starts then. This effect is especially pronounced in Regions
1, 2, and 4. These regions in particular also see a strong in-
crease in time to deploy dependencies and pod allocation
time. These may be caused by first-time function code de-
ployments following a prolonged period of inactivity, as well
as competition for a small number of reserved pods.
The different composition of cold start times in different

regions at different times of day may occur due to differing
workloads between regions or due to architectural differ-
ences between data centers. Different data centers may use
different architectures, network topologies, or other struc-
tural differences that cause bottlenecks in different parts of
the system when scaling. Identifying which component to
optimize must be done within the context of the data center’s
architecture as well as in-depth workload analysis.

Correlations between cold start time components. Fig-
ure 12 shows Spearman correlation values between cold start
time and its components, as well as the number of cold starts,
averaged over all functions in that region. We can observe
several trends that generalize across regions. Cold start time
tends to be positively correlated with the number of cold
starts, although the strength of this correlation varies across
regions. Scheduling time and pod allocation time are posi-
tively correlated with the number of cold starts, especially
in Regions 1, 3, and 4, suggesting that increasing demand
for cold starts may cause delays in scheduling and pod al-
location. There are also several more isolated, stronger cor-
relations, such as those between scheduling and deploying
dependencies in Regions 1 and 5, pointing to region-specific
bottlenecks.

Cold start components across regions and time

Cold start times and the components that dominate
them vary significantly between regions, pointing
to workload differences and potential effects of hard-
ware setups. Mean cold start time tends to correlate
positively with number of cold starts.

Resource allocation and cold start time. Our system
maintains pools of pods of different resource configurations,
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Figure 13. Violin plot of cold start time and components by pool size for all regions with normalized width. For functions
without layers, deploy dependency time is zero and excluded from plots. Dashed lines in the density plots represent quartiles.

ranging from 300 millicores of CPU and 128MB of memory
to 26 cores and 32GB of memory. We aggregate these pools
into two groups: smaller pods with at most 400 millicores of
CPU and 256MB of memory, and larger pods with allocations
larger than that. In order to observe if there is a difference in
the distribution of cold start times between small and large
pods, Figure 13 shows a violin plot of the distributions of
cold start times and their components for small and large
resource pools. We observe that larger resource pools tend
to have longer median cold start times. The ratio of median
cold start times between the high and low resource pods
ranges from approximately 1:1 (Region 5) to 5:1 (Region 3).

Figure 13b shows the time to allocate a pod for large and
small resource pools. During a cold start, the first step is to
search for a pod of the appropriate configuration in a given
resource pool. This search is conducted in stages, with the
search expanding if a pod is not found. These stages clearly
show themselves in the multimodal distribution in pod al-
location time. For small resource pools, the pod allocation
time tends to take less time, with a smaller proportion of
cases expanding to further stages of the search with longer
latency. For larger resource pools, the search tends to expand
more frequently to later stages, taking a longer time to al-
locate a pod in total. This trend is consistent across all five
regions. Figure 13c shows the time to deploy function code
in small and large pods. We see that function code typically
takes longer to deploy in larger pods, which is particularly
pronounced in Regions 1, 2, 3, and 5. Figure 13d shows the
time to deploy dependencies, if any. We see that time taken
to deploy dependencies is longer for larger pods compared
to smaller ones. Finally, Figure 13e shows the scheduling
time in small and large pods. For regions 1, 3, and 4, smaller
resource pods tend to have shorter scheduling times than
larger pods. Regions 2 and 5 see the opposite pattern, where
large pods have shorter scheduling times. Longer code and
dependency deployment time may point to more complex
code being deployed in larger pods.

4.3 Which functions cause the most cold starts?
We now focus our analysis on Region 2. We choose Region
2 as it has several interesting characteristics, such as large
changes during the holiday period and large variations in
different cold start components. Figures 8d, 8e, and 8f show
the proportion of pods, cold starts, and number of functions
accounted for by different trigger types, runtimes, and re-
source allocations respectively. The proportion of pods is
calculated using the mean number of active pods per minute,
while the proportion of cold starts is calculated using the
number of newly started pods. Figure 8d shows that different
trigger types account for vastly different proportions of pod
allocations, cold starts, and functions. For example, timers
account for almost 60% of functions and 30% of cold starts,
but only 5% of running pods. Similarly, 𝑃𝑦𝑡ℎ𝑜𝑛3 runtimes
account for almost 50% of all cold starts. For resource allo-
cations, small CPU-memory allocations account for more
than 60% of cold starts. A provider can use the above data
to decide the different percentages of pre-warmed runtimes
and configurations. For example, since a large proportion
of all functions are deployed as 𝑃𝑦𝑡ℎ𝑜𝑛3 and also with a
small CPU-Memory configuration, a provider can pre-warm
a larger number of pods with 𝑃𝑦𝑡ℎ𝑜𝑛3 deployed in small
CPU-memory configuration pods.

To better understand how often cold starts occur, Figure 14
shows the total number of requests for each function against
the total number of cold starts in Region 2, with each function
colored by its trigger type. The diagonal red line represents
the one-to-one case where each request causes a cold start.
Most functions are invoked infrequently and therefore tend
to be cold started every time they are invoked, with the
majority of these being triggered by timers. Functions with
more than 1 request per minute on average have fewer cold
starts compared to the number of requests due to the pod
keep-alive time which is set to one minute.
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The impact of timer-triggered functions

A significant source of cold starts is the discrep-
ancy between timer intervals triggering functions
and the pod keep-alive time. Pre-warming pods for
timer-triggered functions could alleviate cold starts
for timer functions. For functions with timers less
frequent than the pod keep-alive time, releasing re-
sources sooner could improve overall resource usage.

4.4 Runtime languages and cold start time.
Previous work has found significant differences in cold start
time between different runtime languages [39]. Figure 15
shows cold start time distributions by runtime language,
along with cold start component times. In all distributions,
the yellow curve labelled ‘all’ represents cold start times for
all runtimes. We make the following key observations:

• Cold starts in different runtimes are dominated by
different components. For example, 𝐻𝑇𝑇𝑃 cold starts
are dominated by pod allocation time, while 𝑁𝑜𝑑𝑒. 𝑗𝑠

cold starts are dominated by scheduling.𝐺𝑜 pods have
much higher dependency and code deployment times
compared to scheduling overheads.

• Scheduling time overheads are on averagemuch higher
than all the other overheads.

• For most runtimes, most cold start times are below one
second with a long tail, meaning that a small propor-
tion of cold starts takes several seconds regardless of
runtime. The only exceptions are 𝐶𝑢𝑠𝑡𝑜𝑚 and 𝐻𝑇𝑇𝑃 ,
where the median is greater than 10 seconds.

• While a small fraction of running pods (see figure 8e),
𝐶𝑢𝑠𝑡𝑜𝑚 and 𝐻𝑇𝑇𝑃 skew the distribution of total cold
start times, increasing the tail of the combined distri-
bution. Long cold start times from 𝐶𝑢𝑠𝑡𝑜𝑚 and 𝐻𝑇𝑇𝑃
come from pod allocation, while other components are

negligible by comparison. Slow cold starts for 𝐶𝑢𝑠𝑡𝑜𝑚
runtimes can be explained by the pod allocation pro-
cess. Resource pools are not maintained for 𝐶𝑢𝑠𝑡𝑜𝑚
runtimes, so these are created from scratch every time
they are required. For 𝐻𝑇𝑇𝑃 , cold starts tend to be
slow since they require the start of an 𝐻𝑇𝑇𝑃 server.

Trigger type and cold start time. We now perform a
similar analysis on the distribution of cold start times for
different trigger types in Region 2. Figure 16 shows cold
start time and component CDFs by trigger type. Figure 16a
shows that functions triggered by Object Storage (OBS) tend
to have a slow cold start time with a median of 10 seconds.

It is difficult to attribute cold start times to a specific factor.
However, considering the complexity of FaaS scheduling
systems, as shown in Figure 2, it is possible to get an idea
of potential bottlenecks affecting cold starts. For example,
in Figure 16a, the distribution for OBS has a median of 10
seconds while others have a median less than 1 second. That
said, such a disparity is not necessarily caused only by the
OBS trigger. Figure 9 shows that the most frequently logged
known trigger type for𝐶𝑢𝑠𝑡𝑜𝑚 runtimes is OBS. In this case,
the cause for the longer cold start times for OBS triggers is
the fact that these functions tend to have 𝐶𝑢𝑠𝑡𝑜𝑚 runtimes,
which do not have reserved resource pools and therefore
require pods to be started from scratch.

Causes of cold starts and dominant components

There is large variability in cold start times and com-
ponents driving them for different trigger types, run-
times, regions, and over time. Functions with larger
resource allocations tend to have cold start times
between 2 and 5 times longer compared to functions
with smaller resource allocations, driven by pod allo-
cation and code and dependency deployment. While
cold starts for some trigger types, such as OBS, can
be mitigated by improved networking and storage, to
the best of our knowledge, there is no single solution
that can reduce cold starts for all cases.

4.5 The real cost of cold starts
Optimizing cold starts has been a popular research topic. In
our work, we want to obtain a more complete understanding
of cold start costs by analyzing cold starts delays relative
to pod lifetime. A pod with a long cold start time is more
efficient when that pod lasts longer and serves more requests
than if it is deleted immediately after serving the request
that spawned it. Hence, we study the ratio of a pod’s useful
lifetime to its cold start time. Useful pod lifetime is calculated
by subtracting keep alive time (1 minute) from total pod
lifetime. A 1:1 ratio or less means that the pod is used for a
time less than or equal to its cold start time. A higher ratio
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Figure 15. Cold start time and components by runtime for Region 2. ‘all’ represents all cold start times combined.
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Figure 16. Cold start time and components by trigger type for Region 2. ‘all’ represents all cold start times combined.
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Figure 17. Region 2 pod utility ratio.

reflects a greater utility to the function and the system. We
hence call this the ‘utility ratio’.
Figure 17a shows utility ratios per runtime, while Fig-

ure 17b shows utility ratios per trigger type. We see that
20% of all pods have a pod utility ratio less than 1, meaning
that their useful lifetime is less than their cold start time.
Median utility ratio is approximately 4:1, meaning that 50%
of pods last for 4 times their cold start time. In Figure 17a,
we see that a significant number of cold starts from 𝑁𝑜𝑑𝑒. 𝑗𝑠 ,
about 40%, had a ratio lower than 1. 𝑁𝑜𝑑𝑒. 𝑗𝑠 cold starts rep-
resent more than 10% of all the cold-starts in our system
(see Figure 8e). 𝑁𝑜𝑑𝑒. 𝑗𝑠 is also the third slowest runtime in
our system (see Figure 15). The runtimes with the second
worst utility ratio are 𝑃𝐻𝑃7.3 and 𝐽𝑎𝑣𝑎, both of which have
at least 70% of their cold starts having a utility ratio lower
than 10. The highest utility ratio runtime is 𝐺𝑜1.𝑥 where
35% of pods have a utility ratio greater than 100. Notably,
𝐶𝑢𝑠𝑡𝑜𝑚 and 𝐻𝑇𝑇𝑃 runtimes have a utility ratio better than
several default runtimes, which have much shorter cold start
times. Hence, pod utility ratio can be used to obtain a dif-
ferent perspective on the cost of cold starts, particularly for
pods with long cold start times, to see how long those pods
remain in the system.

Figure 17b shows that timers have the lowest utility ratios,
which corresponds with most timer functions being cold
started as discussed in previous sections. Timer functions,
despite having some of the shortest cold start times, have a
low pod utility ratio compared to other trigger types. Mean-
while, workflow-S, which has longer cold start times, tends
to have higher utility ratios compared to other trigger types.
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Utility ratios

Utility ratios help obtain a more complete picture
of the cost of cold starts beyond cold start time by
accounting for how long these pods remain useful in
the system. We find that runtimes and trigger types
with long cold start times tend to have higher pod
utility ratios.

5 Discussion and open problems
Serverless systems research has gained momentum, with
many projects aimed at reducing cold starts. Recently, Liu
et al. [25] identified five research problems for future work on
serverless systems. In this section, we leverage our analysis
from previous sections to identify several areas important
for serverless system optimization.

Cross-region workload scheduling. The average latency
between data centers in developed regions is relatively small,
in the orders of tens to a few hundred milliseconds [11, 44]
with newer cross data center networking solutions expected
to reduce this latency further [9]. In our analysis, the most
popular regions consistently have much longer average, me-
dian, and tail cold-start times. While some of these differ-
ences can be attributed to differences in networking, our
analysis shows significant differences in cold start time, CPU
usage, and memory usage exist between regions, and less
congested regions may offer cheaper and faster options for
running workloads. It is therefore important for the research
community to study cross-region serverless platforms and
load-balancing. Cross-region scheduling could assume the
form of a global or fleet-wide control plane accounting for
peak time shifts, overall system load, latency from the user
to the data center, and resources in different regions.

Scheduling delays are significant. Liu et al. [25] dis-
cussed how a large component of cold starts comes from
scheduling delays. Our analysis shows that in our five data
centers, except for a brief period in Region 1, scheduling
delays are either the most or the second most significant
component in cold start times. While one can think of opti-
mizations to reduce these delays, it might be that a funda-
mental redesign of serverless platforms would be required.
Currently, most serverless platforms run in a multi-layered
stack, e.g. on top of Kubernetes, Ray, firecracker, KVM, or a
combination of these systems. This adds multiple layers of
complexity during a cold start, including setup, configura-
tions, initialization, and scheduling. We believe that novel
serverless platforms that reduce layered complexity would
result in more optimized serverless performance.

Synchronous vs. asynchronous calls. In our workloads,
roughly 60% of functions are asynchronous, in line with Liu
et al. [25]. However, when studying the time series of running

pods in Figure 8a and the bar chart in Figure 8d, we see that
cold starts of functions with synchronous triggers sometimes
dominate the total number of cold starts. This points to the
fact that optimizations should consider both asynchronous
and synchronous functions. Such optimizations can include
peak shaving of asynchronous functions if these are not
latency critical, starting them for example when there are
much fewer synchronous functions.

Predicting cold starts. In Figure 6, we show that cold
starts may be caused by functions with small or large peak-
to-trough ratios. These tend to be low-request functions that
are cold started every time they are invoked, such as those
along the diagonal line in Figure 14, or high-request func-
tions with larger peak-to-trough ratios. These two types
of functions may require different solutions for predicting
resource allocation needs, with the highly requested ones po-
tentially benefiting from periodic time series predictions [18].
Functions running on timer triggers could be pre-warmed
before their next invocation. Similarly, for functions running
on timers less frequent than 1 minute, a keep alive time of 1
minute is unnecessary and wasteful. Cloud providers may
consider a dynamic keep-alive time for such functions.

Workflow function calls can be predicted using pre-
vious function calls. As our analysis show, a significant
number of cold starts occur due to synchronous workflow
functions which can be predicted using function calls ear-
lier in the chain. Resources for downstream functions could
be allocated based on the invocations (and maybe even re-
source usage) of function calls that will invoke it later. This
may alleviate the relatively slow cold start time of workflow-
triggered functions. Currently, workflows account for 20%
of cold starts. Additionally, the synchronous nature of these
requests demands a strict latency SLO, which can be vastly
improved with predictive autoscaling. Collection and anal-
ysis of function call chains may show opportunities for im-
provement.

Concurrency adjustment. Each function has a user-set
concurrency value that determines how many function re-
quests can be executed at the same time. For many functions,
the resource utilization can be improved by increasing con-
currency as long as the total execution time remains accept-
able. This is especially useful given the strong oscillations in
some asynchronous triggers, such as OBS.

Resource pool prediction. Our system maintains pools
of inactive pods to be used as demanded by user traffic. If
demand exceeds the capacity of the resource pool, a pod will
be started from scratch, causing significant delays. However,
keeping an unnecessarily large number of pods in the re-
source poolmay bewasteful. Due to predictable time-varying
patterns of various pod configurations, such as pods of dif-
ferent resource configurations, it may be possible to predict
the required number of reserved pods so that user demand
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is met without unnecessary overallocation. This differs from
function invocation prediction [8, 18, 34], which requires
additional steps from number of invocations to a scaling
decision, and instead directly predicts required resources.

6 Related work
Analyzing and characterizing cloud and systems workloads
has enabled the systems community to perform research on
improving computer systems performance. Google released
multiple traces from their internal Borg system [31, 36, 37,
43]. This data has been extensively analyzed by the research
community over the years [17, 30, 33, 36]. Since then, there
have been other data releases from multiple cloud providers
for different internal systems, including Alibaba [12, 26, 41,
42], Azure [7, 13, 34], and Huawei [18]. Earlier research has
shown that one of the main bottlenecks of serverless systems
is cold starts, where the system does not have sufficient
resources to process an incoming request and must start a
new pod from scratch [18, 41]. There have been significant
efforts to optimize cold starts, but few of these are informed
by insights from production data.

Prior work with specific mention of cold start statistics [18,
34] tends to offer high-level metrics from a single region with
little discussion of components and the effect of factors such
as runtime language, resource allocation, and trigger type
on the number of cold starts and their component times. Our
work analyzes granular event-level metrics with detailed
component times of cold starts from five regions, and exam-
ines the effect of function characteristics such as resource
allocation, runtime language, and trigger type.
Cold starts have previously been found to be affected by

function memory allocation, runtime language, and network
latency [39]. Reducing cold starts using novel techniques
to calculate the keep-alive time of a container is one ac-
tive research topic [10]. Another interesting research direc-
tion is optimizing container deployments for serverless func-
tions [29, 38]. Our work enables systems researchers to better
understand some of the bottlenecks in production serverless
systems including some of the root causes of cold starts.

7 Conclusion
This paper conducts an analysis of a multi-region production
serverless cloud platform, focusing on factors affecting cold
start times and their components. We have examined these
factors in the context of long-term, evolving workloads as
well as a week long holiday period in our month long dataset.

Our study reveals significant variations in function ex-
ecution time, resource usage, and cold start time between
regions, which may point to benefits of cross-region load
balancing to reduce overall latency and cost. In all of our
regions, cold start time is positively correlated with the num-
ber of cold starts. The dominant component of cold start
time tends to vary between regions, which may point to

workload differences or bottlenecks in different parts of the
architecture. In all regions, the number of cold starts tends to
decrease during the holiday period, with a ‘catch-up’ period
afterwards where the number of cold starts and cold start
time increase significantly. Additionally, cold start time for
larger resource allocations tends to be longer than for smaller
resource allocations, with pod allocation and deployment
time for code and dependencies being contributors.
Furthermore, we have determined that significant num-

bers of cold starts come from several types of functions, such
as low-request timer-triggered functions or high-request
functions with large peak-to-trough ratios that require fre-
quent autoscaling. We find that factors such as trigger type
and runtime language affect the number and duration of
cold starts differently. For example, pods using 𝐶𝑢𝑠𝑡𝑜𝑚 run-
times experience significantly longer cold starts than those
using default runtimes due to the absence of a reserved pool,
with pod allocation time accounting for nearly the entire
cold start duration. We introduce pod utility ratio, which
can be used to measure a pod’s usefulness by computing the
ratio between a pod’s useful lifetime (excluding keep-alive
time) and its cold start time. We find that, in some cases,
pod configurations with long cold start times tend to last
longer, such as for𝐶𝑢𝑠𝑡𝑜𝑚 runtimes. Finally, we leverage our
analysis to identify several bottlenecks in serverless public
cloud platforms that contribute to cold starts and highlight
opportunities for future research to address these issues and
improve performance.
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